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ORIGINAL PAPER

Natural Language Processing in Dutch Free Text Radiology Reports:
Challenges in a Small Language Area Staging
Pulmonary Oncology

J. Martijn Nobel1,2 & Sander Puts3 & Frans C. H. Bakers1 & Simon G. F. Robben1,2
& André L. A. J. Dekker3

# Society for Imaging Informatics in Medicine 2020

Abstract
Reports are the standard way of communication between the radiologist and the referring clinician. Efforts are made to
improve this communication by, for instance, introducing standardization and structured reporting. Natural Language
Processing (NLP) is another promising tool which can improve and enhance the radiological report by processing free
text. NLP as such adds structure to the report and exposes the information, which in turn can be used for further
analysis. This paper describes pre-processing and processing steps and highlights important challenges to overcome in
order to successfully implement a free text mining algorithm using NLP tools and machine learning in a small language
area, like Dutch. A rule-based algorithm was constructed to classify T-stage of pulmonary oncology from the original
free text radiological report, based on the items tumor size, presence and involvement according to the 8th TNM
classification system. PyContextNLP, spaCy and regular expressions were used as tools to extract the correct information
and process the free text. Overall accuracy of the algorithm for evaluating T-stage was 0,83 in the training set and 0,87
in the validation set, which shows that the approach in this pilot study is promising. Future research with larger datasets
and external validation is needed to be able to introduce more machine learning approaches and perhaps to reduce
required input efforts of domain-specific knowledge. However, a hybrid NLP approach will probably achieve the best
results.

Keywords Radiology . Reporting . Natural language processing . Free text . Classification system .Machine learning

Background

One of the most challenging tasks in healthcare informatics
nowadays is how to improve accessibility to medical informa-
tion. Especially in radiology, in which a large amount of im-
aging and textual data is captured. Combining all kinds of
medical information can improve current medical data flow
and can ensure better healthcare [1]. A good example of a
complex process of combining data is tumor staging, for in-
stance, in pulmonary oncology. A specific rule-based tumor
classification system is used for proper staging of pulmonary
oncology, as stated in the 8th TNM Classification of
Malignant Tumors (TNM) [2, 3].

In radiology, the report is still considered the golden stan-
dard in communicating findings and is, despite several struc-
turing efforts [4], usually still stored as free text. One of the
challenges in radiology is how to (re-)use free text unstruc-
tured data of the radiological report for data mining purposes
in, for instance, pulmonary tumor staging.
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Natural Language Processing (NLP) is a promising method
for extracting information from free text, and has been used in
several studies to extract data from radiological reports [5].
However, most use English as a language and specific medical
NLP software, such as medical extraction systems (e.g.,
cTAKES) [6], are not available in Dutch [5, 7].

In English, a rule-based pulmonary oncology TNM classi-
fication algorithm has already been built and trained on pa-
thology reports with 72% accuracy on T-stage [8]. In addition,
several Breast Imaging-Reporting and Data System (BI-
RADS) classification approaches have been evaluated in
English; the best results were obtained by using partial deci-
sion trees (PART) [9].

In Dutch, one study was published on free text mining in
radiological reports using support vector machines (SVM) and
conditional random fields (CRF) to structure free text data with a
BI-RADS classification algorithm proposed as future work [10].
However, to our knowledge, no tumor-classification task based
on radiology reports has been published in Dutch before.

This article describes a pilot study which shows the chal-
lenges to expect when extracting data from free text radiology
reports in a small language area, like Dutch, in the classifica-
tion of the T-stage of TNM pulmonary oncology.

Methods

Corpus Description

After ethical approval at the participating medical center, a train-
ing set was created which consisted of 47 radiological reports
with pulmonary oncology that underwent a diagnostic staging
procedure. The radiological reports have been constructed by
several different radiologists, other than the authors, using a
speech recognition tool (G2 Speech). Findings were stored as
free text reports in a Radiological Information System (RIS,
Agfa Healthcare). Every included report consisted of several
structured sections with the following headings: clinical details,
report, describedmodality, body part, and conclusion. This train-
ing set was used to identify the reporting content and to find
appropriate synonyms, which were incorporated in the algo-
rithm. Consecutively, a second set of 100 cases was used to
validate the outcomes. Cases were included if a primary pulmo-
nary malignancy was diagnosed using a computed tomography
(CT) and the radiological report was present. Cases with two
primary tumors and follow-up cases were excluded. After inclu-
sion, T-stage was independently classified and labeled from the
report by two authors (JMN and SP) according to the 8th TNM
classification [2], because final T-stage was not explicitly men-
tioned in the report and could only be derived from findings
described in the free text. The authors agreed on annotation
guidelines for proper labeling. In case of discrepancy, consensus
was reached between the two authors.

Algorithm Structure

Because of the limited training data available, a rule-based
NLP algorithm with machine learning pre-processing steps
was used in this study. In addition, we aimed to set a baseline
for future work using more advanced machine or deep learn-
ing techniques. The used approach is subdivided into a pre-
processing step and a processing step. The pre-processing is
necessary to make the data suitable for analysis. The process-
ing step is the actual algorithm (see Fig. 1: T-stage classifier
and Table 1: Detailed example of the classification process).

Pre-Processing

A sectionizer was developed to only select relevant parts of
the report. In this study, text was only searched when preceded
by the headings thorax and conclusion. A consecutive
cleaning step was introduced to remove speech recognition
artifacts and to replace selected abbreviations by its full form.
Open-source NLP software library SpaCy [11] was selected to
perform sentence segmentation and number extraction using
part-of-speech tagging (POS), as it includes pre-trained
models for multiple languages and has been successfully ap-
plied on medical extraction tasks before [12].

Processing

By analyzing the 8th TNM classification [2], the T-stage clas-
sification was divided into three different items: size,
presence, and involvement (see Fig. 1: T-stage classifier). All
three items required extraction of relevant concepts (e.g., tu-
mor; see Fig. 1: T-stage classifier). For every concept a set of
synonyms and their conjugations was created (e.g., tumor;
mass, lesion, etc.) to ensure a high recall in extracting concepts
from included reports. The synonym sets were created by
radiological domain experts using the training set,
Systematized Nomenclature of Medicine Clinical Terms
(SNOMED-CT) [13] and their expertise.

Accordingly, the synonym sets were converted into a reg-
ular expression per concept. Depending on the item to extract
(size, presence or involvement), the concepts were further
processed by the algorithm in different ways.

To cover the item size, a measurement extractor was devel-
oped using POS recognition of NLP-library spaCy to extract
tumor size. Tumor size was selected out of all numbers, when
all of the following preconditions were fulfilled: the largest
number, the number is part of an area expression, the number
contains a unit (cm or mm), the number is not a distance
measurement, and is not preceded by the concept “lymph
node” (instead of “tumor”).

The concepts to extract for the item presence were context
validated; for every extracted concept context information (for
instance, negations, uncertainty, and historical events) was
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extracted. Only those concepts being certain by its related
context were valid and used for classification.

pyContextNLP was used to extract the context including
negations (modifier) related to the concept (target), as it has
been translated and applied to several languages, including
Dutch [14–16]. pyContextNLP has been translated and func-
tionality has been extended to run it as a service to simplify
integration with other NLP services, increasing performance
and usability [17].

Finally, to extract the item involvement, two different con-
cepts had to be present in same sentence: the concept “in-
volvement” itself and, the concept being involved (e.g., pos-
sible involvement in mediastinum). The concept “involve-
ment” is context validated; context information (for instance,
negations, uncertainty, historical events) was extracted.

In addition, a specific T4-stage logic has been implemented
to validate whether a tumor is present in different lobes of the
same lung. Final T-stage was assigned to the most severe
tumor classification found by the algorithm. A detailed exam-
ple of the classification process is shown in Table 1: Detailed
example of the classification process.

Results

The accuracy of the T-stage classifier on the test set was 83%
(N = 47), and on the validation set 87% (N = 100) (see Table 2:
T-stage classifier accuracy). Fig. 2 shows the confusion

matrices of respectively the training set and the validation
set, where each “actual T-stage” is compared with the “pre-
dicted T-stage”. The precision (i.e., specificity), recall (i.e.,
sensitivity), and F1 measure (i.e., combined metric for preci-
sion and recall) for all independent stages are obtained as
shown in Table 3: Precision, recall and F1-scores. In addition,
all errors in the training set and validation set were analyzed
and grouped into five specific categories with one or more
subgroups: context, concepts, standardization, complexity,
and spaCy (see Table 4: T-stage errors by category). In total
seven errors were found in the training set and 13 in the val-
idation set. Finally, in Appendix 1 (Concept synonyms)
SNOMED concepts have been added to the table of used
regular expressions, to indicate the amount of translations
and synonyms missing. In Appendix 2 (Mentions related to
context) and Appendix 3 (Mentions related to involvement)
challenges related to context and involvement are highlighted
to point out difficulties of the process.

Discussion

The aim of this paper is to gain insight in the challenges of
using NLP in free text radiological reports in a small language
area such as Dutch. This was done by creating an algorithm
for T-stage pulmonary oncology according to the 8th TNM
classification. This feasibility study is a baseline for future

Fig. 1 T-stage classifier Schematic overview of T-stage classification. In the pre-processing step the raw data of the report is prepared for the actual
processing. In the processing step tumor size extraction and a T-stage presence check of abnormalities and its involvement is performed
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Table 1 Detailed example of the classification process

RAW REPORT PROCESSED REPORT CLASSIFIED REPORT

Clinical details:

Pulmonary malignancy?

Report:

CT thorax and abdomen, arterial 

phase

Thorax:

at image 46 of 4, 7 x 3,0 cm. 

Possible involvement 

size of 1.3 cm. Lymph node visible 

cm. No lymph nodes visible at 

contralateral side. Small 

Abdomen:

liver lesions visible which would 

Musculoskeletal 

No relevant findings. No 

metastasis.

Conclusion:

upper lobe

Clinical details:

Pulmonary malignancy?

Report:

CT thorax and abdomen, arterial 

phase

Thorax:

at image 46 of 4, 7 x 3,0 cm. 

Possible involvement

nodes visible at 8-41 with an 

size of circa 5,2 cm. No lymph 

nodes visible at contralateral 

Abdomen:

liver lesions visible which would 

Musculoskeletal 

No relevant findings. No 

metastasis.

Conclusion:

upper lobe

Tumor size:        T1 (4,7 cm)

Presence T3

(satellite 

nodes)

Involvement -

T3

DESCRIPTION

Size: 4,7 cm is extracted as tumor size, the number is part of an area expression, has unit cm and is not 

preceded by lymph node.

Presence: pyContextNLP extracted concepts and context. "Mass" and "satellite node" is found without 

context.

Involvement: pyContextNLP extracted "involvement" with context of type uncertainty, therefore 

Pre-processing is performed on the raw text of the report. In the processed report, only the relevant sections remain. Every sentence in the processed
report is annotated with extracted measurements, concepts (presence/involvement) and context. The final classification is obtained by the highest T-stage
detected
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work based on more (hybrid) advanced machine or deep
learning techniques.

The described method analyzes and tries to thoroughly
understand the meaning and interactions of words and phrases
in the radiological report before classifying it. The main dif-
ference with a general machine or deep learning approach is
that different steps are used before the final analysis is per-
formed, instead of analyzing the report as a whole. Because
the TNM classification is already rule-based, it is not neces-
sary to force the neural network to recompose the already
known T-stage rules for proper T-staging. Focusing on how
to properly analyze free text was therefore one of the main
goals of this approach as this can show us where difficulties
can be expected and where machine or deep learning can help
us smoothen this process.

The measured accuracy of this pilot study suggests that T-
stage can be extracted from free text reports with a fairly high
reliability. This is consistent with the earlier performed study
on pathology reports written in English [8]. In addition, the
strategy used for extracting the items size, presence, and
involvement according to the 8th TNM classification seems
promising. The obtained results (precision, recall, and F1
score) for the training and validation set are in most cases at
least comparable.

When looking at the pre-processing and processing steps,
several important findings should be addressed. First of all,

identification of synonyms of the chosen items is of utmost
importance, because vocabulary used for describing tumors
differs widely among reporters. This variability in vocabulary
makes it difficult to use machine learning for finding appro-
priate synonyms at this stage, because a large amount of data
is needed. However, when a sufficient amount of data is avail-
able word embeddings could be created, which might be used
to automatically find synonyms for used concepts. This study
highlights the importance of using domain specific knowledge
when building a (rule-based) algorithm when training data is
limited.

Attempts to find proper synonyms by using (the Dutch)
SNOMED-CT failed. Used synonyms are not always a syno-
nym of the proper SNOMED-CT concept, but for example, a
synonym of a related super concept. Iterating over all
supertype (parent) concepts is tedious and most are irrelevant
(e.g., several tumor synonyms can be found searching for
abnormal morphology). In addition, the Radiological

a b

Fig. 2 Confusion matrices of T-stage classification Confusion matrices of the T-stage classification on the training and validation sets

Table 3 Precision, recall and F1-scores

Training Precision Recall F1 score

T1 0,64 1,00 0,78

T2 0,93 0,76 0,84

T3 0,70 0,78 0,74

T4 1,00 0,86 0,92

Validation Precision Recall F1 score

T1 0,90 0,82 0,86

T2 0,89 0,86 0,87

T3 0,83 0,95 0,88

T4 0,87 0,86 0,87

Precision, recall and F1-scores for the training set and the validation set

Table 2 T-stage classifier accuracy

Training set (N = 47) Validation set (N = 100)

Accuracy T-stage 0.83 0.87

Accuracy scores of the training set and the validation sets
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Lexicon (RadLex) was not available in Dutch and could there-
fore not be tested. Ideally, a standardized vocabulary should
be used to standardize data and try tomake datamore uniform.
Data should then be labeled with SNOMED-CT or RadLex
codes in order to increase findability, according to the
Findable, Accessible, Interoperable, and Reusable (FAIR)
principles [18].

Another important finding is that radiological free text re-
ports consist of many contextual expressions, phrases, and
words (see Appendices 2 and 3), which are indispensable for
accurate description of a specific disease. For instance, con-
cepts should be properly correlated to the right context like
negations or sizes, but the same holds for probabilities and the
extent of involvement. This is a difficult and important pro-
cess and should be done with care, because context allows
radiologists to nuance and specify their findings. This lack
of nuancing possibilities is probably one of the caveats of
structured reporting and its broad implementation.

When analyzing the errors in detail, one can see that the
errors made are diverse, althoughmost wrongly staged tumors
were related to context extraction (35%). Several times there is
a mismatch between concept and context caused by the shal-
low approach of pyContextNLP. For example, when two con-
cepts are present in the same sentence, context (e.g., a nega-
tion) can be matched with the wrong concept. This might be
overcome by dependency parsing which can improve contex-
tual matching.

This paper tried to divide pre-processing and processing
steps in order to differentiate errors found, but the errors are
often hard to separate, as both steps are highly intertwined. For
instance, errors made by the sentence splitter can be related to
the fact that the model is not trained on medical reports.
However, errors can also be introduced by radiological

reporters using a different (staccato) way of reporting. The
use of speech recognition in radiological reporting introduces
several imperfections, mainly resulting in incorrect punctua-
tion and white space errors within numbers. This can only be
partly improved by pre-processing steps.

Task complexity is a different hurdle to overcome.
Problems might, for instance, arise when concepts of different
items should be combined in a single statement (e.g., T4-
stage, different lobes, same lung) or should be ignored (e.g.,
gravity depending atelectasis vs. tumor related atelectasis).
This is especially the case when these concepts are stated in
different sentences. Specific annotation guidelines or agree-
ments can partly improve this difficulty. However, algorithms
should not be unnecessarily more complicated when steps like
standardization of the report content or reporting manner can
increase report homogeneity. This is highlighted by the errors
made in the standardization category (30%) which is related to
the input of the reporter and dictation technology used.
Standardizing report content by using a certain standardized
language, for instance, the vocabulary used in the TNM clas-
sification, will result in less synonyms in the report. In addi-
tion, when sentences stated are less ambiguous, by for in-
stance, stating only information about the described item in
the same sentence, outcomes will further be improved. As
such, standardization of reporting content and manner will
improve outcomes without expanding existing algorithms.
Hence, NLP and standardization are counterparts in which
high-end NLP tooling makes standardization redundant, but
proper standardization can improve the structured data and the
accuracy of the NLP tool.

Several limitations of this study should be mentioned of
which the small sample size is the most important one.
Furthermore, this algorithm is only trained at one specific

Table 4 T-stage errors by category

Error group Error type Description Training
(n = 47)

Validation
(n = 100)

Context Context missing Context not matched because of missing modifier 0 1

Context mismatch Context mismatch, wrong modifier detected 2 3

Context disagreement Disagreement about certain/prob. certain 0 1

Concepts Missing synonym Concept not matched because of a missing synonym or expression. 2 0

Algorithm logic Presence or involvement not correctly classified 0 2

Standardization Measurement
extractor

e.g., using expressions (more than 5 cm) or 4–51 op
11 cm, blacklist for size

2 2

Dictation artifact Errors related to dictation (e.g., whitespaces within numbers) 0 1

Standardization Wrong heading above section 0 1

Complexity T4 multiple lobes Error related by detecting tumor present in multiple
lobes of the same long

1 1

spaCy Sentence Boundary
Detection

Error in detecting the boundary of a sentence,
therefore involvement logic does not hold

0 1

Total errors 7 13

T-stage errors by category for the training and validation sets
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dataset of one radiological department. Therefore, overfitting
is a concern. Although this has not been the main goal of this
pilot, future work should focus on external validation.

In addition, future work should be done to explore how
NLP algorithms can increase the value of the radiological
report when, for instance, they are incorporated in the
reporting process. Live classifications can be displayed when
an algorithm is processing the free text during reporting. An
algorithm can also notify the reporter when information about
a specific item is missing. In addition, this tumor staging al-
gorithm can also be used for restaging earlier staged tumors
according to the current TNM edition. As such, NLP algo-
rithms can be used in various ways to enhance reporting con-
tent and support the FAIR principles.

Conclusion

NLP is a promising technology for mining free text radiolog-
ical reports and can be introduced in English and in a small,
non-English language such as Dutch. However, the proper
implementation of a free text algorithm depends largely on
the context of concepts mentioned in the report, more than
on specific words. Implementing NLP and standardization
should be balanced, and ratios adjusted depending on the
available data. Future work should mainly focus on how to
(gradually) use more machine or deep learning approaches.
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