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Abstract
DICOM viewers must fulfill roles beyond primary diagnostic interpretation, including serving as presentation tools in 
teaching and multidisciplinary conferences, thereby enabling multiple individuals to review images collaboratively in real 
time. When in-person gathering is not possible, a variety of solutions have been deployed to maintain the ability for spatially 
separated users to view medical images simultaneously. These approaches differ in their backend architectures, utilization 
of application-specific optimizations, and ultimately in their end user satisfaction. In this work, we systematically compare 
the performance of conventional screensharing using a videoconferencing application with that of a custom, synchronized 
DICOM viewer linked using Web Real Time Communications (WebRTC) technology. We find superior performance for 
the WebRTC method with regard to image quality and latency across a range of simulated adverse network conditions, and 
we show how increasing the number of conference participants differentially affects the bandwidth requirements of the two 
viewing solutions. In addition, we compare these two approaches in a real-world teaching scenario and gather the feedback 
of trainee and faculty radiologists, who we found to favor the WebRTC method for its decreased latency, improved image 
quality, ease of setup, and overall experience. Ultimately, our results demonstrate the value of application-specific solutions 
for the remote synchronized viewing of medical imaging, which, given the recent increase in reliance on remote collabora-
tion, may constitute a significant consideration for future enterprise viewer procurement decisions.

Introduction

A DICOM viewer constitutes an essential component of a 
digital radiology practice. The role of the image viewer is 
multifaceted and extends beyond its use by individual radiol-
ogists for primary diagnostic interpretation. Importantly, the 
viewer is often used to display images to multiple physicians 
simultaneously. In academic practices, this occurs routinely 
during trainee “readout,” an educational process in which 
attending staff radiologists perform live review of imag-
ing studies with a resident who has already preliminarily 
inspected the cases in order to verify the trainee’s findings 

and interpretation. In addition to the trainee responsible for 
the initial review of the case, additional residents and staff 
may be recruited to the readout of particularly interesting 
or challenging cases, and medical students frequently also 
participate to gain practical exposure to the field of radiol-
ogy. Another situation requiring the display of images to 
multiple physicians is that of multidisciplinary conferences. 
An instance of the DICOM viewer often plays a central role 
during these meetings in which several physicians from vari-
ous specialties (e.g., surgery, oncology, radiation oncology, 
pathology, and radiology) all convene to review important 
diagnostic information about a patient’s case and decide on 
an appropriate course of treatment.

Conventionally, this simultaneous viewing of imaging 
by multiple users has been achieved by physically conven-
ing the physicians around a single instance of the DICOM 
viewer, which may be displayed on a standard radiology 
workstation in the case of trainee readout or on a projec-
tion screen in multidisciplinary conferences. When physical 
gathering is impractical, however, some solution for syn-
chronized remote viewing is required. The need for remote 
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image viewer synchronization has been greatly magnified 
during the COVID-19 pandemic, with many radiology 
departments restructuring their educational models to allow 
for social distancing in their reading rooms and multidisci-
plinary conferences moving to entirely virtual formats [1–4].

There are several approaches to achieving the synchro-
nized presentation of medical imaging among remote view-
ers. In one common approach, this scenario is understood 
as a specific instance of the more general problem of screen 
sharing for real-time collaboration. A wide range of screen 
sharing solutions are available, including dedicated enter-
prise videoconferencing systems and consumer-oriented 
group messaging applications. The underlying protocols are 
often proprietary, but may be derived from or similar to open 
technologies such as virtual network computing (VNC), NX, 
and Jingle [5–7]. Ultimately, these solutions, due to their gen-
eral nature, rely on the capture and transmission of screen 
pixel data over the network link, with various caching and 
compression optimizations applied to reduce bandwidth uti-
lization and latency. In contrast to general screen sharing 
software, some medical image viewers include built-in con-
ferencing capabilities limited to image review. Though again, 
the exact details are often proprietary, because the scope of 
synchronization is more narrowly defined, an application-
specific technique can be used: rather than handling arbi-
trary pixel data, these viewers can pre-fetch the studies at 
both endpoints and synchronize only the viewer state over 
the network. This is analogous to the approach used by some 
multiplayer online video games that load large assets such as 
character and environment models locally and transmit only 
game state updates to each client [8].

The transmission of the pixel data or viewer update instruc-
tions can take place over either a client–server architecture 

or a peer-to-peer (P2P) architecture (Fig. 1). A client–server 
model may reduce bandwidth requirements at the viewing 
endpoints and enable the inclusion of clients with limited 
network, computational, or power resources. However, this 
model concentrates the resource demands at the server, and 
the inclusion of a server between the viewing stations also 
results in increased latency. In addition, if the server is con-
trolled by an outside entity, as is the case for many commer-
cial videoconferencing systems, the client–server architecture 
may require the initiation of a business associate agreement 
prior to the transmission of protected health information 
[9]. The P2P model, on the other hand, directly connects all 
viewers without an intermediary, but increases the bandwidth 
demands on the endpoints as the number of viewers increases 
because each participant must establish its own direct connec-
tion with every other participant.

These disparate approaches to viewer synchronization 
and the different underlying network architectures can 
result in varying levels of performance and degradation of 
the viewing experience under certain conditions. Given the 
active deployment of these fundamentally different tech-
nologies and the current increase in the need for reliable, 
synchronized remote viewing of medical images, we set 
out to systematically compare the latency and image qual-
ity characteristics of a conventional videoconferencing 
system (CVS) transmitting pixel data via a central server 
and a tailored viewing application communicating only 
state updates over a P2P architecture. The latter application 
was developed using the Web Real Time Communications 
(WebRTC) application programming interface (API), a set 
of related standards for enabling real-time sharing of media 
streams and arbitrary data through a web browser [10]. In 
this work, we quantitatively compare these approaches using 

Fig. 1   Schematic comparison of client–server and peer-to-peer net-
work architectures. In the client–server model, each peer establishes 
a connection only with a server. The server is an intermediary, and 
so data transmitted between peers must traverse at least two net-
work hops (double-headed arrows). Increasing the total number of 
participants does not affect the individual peers, but it does increase 

the number of connections required by the server. Alternatively, in 
a peer-to-peer model, each peer establishes a direct connection with 
every other peer, and thus, data exchange requires only a single hop. 
However, increasing the number of participants results in increasing 
connection demands for every peer
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controlled, simulated network conditions, and we also report 
radiologists’ qualitative assessment of the methods following 
a typical readout scenario. We emphasize that our objec-
tive is not to implement a feature-complete alternative to 
a commercial CVS, nor a full-featured PACS thick client, 
but rather to investigate how an application-specific backend 
design affects overall system performance for the synchro-
nized remote viewing of medical images.

Methods

WebRTC Image Viewer

We developed a WebRTC-enabled medical image viewer 
to test the hypotheses that this architecture would yield 
decreased latency and improved image quality compared 
to screen sharing with a CVS. While a number of open 
source, web-based DICOM viewers have been developed, 
we chose to construct the image display component of our 
web application around a customized version of Papaya, 
a JavaScript DICOM viewer distributed by the Research 
Imaging Institute at the University of Texas Health Sci-
ence Center at San Antonio [11, 12]. We modified the 
Papaya source code to insert hooks to enable the registra-
tion of callback methods to be executed whenever the view 
was updated.

We assigned each user a random peer identifier upon 
application startup; communication of this identifier via 
an outside channel enables connection initiation, analo-
gous to the meeting identifier used in videoconferenc-
ing applications that is commonly distributed via e-mail 
invitations. Between each pair of peers, we established an 

RTCPeerConnection per the WebRTC API. Establishing 
a connection between peers requires the initial negotiation 
of capabilities (supported codecs) over Session Descrip-
tion Protocol (SDP) and resolution of routing via Inter-
active Connectivity Establishment (ICE) [13, 14]. This 
process is referred to as “signaling” and is facilitated by 
an intermediary signaling server. We used the open source 
PeerJS library to carry out this exchange of metadata 
between peers [15]. Of note, only the metadata needed 
to initiate the connection is transmitted to the signaling 
server; all media streams and application data are transmit-
ted via encrypted protocols directly between the two peers 
as described below.

Having established an RTC connection between two 
peers, we added a MediaStreamTrack to the connection to 
transmit an audio channel from the users’ microphones, 
enabling voice communication with user-controlled mute 
capability. WebRTC communicates encrypted audio 
streams according to the Secure Realtime Protocol (SRTP) 
with encryption keys negotiated via Datagram Transport 
Layer Security (DTLS), transmitted over User Datagram 
Protocol (UDP) at the transport layer [16, 17]. To ena-
ble the unique approach we propose, we also attached an 
RTCDataChannel to the connection, enabling the bidirec-
tional transfer of arbitrary data. WebRTC data messages 
are communicated through the Stream Control Transmis-
sion Protocol (SCTP) at the application layer, encrypted by 
DTLS, and transported over UDP [18]. SCTP enables the 
ordered, reliable delivery of messages over the convention-
ally unreliable UDP transport, while still limiting network 
overhead relative to Transmission Control Protocol (TCP). 
Figure 2 provides a schematic overview of the RTC con-
nections established for our application.

Fig. 2   Schematic overview 
of the WebRTC connections 
established for remote DICOM 
viewer synchronization. Initial 
connection negotiation is 
facilitated by a signaling server, 
but the continuous data updates 
are passed directly between 
peers over an RTCPeerCon-
nection that encapsulates a 
MediaStreamTrack carrying 
microphone audio and an RTC-
DataChannel carrying viewer 
state updates
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Our application specifies the following types of messages 
to be communicated over the data channel:

•	 Peer Roster: The list of known peers is broadcast when-
ever a new RTC connection is established, enabling the 
automated construction of a fully connected mesh net-
work as new peers join.

•	 Viewer Control: This message type provides conflict 
resolution to ensure only a single peer can manipulate 
the viewer at a given time.

•	 Worklist Position: The application is organized around 
a worklist which includes multiple studies available for 
viewing. The peer in control of the viewer broadcasts the 
index of the study from the worklist that should currently 
be presented in the viewer. Whenever the index changes, 
the new image is downloaded into process memory and 
loaded into Papaya.

•	 Viewer State: This message type, broadcast continuously 
by the peer in control of the viewer and triggered by the 
aforementioned Papaya hooks, provides the essential 
parameters needed for other peers to synchronize their 
views: slice positions, window center and width, zoom and 
pan transformations, and crosshair visibility. Serialization 
of these parameters was performed per the MessagePack 
specification to reduce packet sizes [19].

•	 Chat Message: Textual messages may be posted to a chat-
room by any peer. This functionality enables communica-
tion by peers without microphone capability, can be used 
to avoid interrupting ongoing spoken conversations, and 
facilitates the sharing of information such as hyperlinks.

To illustrate the capabilities of this technology, we 
deployed a demonstration site for an RTC-Enabled, P2P-
Linked Imaging Conference Application (REPLICA) at 
https://​radio​gra.​ph/​rtc/.

Quantitative Assessment

In order to measure the performance characteristics of the 
WebRTC synchronization method relative to CVS screen-
sharing across a variety of network conditions in a controlled 
environment, we deployed two identical Linux (kernel ver-
sion 4.19) virtual machines (VMs) connected by a virtual 
network to each other and to the host. We refer to this pair of 
VMs as sender and recipient; the former indicates the VM 
in control of manipulating the image in the viewer, and the 
latter designates the VM that updates its display in response 
to information transmitted by the sender over the virtual 
network. Of note, this terminology does not consider the 
audio stream data, which is always transmitted bidirection-
ally in our tests. WebRTC synchronization was evaluated by 
loading the aforementioned application in Mozilla Firefox 

(version 68.12.0esr) inside both VMs and linking the viewers 
using an RTCPeerConnection as described. To evaluate the 
CVS, we loaded the same browser-based viewing applica-
tion in the sending VM, but we programmatically disabled 
the RTC communication components. Instead, Zoom Video 
Communications’ Cloud Meetings application (version 
5.2.458699.0906) was launched on both VMs and used to 
share the browser window to the receiving VM. All quantita-
tive tests were conducted with a computed tomography (CT) 
study of the head loaded into the Papaya viewer. We chose to 
use CT as the imaging modality for assessment because its 
display typically places high data rate demands on the viewer 
application (typical matrix size: 512 × 512 or greater, typical 
bit depth: 12 or greater, peak stack scroll rates: 15 slices per 
second or greater). In addition, audio from a recording of the 
US presidential debate from September 26, 1960, was con-
tinuously piped as input to virtual microphones on both VMs 
to produce a reproducible audio stream of simulated speech 
and a realistic network and computational burden [20].

We examined performance across a variety of network 
conditions by adjusting the traffic control queuing discipline 
of the Linux kernel in the sending VM to emulate networks 
with varying degrees of latency (0–512 ms) and packet loss 
(0–10%). We programmatically triggered Papaya to incre-
ment the displayed image slice in the sending VM once per 
second. For each set of network conditions, over the course 
of 100 displayed slice updates, the screens of both guest VMs 
were captured from the host at a sampling rate of 120 frames 
per second, and the output was saved in an uncompressed 
format. This recorded video stream was then analyzed using 
OpenCV to determine the time delays with which display 
updates on the receiving VM lagged those of the sending 
VM [21]. In addition, we measured the magnitude of image 
compression artifacts at the receiving VM by calculating the 
mean squared error (MSE) relative to the image displayed 
on the sending VM. The performance of the RTC and CVS 
synchronization methods as captured by both of these metrics 
was statistically compared using one-way analysis of covari-
ance (ANCOVA) to isolate the effect of the synchronization 
technology from the network condition covariate.

Also, given the difference in network architectures 
between the RTC and CVS linking methods, we examined 
the changes in maximum bandwidth requirements as the 
number of connected peers was increased. For this test, we 
updated the slice displayed by Papaya on the sending VM 
at a rate of 30 Hz (i.e., perceptually continuously), and we 
cloned the receiving VM to simulate up to 32 connected 
peers. We recorded inbound and outbound network data 
rates on the sending VM and one of the receiving VMs over 
100 one-second windows, and again compared the network 
utilization between the two synchronization technologies 
using one-way ANCOVA.
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Qualitative Assessment

We also sought to gauge the practical impact of the RTC 
synchronization technology by gathering the opinions of 
eight trainee and five attending radiologists. To this end, 
we selected 10 head CT examinations from our institutional 
teaching file and divided them into 2 worklists containing 
5 studies each. Radiology trainees were asked individually 
to examine all 10 cases and then contact an attending neu-
roradiologist for remote review. Cases from one worklist 
were reviewed by screensharing over a CVS (Zoom), and 
cases from the other worklist were reviewed using the 
WebRTC synchronization method. Immediately following 
each review session, the trainee and faculty member were 
asked to complete a survey containing a set of 5-point Lik-
ert items comparing the two synchronization methods for 
perceived image lag, image quality, audio lag, audio qual-
ity, ease of setup, and overall experience. All raters were 
provided with a definition of terms to encourage uniform 
interpretation: image lag referred to latency between image 
manipulation and screen update, image quality referred to 

degree of degradation by compression artifacts, audio lag 
referred to perceived latency between speech production and 
speaker driver response, audio quality referred to perceived 
clarity of speech, and ease of setup was to include time and 
complexity of actions required to establish a collaborative 
session. Because the number of trainees exceeded the num-
ber of faculty, some attendings participated in more than 
one review session; however, each subject completed the 
survey only once, following his or her initial experience. 
Survey results were statistically compared using the Mann 
Whitney test, and a Bonferroni correction was applied to 
control the false discovery rate in the setting of multiple 
hypothesis tests.

Results

The results from our quantitative analysis of RTC and CVS 
performance over simulated network conditions are summa-
rized in Fig. 3. We found that the proposed RTC data chan-
nel synchronization technique resulted in decreased image 

Fig. 3   Quantitative comparison of WebRTC and a CVS for synchro-
nized viewing of medical images over adverse network conditions. 
Image update lag (top row) and error introduced by compression 
artifacts (bottom row) are shown as a function of increasing network 

latency (left column) and increasing packet loss (right column). Plot-
ted points indicate means over 100 viewer updates and associated 
shaded regions span the standard error
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lag relative to CVS screensharing at all levels of simulated 
network latency (p < 0.001). We also observed that the image 
lag was significantly dependent on the amount of latency 
(p < 0.001), increasing approximately linearly for both 
methods as network latency increased. Similarly, we found 
that RTC synchronization resulted in reduced lag relative to 
the CVS in the setting of simulated packet loss (p < 0.001). 
Again, increasing packet loss also resulted increased image 
lag for both methods (p < 0.001), though the magnitude of 
the effect was less pronounced than that for network latency 
over the range tested.

Regarding image compression artifacts, we observed no 
compression-related error in the RTC-synchronized viewer 
as per the design — full resolution images are loaded on 
each peer locally, and pixel data is not transmitted over the 
RTCPeerConnection. We did, however, detect compression 
related artifacts in the images transmitted over the CVS 
connection. A representative example of these artifacts are 
provided in Fig. 4, which shows that the CVS-compressed 
image exhibits attenuation of high frequency information 
like the boundaries between gray matter and white matter 
in cortical and subcortical areas, the edges of thin linear 
structures like narrow sulci and dural reflections, and the 
quantum mottle inherent to CT. The MSE associated with 
the compression artifacts in the CVS was statistically greater 
than that of RTC (i.e., greater than zero) for both the net-
work latency (p < 0.001) and packet loss (p < 0.001) tests. 
The severity of compression-related artifacts appeared to be 
independent of the degree of network latency (p = 0.502) or 
packet loss (p = 0.913) over the ranges tested.

Our examination of network data rates during continuous 
image updates is summarized in Fig. 5. We found a signifi-
cant dependence of network utilization on synchronization 
method (p < 0.001), and post hoc tests revealed that as the 
number of connected peers increased, the P2P architecture 
of the RTC synchronization method resulted in correspond-
ing increases in inbound and outbound data transmission 
rates on both the sending and receiving endpoints (p < 0.001 
in each case). In contrast, the centralized architecture of the 

CVS yielded approximately constant network utilization in 
the context of increasing peer count. For groups of 4 or fewer 
individuals (i.e., 3 or fewer connected peers), all measured 
data rates were less for the RTC method than for the CVS. 
Maximum RTC bandwidth requirements exceeded those of 
the CVS for the sender inbound and receiver outbound cat-
egories when group size exceeded 4, for the sender outbound 
category once group size surpassed 13, and for the receiver 
inbound category for groups larger than 27 members.

Our qualitative testing showed that subjects rated the 
RTC experience superior to the CVS for perceived image 
quality, image latency, ease of setup, and overall experience 
(p < 0.001 for all cases). There was no significant difference 
in the RTC and CVS ratings for perceived audio quality or 
audio latency. Stratifying responses by role (i.e., trainees or 
attendings) did not alter the results.

Discussion

We have studied the performance of WebRTC as a tech-
nology for linking remote DICOM viewers for use cases 
such as radiology education and multidisciplinary patient 
care. Our results indicate that the approach of loading image 
data locally and transmitting only viewer synchronization 
instructions over an RTCDataChannel provides a reduction 
in image latency relative to screensharing with conventional 
videoconferencing software, and it also eliminates image 
compression artifacts. These effects appear to have percep-
tual relevance as both trainee and faculty radiologists rated 
the RTC synchronization experience more favorably than 
CVS screensharing with regards to perceived image quality 
and latency, ease of setup, and overall experience.

Data transmission rates increased approximately linearly 
for the RTC synchronization method with the number of 
participants, as expected for a P2P architecture (Fig. 1), 
while that of the CVS we tested remained constant. Most of 
the linear increase in bandwidth requirements at the receiv-
ers is attributable to the always-active bidirectional audio 

Fig. 4   Representative example 
of image compression artifacts 
typical of screen sharing with a 
CVS. The WebRTC synchroni-
zation scheme (left) shows the 
original image by design, while 
the data compression applied 
by the videoconferencing server 
degrades image quality, blur-
ring subtle edges (center). The 
difference between the two tech-
niques is more clearly visible in 
the subtraction image (right)
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stream established with each peer; on further examination of 
Firefox’s internal RTC statistics (not shown), we discovered 
that the default Opus audio codec consumed approximately 
26 kbps/peer in each direction, revealing that only about 
22 kbps of bandwidth was devoted to receiving the viewer 
update stream [22]. The sender additionally bears the load of 
transmitting the continuous viewer updates to each peer and 
receives corresponding inbound traffic in the form of SCTP 
selective acknowledgements. Despite this linear dependence 
on the number of peers, for common use cases involving 
small groups (4 or fewer individuals), the bandwidth require-
ments of the RTC method remained less than that of the 
CVS we tested. As group size increased, the CVS approach 
provided lower data rates, albeit at the expense of increased 
latency and compression artifacts as shown. We note that 
even for groups including up to 32 viewers, the peak band-
width required by the P2P architecture (approximately 1.1 
Mbps down/1.5 Mbps up) falls well within the nominal lim-
its of even previous generation local networking infrastruc-
ture such as 10BASE-T Ethernet and 802.11 g WiFi [23]. 
The requisite bandwidth also appears readily accessible over 

the WAN, given the Federal Communications Commission 
report that as of the end of 2018, 99.1% of the US population 
was covered by deployments of fixed terrestrial broadband 
with speeds of at least 25 Mbps downstream and 3 Mbps 
upstream or mobile long term evolution (LTE) connections 
with median speeds of 10 Mbps downstream and 3 Mbps 
upstream [24].

We emphasize that the approach presented here — 
communicating viewer state updates over a P2P network 
using a low-latency transmission protocol — can be 
implemented independently of WebRTC, which simply 
provides a convenient API for achieving this result in a 
web browser. Dedicated implementations could extend the 
minimal set of message types that we have presented to 
provide additional optimizations and functionality, such 
as synchronization of thick-client features like multipla-
nar reformation, intensity projection, and volume ren-
dering. For the same reason, we have intentionally not 
addressed the mechanism by which the images or worklist 
are initially loaded at each peer. In a practical implementa-
tion, the communication of these viewer synchronization 

Fig. 5   Comparison of network resources required by the WebRTC 
and CVS image viewer synchronization methods. Bandwidth uti-
lization is shown for the peer sending the image updates (top row) 
and a peer receiving the image updates (bottom row) as a function 

of the total number of meeting participants. Data rates are divided 
into inbound (left column) and outbound (right column) flows. Plot-
ted points indicate means over 100 sampling windows and associated 
shaded regions span the standard error
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instructions would ideally be included as a function of an 
enterprise PACS viewer itself, rather than in a third-party 
application. In that setting, the worklist and image pre-
fetching can occur over the same virtual private network 
(VPN) or other secure tunneling solution that an enterprise 
has already established for remote image viewing by its 
thin clients. This arrangement also serves to internalize 
and thus protect the signaling server from outside threats.

Limitations of our work include the examination of a 
single commercial videoconferencing system as a com-
parison to the RTC approach; we studied the only HIPAA-
compliant solution deployed at our institution. Different 
videoconferencing applications may have different latency 
and compression characteristics relative to that which we 
measured. Nevertheless, though the relative magnitudes 
may change with other videoconferencing applications, we 
expect the key findings of our work to hold since any CVS 
requiring data transit via a central server will experience 
additional latency related to this intermediate hop, and any 
system employing lossy compression to limit data rates will 
necessarily suffer from image degradation. We note that 
even those screen sharing applications with browser-based 
clients often employ a client–server architecture and are 
limited by the increased data rates required by the trans-
mission of pixel data rather than viewer state. We have also 
assumed that all peers have access to an audio input device. 
While this assumption is likely to be satisfied for radiol-
ogy workstations with speech recognition capabilities and 
most modern mobile computing devices, other worksta-
tions in physician offices and clinical areas, for example, 
may not have audio recording hardware. The ability to call 
into a conference over the public switched telephone net-
work (PSTN) is offered by most CVS applications and is 
a particularly important feature to support for multidisci-
plinary conferences in which the majority of participants 
are often non-radiologists (and thus perhaps more likely to 
be connecting from workstations without an audio input 
device). Incorporating this interworking capability into the 
WebRTC scheme would require the additional overhead of 
running a private branch exchange (PBX) server.

Ultimately, the results presented here support the thesis that 
transmitting DICOM viewer update instructions over a low-
latency connection enables a quantitatively and qualitatively 
superior collaborative image review experience for small 
groups, relative to conventional videoconferencing systems. 
This systematic analysis may be useful to imaging informatics 
professionals as they define vendor selection criteria for future 
PACS viewer procurements, given the increasing importance 
of remote conferencing capabilities in the modern era.
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