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Abstract
Asking subjects to list semantic properties for concepts is essential for predicting performance in several linguistic and non-
linguistic tasks and for creating carefully controlled stimuli for experiments. The property elicitation task and the ensuing 
norms are widely used across the field, to investigate the organization of semantic memory and design computational models 
thereof. The contributions of the current Special Topic discuss several core issues concerning how semantic property norms 
are constructed and how they may be used for research aiming at understanding cognitive processing.

The property listing task (PLT, a.k.a. Feature Listing Task) 
and the semantic property norms (SPNs, a.k.a. Semantic 
Feature Norms) derived from this task are widely used by 
researchers interested in cognition. Asking subjects to list 
semantic properties for concepts has proven very useful for 
creating carefully controlled stimuli for experiments and for 
predicting performance in many linguistic and non-linguistic 
tasks. The property elicitation task and the ensuing norms 
are widely used to investigate the organization of semantic 
memory and to design computational models of concept 
representation and access. The contributions to the current 
Special Topic discuss several core issues concerning how 
SPNs are constructed and how they may be used for research 
aiming at understanding cognitive processing. In doing so, 
the Special Topic illustrates the breadth of applications of 
SPNs and contributes to standardizing procedures that could 
in the future enable better large-scale studies (i.e., inter-
laboratory, inter-language, and inter-cultural comparisons), 

thus expanding and developing the use of norming studies 
in cognition and related fields.

In general, researchers using the PLT wish to charac-
terize conceptual content coming from semantic memory 
(Canessa and Chaigneau 2020; Chaigneau et al. 2018). In a 
PLT, participants are asked to list properties that are typi-
cally true of a given concept. After the PLT is used to extract 
semantic properties for individual concepts, SPNs can then 
be constructed from the elicited features to characterize the 
representation and content of a semantic space. SPNs are 
generally represented as matrices containing different con-
cepts with their respective properties’ frequency distribu-
tions (e.g., Devereux et al. 2014; Kremer and Baroni 2011; 
Lenci et al. 2013; McRae et al. 2005; Montefinese et al. 
2013; Vivas et al. 2017).

The PLT and associated SPNs have been used in basic 
cognitive research, as well as in applied or field studies (in 
cognitive psychology, e.g., Wu and Barsalou 2009; in mar-
keting, e.g., Hough and Ferraris 2010; in social psychology, 
e.g., Walker and Hennig 2004; in neuropsychology, e.g., 
Perri et al. 2012). Importantly, these norms are widely used 
as a way to test theories (e.g., Cree and McRae 2003; Vigli-
occo et al. 2004; Wu and Barsalou 2009; Taylor et al. 2011), 
and as a source of carefully controlled experimental stimuli 
(e.g., McRae et al. 1999; Bruffaerts et al. 2019). SPNs have 
attracted attention in computational linguistics too, as bench-
marks to evaluate the possibility of extracting conceptual 
knowledge from corpora (Baroni and Lenci 2008; Devereux 
et al. 2009; Făgărășan et al. 2015).

Notwithstanding their wide use and relevance, the PLT 
and the development of the ensuing SPNs still face several 
challenges (Bolognesi et al. 2016; Canessa et al. 2020). 
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Surprisingly, the procedures that researchers follow when 
developing SPN studies are based on an implicit consensus 
regarding how these kinds of studies should be carried out. 
There are many decisions that researchers have to make, 
often with little explicit discussion regarding what each of 
these decisions imply for the semantic model. Relatedly, 
making inferences about semantic structure based on SPN 
data continues to be somewhat of an art. Under these con-
ditions, performing and interpreting large-scale studies is 
complicated, as is making comparisons across data collected 
by different laboratories, in different cultures, and across 
different languages. The contributions to this Special Topic 
confront some of these issues head-on, offer solutions, and 
give examples of the use of SPNs to study semantic memory.

Regarding the need for more explicit design criteria for 
SPN studies, in “A practical primer on processing seman-
tic property norm data,” Buchanan et al. (2020) provide 
several recommendations on how to collect and process 
semantic property norms. The work discusses methods to 
elicit semantic properties and how to derive meaningful 
representations. It also discusses decisions that need to be 
made at different stages of an SPN study: instructions and 
test context, property preprocessing, property weighting, 
and relationship encoding using ontologies. By explicitly 
considering each of these steps, the paper offers a process-
ing pipeline that could result in new property listing norms 
that overcome the constraints of previous studies, and allow 
improved comparability across SPNs.

Having presented a possible standardization for carry-
ing out SPNs, the next three papers provide examples of 
how to use SPN data to make inferences about semantic 
structure. In “Informational content of cosine and other 
similarities calculated from high-dimensional Conceptual 
Property Norm data,” Canessa et al. (2020) discuss several 
inter-concept similarity measures used in characterizing 
semantic spaces, including the cosine of conceptual property 
frequency vectors. This last similarity measure has become 
a de facto standard without much scrutiny. To provide a 
comparative study that tests the merit of different similarity 
measures when computed from property frequency data, this 
paper compares four different similarity measures and five 
different types of data structures. Similarity distributions 
were compared regarding their informational content (i.e., 
entropy), and a clustering procedure was used as a concrete 
example of how informational content affects statistical anal-
yses. In general, the results show that similarity measures 
computed from lower-dimensional data offer more informa-
tion than higher-dimensional data, such as those resulting 
from cosine similarity. Typically, SPN data are sparse and 
high-dimensional, and this fact has important consequences 
for statistical analyses.

Also in the context of extracting semantic information 
from SPN studies, in “Emoji-based semantic representations 

for abstract and concrete concepts” Wicke and Bolognesi 
(2020) explore a different method for collecting conceptual 
properties. Typically, such properties are collected from par-
ticipants as verbal strings. However, if the semantic system 
is distributed and multimodal, a theory of semantic repre-
sentations should take into account different modalities in 
which property-based representations are generated, some of 
which may not be easily transformed into verbal productions 
that participants can report. Accordingly, the authors asked 
participants to use emoji to provide semantic representations 
for a sample of 300 English nouns referring to abstract and 
concrete concepts. Using a content analysis procedure with 
multiple annotators, the authors classified the cognitive strat-
egies used by the participants to represent conceptual con-
tent through emoji. Interestingly, this procedure produced 
results globally consistent with prior research in that abstract 
concepts were found to produce a larger number of emoji, 
include more face emoji expressing emotions, and be more 
variable across users.

Related to this same theme of extracting semantic infor-
mation from SPNs, semantic richness is a variable that has 
generated much research interest. Perhaps the simplest way 
to measure this construct is to count the number of prop-
erties or features associated with a given concept (NoF), 
variable which is easily obtained from SPNs. Several stud-
ies have shown NoF to be an important variable that affects 
cognitive processing. However, those studies relied on a 
small set of words. To overcome this limitation, in the paper 
“Mapping semantic space: property norms and semantic 
richness,” Muraki et al. (2020) test for semantic richness 
effects using a larger item set. Additionally, the authors also 
explore how NoF relates to other measures of semantic rich-
ness, including subjective ratings of different kinds, as well 
as more objective measures like semantic diversity, number 
of associates, and lexical centrality. Related to discussions 
in the previous paper, results are interpreted as evidence that 
semantic representations are multimodal and multidimen-
sional, providing insights about the structure of semantic 
space.

Finally, the next two papers illustrate the use of SPNs in 
inter-study comparisons and large-scale studies. As previ-
ously discussed, we envision that being able to make inter-
study comparisons and to engage in large studies, perhaps 
of a collaborative nature, should be a long-term goal of 
researchers engaged in SPN development. In this spirit, in 
“Core features: measures and characterization for different 
languages,” Vivas et al. (2020) compare property informa-
tiveness and distinctiveness in data collected in SPNs across 
different languages. This paper studies language-related dif-
ferences and similarities emerging from the semantic core 
features, leading to a characterization of concrete concepts in 
terms of their feature types. Interestingly, results show that 
the characterization of concrete concepts is similar across 
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languages, which leads the authors to reflect on the theoreti-
cal paradigm of semantic property norms.

To close, the Special Topic concludes with the study 
“Feature distinctiveness in language acquisition and lexical 
processing: insights from megastudies,” which illustrates 
the use of megastudies to examine the influence of property 
distinctiveness on language acquisition, visual lexical deci-
sion, and semantic decision (Siew 2020). By representing 
semantic relations as a network where edges represent dis-
similarities between words, property distinctiveness for indi-
vidual words was quantified. Results showed that property 
distinctiveness had effects on several dependent measures, 
thus demonstrating the importance of considering words as 
embedded in a semantic space as a means of understanding 
their processing and acquisition.

The diversity of approaches covered in the Special Topic 
papers shows the breadth of possible applications and the 
usefulness of the PLT and SPNs to advance our theories 
and understanding of the conceptual system. It also exposes 
many of the open issues and problems still not completely 
solved when collecting and analyzing SPN data, all of which 
have important consequences when carrying out such stud-
ies. Thus, we are optimistic that this Special Topic will be a 
stepping stone toward solving some of these problems and 
broadening the research community’s understanding of these 
techniques and their range of applications.
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