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Abstract We describe and analyse Levenberg–Marquardt methods for solving systems of non-
linear equations. More specifically, we propose an adaptive formula for the Levenberg–Marquardt
parameter and analyse the local convergence of the method under Hölder metric subregularity
of the function defining the equation and Hölder continuity of its gradient mapping. Further, we
analyse the local convergence of the method under the additional assumption that the  Lojasiewicz
gradient inequality holds. We finally report encouraging numerical results confirming the theoret-
ical findings for the problem of computing moiety conserved steady states in biochemical reaction
networks. This problem can be cast as finding a solution of a system of nonlinear equations, where
the associated mapping satisfies the  Lojasiewicz gradient inequality assumption.
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metric subregularity ·  Lojasiewicz inequality

Mathematics Subject Classification (2010) 65K05 · 65K10 · 90C26 · 92C42

F.J. Aragón was supported by MINECO of Spain and ERDF of EU, as part of the Ramón y Cajal program (RYC-
2013-13327) and the I+D grant MTM2014-59179-C2-1-P. M. Ahookhosh, R.M.T. Fleming, and P.T. Vuong
were supported by the U.S. Department of Energy, Offices of Advanced Scientific Computing Research and
the Biological and Environmental Research as part of the Scientific Discovery Through Advanced Computing
program, grant #DE-SC0010429. P.T. Vuong was also supported by the Austrian Science Foundation (FWF),
grant I 2419-N32.

M. Ahookhosh
Systems Biochemistry Group, Luxembourg Center for Systems Biomedicine, University of Luxembourg, Campus
Belval, 4362 Esch-sur-Alzette, Luxembourg.
Department of Electrical Engineering (ESAT-STADIUS) - KU Leuven, Kasteelpark Arenberg 10, 3001 Leuven,
Belgium.
E-mail: masoud.ahookhosh@kuleuven.be

F.J. Aragón Artacho
Department of Mathematics, University of Alicante, Spain. E-mail: francisco.aragon@ua.es

R.M.T. Fleming
Systems Biochemistry Group, Luxembourg Center for Systems Biomedicine, University of Luxembourg, Campus
Belval, 4362 Esch-sur-Alzette, Luxembourg. E-mail: ronan.mt.fleming@gmail.com

P.T. Vuong
Systems Biochemistry Group, Luxembourg Center for Systems Biomedicine, University of Luxembourg, Campus
Belval, 4362 Esch-sur-Alzette, Luxembourg.
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria.
E-mail: vuong.phan@univie.ac.at

ar
X

iv
:1

70
3.

07
46

1v
3 

 [
q-

bi
o.

M
N

] 
 2

1 
Fe

b 
20

19



2 M. Ahookhosh, F.J. Aragón Artacho, R.M.T. Fleming, P.T. Vuong

1 Introduction

For a given continuously differentiable mapping h : Rm → Rn, we consider the problem of finding
a solution of the system of nonlinear equations

h(x) = 0, x ∈ Rm. (1)

We denote by Ω the set of solutions of this problem, which is assumed to be nonempty. Systems
of nonlinear equations of type (1) frequently appear in the mathematical modelling of many real-
world applications in the fields of solid-state physics [14], quantum field theory, optics, plasma
physics [27], fluid mechanics [51], chemical kinetics [2,3], and applied mathematics including the
discretisation of ordinary and partial differential equations [47].

A classical approach for finding a solution of (1) is to search for a minimiser of the nonlinear
least-squares problem

min
x∈Rm

ψ(x), with ψ : Rm → R given by ψ(x) :=
1

2
‖h(x)‖2, (2)

where ‖ · ‖ denotes the Euclidean norm. This is a well-studied topic and there are many iterative
schemes with fast local convergence rates (e.g., superlinear or quadratic) such as Newton, quasi-
Newton, Gauss–Newton, adaptive regularised methods, and the Levenberg–Marquardt method.
When m = n, to guarantee fast local convergence, these methods require an initial point x0 to be
sufficiently close to a solution x∗, and the matrix gradient of h at x∗ (i.e., the transpose of the
Jacobian matrix), denoted by ∇h(x∗), to be nonsingular (i.e., full rank), cf. [7,20,46,47,53].

The Levenberg–Marquardt method is a standard technique used to solve the nonlinear sys-
tem (1), which is a combination of the gradient descent and the Gauss–Newton methods. More
precisely, in each step, for a positive parameter µk, the convex subproblem

min
d∈Rm

φk(d),

with φk : Rm → R given by

φk(d) :=
∥∥∥∇h(xk)T d+ h(xk)

∥∥∥2 + µk‖d‖2, (3)

is solved to compute a direction dk, which is the unique solution to the system of linear equations(
∇h(xk)∇h(xk)T + µkI

)
dk = −∇h(xk)h(xk), (4)

where I ∈ Rm×m denotes the identity matrix. By choosing a suitable parameter µk, the Levenberg–
Marquardt method acts like the gradient descent method whenever the current iteration is far from
a solution x∗, and behaves similar to the Gauss–Newton method if the current iteration is close
to x∗. The parameter µk helps to overcome problematic cases where ∇h(xk)∇h(xk)T is singular,
or nearly singular, and thus ensures the existence of a unique solution to (4), or avoids very large
steps, respectively. For m = n, the Levenberg–Marquardt method is known to be quadratically
convergent to a solution of (1) if ∇h(x∗) is nonsingular. In fact, the nonsingularity assumption
implies that the solution to the minimisation problem (2) must be locally unique, see [8,33,52].
However, assuming local uniqueness of the solution might be restrictive for many applications.

The notion of (local) error bound usually plays a key role in establishing the rate of convergence
of the sequence of iterations generated by a given algorithm. This condition guarantees that the
distance from the current iteration xk to the solution set Ω, denoted by dist(xk, Ω) = infy∈Ω ‖xk−
y‖, is less than the value of a residual function R : Rm → R+ at that point (R(xk)). The earliest
publication using error bounds for solving a linear inequality system is due to Hoffman [29], which
was followed by many other authors, especially in optimisation. For more information about error
bounds, we recommend the nice survey [48].
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For the particular case of nonlinear systems of equations, Yamashita and Fukushima [52] proved
the local quadratic convergence of the Levenberg–Marquardt method with µk = ‖h(xk)‖2 assuming
a local error bound condition. More precisely, they assumed metric subregularity of h around (x∗, 0),
which entails the existence of some constants β > 0 and r > 0 such that

β dist(x,Ω) ≤ ‖h(x)‖, ∀x ∈ B(x∗, r), (5)

where B(x∗, r) denotes the closed ball centered at x∗ with radius r > 0. In this case, the residual
function is given by R(x) := 1

β ‖h(x)‖. In those situations where the value of β is known, the

condition ‖h(x)‖ ≤ ε can be used as a stopping criterion for an iterative scheme, as it entails that
the iterations must be close to a solution of (1).

Let us emphasise that, for m = n, the nonsingularity of ∇h(x∗) implies that x∗ is locally unique
and that (5) holds. Indeed, by the Lyusternik–Graves theorem (see, e.g., [13, Theorem 5D.5], [42,
Theorem 1.57], or [11, Proposition 1.2]), the nonsingularity of ∇h(x∗) is equivalent to the strong
metric regularity of h at (x∗, 0), which implies strong metric subregularity of h at (x∗, 0). However,
the latter does not imply the nonsingularity assumption and allows the solutions to be locally
nonunique. This means that metric subregularity is a weaker assumption than the nonsingularity.
In fact, for m possibly different than n, strong metric subregularity of h at (x∗, 0) is equivalent to
surjectivity of ∇h(x∗) (see, e.g., [11, Proposition 1.2 and Theorem 2.6]). The successful use of the
local error bound has motivated many researchers to investigate, under assumption (5), the local
convergence of trust-region methods [15], adaptive regularised methods [8], and the Levenberg–
Marquardt method [6,16,18], among other iterative schemes.

The main motivation for this paper comes from a nonlinear system of equations, the solution of
which corresponds to a steady state of a given biochemical reaction network, which plays a crucial
role in the modeling of biochemical reaction systems. These problems are usually ill-conditioned and
require the application of the Levenberg–Marquardt method. As we numerically show in Section 4,
∇h is usually rank deficient at the solutions of (1). During our study of the properties of this
problem, we were not able to show that the metric subregularity condition (5) is satisfied. However,
taking standard biochemical assumptions [3], we can show that the corresponding merit function
is real analytic and thus satisfies the  Lojasiewicz gradient inequality and is Hölder metrically
subregular around the solutions.

The local convergence of a Levenberg–Marquardt method under Hölder metric subregularity
has been recently studied in [24,54]. Nonetheless, the standard rules for the regularisation para-
meter have a very poor performance when they are applied for solving the nonlinear equation
arising from the biochemical reaction network systems, as we show in a numerical experiment
in Section 4. This motivated our quest to further investigate an adaptive Levenberg–Marquart
method under the assumption that the underlying mapping is Hölder metrically subregular.

From the definition of the Levenberg–Marquardt direction in (4), we observe that a key factor
in the performance of the Levenberg–Marquardt method is the choice of the parameter µk, cf. [32,
35]. Several parameters have been proposed to improve the efficiency of the method. For example,
Yamashita and Fukushima [52] took µk = ‖h(xk)‖2, Fischer [19] used µk = ‖∇h(xk)h(xk)‖, while
Fan and Yuan [18] proposed µk = ‖h(xk)‖η with η ∈ [1, 2]. Ma and Jiang [41] proposed a convex
combination of these two types of parameters, namely, µk = θ‖h(xk)‖ + (1 − θ)‖∇h(xk)h(xk)‖
for some constant θ ∈ [0, 1]. In a subsequent work, Fan and Pan [17] proposed the more general
choice µk = ξkρ(xk), where ξk is updated by a trust-region technique, ρ(xk) = min {ρ̃(xk), 1} and
ρ̃ : Rm → R+ is a positive function such that ρ̃(xk) = O (‖h(xk)‖η), with η ∈ ]0, 2]. Inspired by
these works, and assuming that the function h is Hölder metrically subregular of order δ ∈ ]0, 1]
and its gradient ∇h is Hölder continuous of order υ ∈ ]0, 1], in this paper we consider an adaptive
parameter of the form

µk := ξk‖h(xk)‖η + ωk‖∇h(xk)h(xk)‖η, (6)

where η > 0, ξk ∈ [ξmin, ξmax] and ωk ∈ [ωmin, ωmax], for some constants 0 ≤ ξmin ≤ ξmax and
0 ≤ ωmin ≤ ωmax such that ξmin + ωmin > 0.
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In our first main result, Theorem 1, we provide an interval depending on δ and υ where the
parameter η must be chosen to guarantee the superlinear convergence of the sequence generated
by the Levenberg–Marquardt method with the adaptive parameter (6). In our second main result,
Theorem 2, under the additional assumption that the merit function ψ defined in (2) satisfies
the  Lojasiewicz gradient inequality with exponent θ ∈ ]0, 1[, we prove local convergence for every
parameter η smaller than a constant depending on both υ and θ. As a consequence, we can ensure
local convergence of the Lebenverg–Marquardt algorithm to a solution of (1) for all the above-
mentioned biochemical networks as long as the parameter η is chosen sufficiently small. To the
best of our knowledge, this is the first such algorithm able to reliably handle these nonlinear
systems arising in the study of biological networks. We successfully apply the proposed algorithm
to nonlinear systems derived from many real biological networks, which are representative of a
diverse set of biological species.

The remainder of this paper is organised as follows. In the next section, we particularise the
Hölder metric subregularity for nonlinear equations and recall the  Lojasiewicz inequalities. We
investigate the local convergence of the Levenberg–Marquardt method under these conditions in
Section 3. In Section 4, we report encouraging numerical results where nonlinear systems, arising
from biochemical reaction networks, were quickly solved. Finally, we deliver some conclusions in
Section 5.

2 Hölder metric subregularity and  Lojasiewicz inequalities

Let us begin this section by recalling the notion of Hölder metric subregularity, which can be also
defined in a similar manner for set-valued mappings (see, e.g., [37,11]).

Definition 1 A mapping h : Rm → Rn is said to be Hölder metrically subregular of order δ > 0
around (x, y) with y = h(x) if there exist some constants r > 0 and β > 0 such that

β dist
(
x, h−1(y)

)
≤ ‖y − h(x)‖δ, ∀x ∈ B(x, r).

For any solution x∗ ∈ Ω of the system of nonlinear equations (1), the Hölder metric subregularity
of h around (x∗, 0) reduces to

β dist(x,Ω) ≤ ‖h(x)‖δ, ∀x ∈ B(x∗, r). (7)

Therefore, this property provides an upper bound for the distance from any point sufficiently close
to the solution x∗ to the nearest zero of the function.

Hölder metric subregularity around (x∗, 0) is also called Hölderian local error bound [45,50]. It
is known that Hölder metric subregularity is closely related to the  Lojasiewicz inequalities, which
are defined as follows.

Definition 2 Let ψ : U → R be a function defined on an open set U ⊆ Rm, and assume that the
set of zeros Ω := {x ∈ U, ψ(x) = 0} is nonempty.

(i) The function ψ is said to satisfy the  Lojasiewicz inequality if for every compact subset C ⊂ U ,
there exist positive constants % and γ such that

dist(x,Ω)γ ≤ %|ψ(x)|, ∀x ∈ C. (8)

(ii) The function ψ is said to satisfy the  Lojasiewicz gradient inequality if for any critical point x∗,
there exist constants κ > 0, ε > 0 and θ ∈ ]0, 1[ such that

|ψ(x)− ψ(x∗)|θ ≤ κ‖∇ψ(x)‖, ∀x ∈ B(x∗, ε). (9)
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Stanis law  Lojasiewicz proved that every real analytic function satisfies these properties [40]. Recall
that a function ψ : Rm → R is said to be real analytic if it can be represented by a convergent power
series. Fortunately, real analytic functions frequently appear in real world application problems. A
relevant example in biochemistry is presented in Section 4.

Fact 1 ([40, pp. 62 and 67]) Every real analytic function ψ : Rm → R satisfies both the  Lo-
jasiewicz inequality and the  Lojasiewicz gradient inequality.

Clearly, if the merit function ψ(·) = 1
2‖h(·)‖2 satisfies the  Lojasiewicz inequality (8), then the

mapping h satisfies (7) with β := (2/%)1/γ and δ := 2/γ; i.e., h is Hölder metrically subregular
around (x∗, 0) of order 2/γ. In addition, if ψ(·) satisfies the  Lojasiewicz gradient inequality (9),
then for any x ∈ Ω and x ∈ B(x, ε), it holds

1

%
dist(x,Ω)γ ≤ |ψ(x)| ≤ κ1/θ‖∇ψ(x)‖1/θ = κ1/θ‖∇h(x)h(x)‖1/θ.

The  Lojasiewicz gradient inequality has recently gained much attention because of its role for
proving the convergence of various numerical methods (e.g., [9,4,5,3]). The connection between
this property and metric regularity of the set-valued mapping Ψ(x) := [ψ(x),∞[ on an adequate
set was revealed in [10], where it was also applied to deduce strong convergence of the proximal
algorithm.

In some cases, for example when ψ is a polynomial with an isolated zero at the origin, an order
of the Hölder metric subregularity is known [25,38,39].

Fact 2 ([25, Theorem 1.5]) Let ψ : Rm → R be a polynomial function with an isolated zero at
the origin. Then ψ is Hölder metrically subregular around (0, 0) of order ((degψ − 1)m + 1)−1,
where degψ denotes the degree of the polynomial function ψ.

The next example shows that the Powell singular function, which is a classical test function
for nonlinear systems of equations, is not metrically subregular around its unique solution but is
Hölder metrically subregular there. In addition, it demonstrates that the order given by Fact 2 is,
in general, far from being tight.

Example 1 The Powell singular function [44], which is the function h : R4 → R4 given by

h(x1, x2, x3, x4) :=
(
x1 + 10x2,

√
5(x3 − x4), (x2 − 2x3)2,

√
10(x1 − x4)2

)
,

is (strongly) Hölder metrically subregular around (04, 0) but does not satisfy the metric subregu-
larity condition (5). We have Ω = {04} and ∇h(04) is singular; thus, h is not metrically regular
around (04, 0). Further, to prove that (5) does not hold, consider the sequence {xk} defined by
xk =

(
0, 0, 1

k ,
1
k

)
. We see that {xk} → 04 and

dist(xk, Ω) = ‖xk‖ =

√
2

k
= O(k−1).

Since ‖h(xk)‖ =
√
26
k2 = O(k−2), we conclude that (5) does not hold.

Consider the polynomial function ψ(x) := 1
2‖h(x)‖2 of degree 4, which satisfies ψ−1(0) = 04.

It follows from Fact 2 that there exist some constants β > 0 and r > 0 such that

1

2
‖h(x)‖2 = ψ(x) ≥ β‖x‖(4−1)4+1 = β‖x‖82, ∀x ∈ B(04, r).

This implies that h is Hölder metrically subregular of order δ = 1
41 around (04, 0). Nonetheless,

the order 1
41 given by Fact 2 can be improved by using the theory of 2-regularity: the function

h turns out to be 2-regular at 04, which implies by [30, Theorem 4] that (7) holds with δ = 1
2

(see also [30, Remark 7]). Recall that a twice differentiable mapping h : Rm → Rn is said to be
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2-regular at the point x if the range of ψ2(z) is Rn for all z ∈ T2 \ {0}, where ψ2 : Rm → Rn×m is
defined for z ∈ Rm by

ψ2(z) := ∇h(x)T +D2Ph(x)(z, ·),

T2 :=
{
z ∈ Rm | ∇h(x)T z = 0n and D2Ph(x)(z, z) = 0n

}
,

P is the projector in Rn onto the complementary subspace to the range of ∇h(x)T , and D2 stands
for the second-order (Fréchet) derivative.

Indeed, for any z ∈ R4, one has ∇h(04)T z = (z1 + 10z2,
√

5(z3 − z4), 0, 0)T , so the range
of ∇h(04)T is Y1 = R2 × {02}, whose complementary subspace is Y2 = {02} × R2. Then, T2 =
{(−10t, t, 0, 0)T , t ∈ R} and for each z ∈ T2 \ {04}, one has

ψ2(z) =


1 10 0 0

0 0
√

5 −
√

5
0 2t −4t 0

−20
√

10t 0 0 20
√

10t

 ,
which is full-rank for all t 6= 0. Therefore, the range of ψ2(z) is equal to R4 for all z ∈ T2 \ {04},
and the function h is 2-regular at 04. ♦

There are many examples of smooth functions that are Hölder metrically subregular of order δ
around some zero of the function and whose gradient is not full row rank at that point, cf. [30,31].
Nonetheless, the following result restricts the possible values of δ: if x∗ is an isolated solution in Ω
(i.e., the function is Hölder strongly metrically subregular at x∗, cf. [43,11]), and ∇h is Lipschitz
continuous around x∗ then one must have δ ∈ ]0, 1/2] if δ 6= 1. In fact, only Hölder continuity of ∇h
is needed. Recall that a function g : Rm → Rn is said to be Hölder continuous of order υ ∈ ]0, 1]
with constant L > 0 around some point x∗ ∈ Rm whenever there exist a positive constant r such
that

‖g(x)− g(y)‖ ≤ L‖x− y‖υ, ∀x, y ∈ B(x∗, r).

When υ = 1, g is said to be Lipschitz continuous with constant L around x∗.

Proposition 1 Let h : Rm → Rn be a continuously differentiable function which is Hölder met-
rically subregular of order δ around some isolated solution x∗ ∈ Ω = {x ∈ Rm : h(x) = 0}. Assume
further that ∇h is Hölder continuous around x∗ of order υ ∈ ]0, 1] and that ∇h(x∗) is not full row

rank. Then, it holds that δ ∈
]
0, 1

1+υ

]
.

Proof Because of the Hölder continuity assumption and the mean value theorem, there are some
positive constants L and r such that, for all x, y ∈ B(x∗, r), it holds

‖h(y)− h(x)−∇h(x)T (y − x)‖

=

∥∥∥∥ˆ 1

0

∇h(x+ t(y − x))T (y − x)dt−∇h(x)T (y − x)

∥∥∥∥
≤ ‖y − x‖

ˆ 1

0

‖∇h(x+ t(y − x))−∇h(x)‖ dt

≤ L‖y − x‖1+υ
ˆ 1

0

tυdt =
L

1 + υ
‖y − x‖1+υ. (10)

By using the fact that x∗ is an isolated solution, it is possible to make r smaller if needed so
that (7) holds and

‖x− x∗‖ = dist(x,Ω), ∀x ∈ B(x∗, r).
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Since ∇h(x∗) is not full row rank, there exists some z 6= 0 such that ∇h(x∗)T z = 0. Consider now
the points

wk := x∗ +
r

k‖z‖z, with k = 1, 2, . . . .

Observe that
∇h(x∗)T (wk − x∗) =

r

k‖z‖∇h(x∗)T z = 0.

As wk ∈ B(x∗, r) for all k, we deduce

β‖wk − x∗‖ = βdist(wk, Ω) ≤ ‖h(wk)‖δ

= ‖h(wk)− h(x∗)−∇h(x∗)(wk − x∗)‖δ

≤ Lδ

(1 + υ)δ
‖wk − x∗‖(1+υ)δ.

Thus, we get

‖wk − x∗‖(1+υ)δ−1 ≥ β(1 + υ)δ

Lδ
,

which implies that δ ≤ 1
1+υ , since wk → x∗, as claimed. ut

The next example shows that the full rank assumption in Proposition 1 is not redundant, and
that the upper bound δ ≤ 1

1+υ can be attained.

Example 2 Consider the continuously differentiable functions h, ĥ : R → R given for x ∈ R by
h(x) := 3

4
3
√
x4 and ĥ(x) := 3

4
3
√
x4 + x, whose solution sets are Ω = {0} and Ω̂ =

{
−64

27 , 0
}

,

respectively. Let x∗ := 0 ∈ Ω ∩ Ω̂. Then, h′(x) = 3
√
x and ĥ′(x) = 3

√
x+ 1, which are both Hölder

continuous around x∗ of order υ = υ̂ = 1
3 . Observe that h′(0) = 0 while ĥ′(0) = 1. Hence, it follows

that ĥ is (Hölder) metrically subregular around x∗ of order δ̂ := 1 > 1
1+υ̂ , while it is easy to check

that h is Hölder metrically subregular around x∗ of order δ := 3
4 = 1

1+υ . ♦

3 Local convergence of the Levenberg–Marquardt method

In this section, to solve a nonlinear system of the form (1), we consider an adaptive Levenberg–
Marquardt method and investigate its local convergence near a solution. Specifically, we consider
the following Levenberg–Marquardt algorithm.

Algorithm LM-AR: (Levenberg–Marquardt method with Adaptive Regularisation)

Input: x0 ∈ Rm, η > 0, ξ0 ∈ [ξmin, ξmax], ω0 ∈ [ωmin, ωmax], with ξmin + ωmin > 0;
begin

k := 0; µ0 := ξ0‖h(x0)‖η + ω0‖∇h(x0)h(x0)‖η ;
while ‖h(xk+1)‖ > 0 do

solve the linear system (4) to specify the direction dk;
xk+1 = xk + dk;
update ξk ∈ [ξmin, ξmax], ωk ∈ [ωmin, ωmax] and compute µk with (6);

end

end

In order to prove the local convergence of algorithm LM-AR to some solution x∗ ∈ Ω, we
assume throughout the paper that the next two conditions hold:
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(A1) There exists some constants r ∈ ]0, 1[, λ > 0, β > 0 and δ ∈ ]0, 1] such that the function h is
continuously differentiable and Lipschitz continuous with constant λ on B(x∗, r), and is Hölder
metrically subregular of order δ around (x∗, 0); that is, (7) holds.

(A2) ∇h is Hölder continuous of order υ ∈ ]0, 1] with constant L > 0 on B(x∗, r).

Note that from (A1)-(A2) and the mean value theorem, see (10), it holds∥∥∥h(y)− h(x)−∇h(x)T (y − x)
∥∥∥ ≤ L

1 + υ
‖y − x‖1+υ, ∀x, y ∈ B(x∗, r). (11)

Let us define the constants

r̃ :=


r
2 , if ξmin > 0,

min

{
r
2 ,
(
β2(1+υ)2δ

2δL2δ

) 1
2δ(1+υ)−2

}
, otherwise,

and

$ :=

{
1, if ξmin > 0,
2− δ, otherwise.

We begin our study with an analysis inspired by [52], [19] and [24]. The following result provides
a bound for the norm of the direction dk based on the distance of the current iteration xk to the
solution set Ω. This will be useful later for deducing the rate of convergence of LM-AR.

Proposition 2 If ξmin = 0, assume that δ > 1
1+υ . Let xk 6∈ Ω be an iteration generated by LM-AR

with η ∈ ]0, 2δ(1 + υ)/$[. Then, if xk ∈ B(x∗, r̃), the direction dk given by (4) satisfies

‖dk‖ ≤ β1dist (xk, Ω)δ1 , (12)

where δ1 := min
{

1 + υ − η$
2δ , 1

}
and

β1 :=


√
L2(1 + υ)−2ξ−1

minβ
− η
δ + 1, if ξmin > 0,√

L24ηω−1
min(1 + υ)−2β−

2η
δ + 1, otherwise.

Proof For all k, we will denote by xk a vector in Ω such that ‖xk − xk‖ = dist(xk, Ω). Since
xk ∈ B(x∗, r/2), we have

‖xk − x∗‖ ≤ ‖xk − xk‖+ ‖xk − x∗‖ ≤ 2‖xk − x∗‖ ≤ r,

which implies xk ∈ B(x∗, r). Further,

‖xk − xk‖ = dist(xk, Ω) ≤ ‖xk − x∗‖ ≤
r

2
< 1. (13)

Observe that φk is strongly convex and the global minimiser of φk is given by (4). Then, we
have

φk(dk) ≤ φk(xk − xk). (14)

From the definition of φk in (3), by (11) and (14), we deduce

‖dk‖2 ≤
1

µk
φk(dk) ≤ 1

µk
φk(xk − xk)

=
1

µk

(
‖∇h(xk)T (xk − xk) + h(xk)‖2 + µk‖xk − xk‖2

)
=

1

µk

(
‖∇h(xk)T (xk − xk) + h(xk)− h(xk)‖2 + µk‖xk − xk‖2

)
≤ 1

µk

(
L2

(1 + υ)2
‖xk − xk‖2(1+υ) + µk‖xk − xk‖2

)
.

(15)
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Let us assume first that ξmin > 0. It follows from the definition of µk in (6) and (7) that

µk ≥ ξk‖h(xk)‖η ≥ ξmin‖h(xk)‖η

≥ ξminβ
η
δ dist(xk, Ω)

η
δ = ξminβ

η
δ ‖xk − xk‖

η
δ ,

leading to

‖dk‖2 ≤
L2

(1 + υ)2
ξ−1
minβ

− η
δ ‖xk − xk‖2(1+υ)−

η
δ + ‖xk − xk‖2

≤
(

L2

(1 + υ)2
ξ−1
minβ

− η
δ + 1

)
‖xk − xk‖min{2(1+υ)− η

δ
, 2},

and this completes the proof of (12) for the case ξmin > 0.
Let us consider now the case where ξmin = 0, assuming then δ > 1

1+υ . By (11), (7) and the
Cauchy–Schwarz inequality, we have

L2

(1 + υ)2
dist(xk, Ω)2(1+υ) ≥

∥∥∥h(xk) +∇h(xk)T (xk − xk)
∥∥∥2

= ‖h(xk)‖2 + 2(xk − xk)T∇h(xk)h(xk)

+
∥∥∥∇h(xk)T (xk − xk)

∥∥∥2
≥ β

2
δ dist(xk, Ω)

2
δ − 2‖xk − xk‖‖∇h(xk)h(xk)‖. (16)

Thus, since xk 6∈ Ω, we deduce

‖∇h(xk)h(xk)‖ ≥ β
2
δ

2
dist(xk, Ω)

2
δ
−1 − L2

2(1 + υ)2
dist(xk, Ω)1+2υ.

Since δ > 1
1+υ , we have

L2

2(1 + υ)2
dist(xk, Ω)1+2υ−( 2

δ
−1) ≤ L2

2(1 + υ)2
∥∥xk − x∗∥∥2(1+υ− 1

δ )

≤ L2

2(1 + υ)2
r̃ 2(1+υ− 1

δ ) ≤ β
2
δ

4
,

(17)

and therefore

‖∇h(xk)h(xk)‖ ≥ β
2
δ

4
dist(xk, Ω)

2
δ
−1.

This, together with the definition of µk in (6), implies

µk ≥ ωk‖∇h(xk)h(xk)‖η ≥ ωminβ
2η
δ

4η
‖xk − xk‖(

2
δ
−1)η .

Using (15), we obtain

‖dk‖2 ≤
L24η

ωmin(1 + υ)2β
2η
δ

‖xk − xk‖2(1+υ)−( 2
δ
−1)η + ‖xk − xk‖2

≤

(
L24η

ωmin(1 + υ)2β
2η
δ

+ 1

)
‖xk − xk‖min{2(1+υ)−( 2

δ
−1)η,2} ,

which completes the proof. ut
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Remark 1 If δ > 1
1+υ , by (16), we have that ∇h(xk)h(xk) = 0 implies xk ∈ Ω whenever xk is

sufficiently close to x∗.

The next result provides an upper bound for the distance of xk+1 to the solution set Ω based
on the distance of xk to Ω.

Proposition 3 If ξmin = 0, assume that δ > 1
1+υ . Let xk 6∈ Ω and xk+1 be two consecutive

iterations generated by LM-AR with η ∈ ]0, 2δ(1 + υ)/$[. Then, if xk, xk+1 ∈ B(x∗, r̃), we have

dist(xk+1, Ω) ≤ β2dist(xk, Ω)δ2 , (18)

where β2 is a positive constant and

δ2 := min
{

(1 + υ)δ,
(

1 +
η

2

)
δ, (1 + υ)

(
δ + δυ − η$

2

)}
. (19)

Proof Let xk ∈ Ω be such that ‖xk − xk‖ = dist(xk, Ω). From the definition of φk in (3) and the
reasoning in (15), we obtain

‖∇h(xk)T dk + h(xk)‖2 ≤ φk(dk) ≤ L2

(1 + υ)2
‖xk − xk‖2(1+υ) + µk‖xk − xk‖2.

It follows from (A1) that there exists some constant L̂ such that ‖∇h(x)‖ ≤ L̂ for all x ∈ B(x∗, r).
Then, by the definition of µk in (6) and the Lipschitz continuity of h, we have that

µk = ξk‖h(xk)‖η + ωk‖∇h(xk)h(xk)‖η

≤ ξmax‖h(xk)‖η + ωmaxL̂
η‖h(xk)‖η

=
(
ξmax + ωmaxL̂

η
)
‖h(xk)− h(xk)‖η

≤
(
ξmax + ωmaxL̂

η
)
λη‖xk − xk‖η,

(20)

which implies, thanks to (13),∥∥∥∇h(xk)T dk + h(xk)
∥∥∥2 ≤ L2

(1 + υ)2
‖xk − xk‖2(1+υ)

+
(
ξmax + ωmaxL̂

η
)
λη‖xk − xk‖2+η

≤
(

L2

(1 + υ)2
+ ληξmax + L̂ηληωmax

)
‖xk − xk‖ζ ,

where ζ := min {2(1 + υ), 2 + η}. By (7), (11), the latter inequality and Proposition 2, we get

(βdist(xk+1, Ω))
1
δ ≤ ‖h(xk + dk)‖

≤
∥∥∥∇h(xk)T dk + h(xk)

∥∥∥
+
∥∥∥h(xk + dk)− h(xk)−∇h(xk)T dk

∥∥∥
≤
∥∥∥∇h(xk)T dk + h(xk)

∥∥∥+
L

1 + υ
‖dk‖1+υ

≤
√
L2(1 + υ)−2 + ληξmax + L̂ηληωmax‖xk − xk‖

ζ
2

+
Lβ1+υ

1

1 + υ
dist (xk, Ω)(1+υ)δ1

≤ β̂2dist(xk, Ω)δ̂2 ,
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where

δ̂2 := min

{
ζ

2
, (1 + υ)δ1

}
= min

{
1 + υ, 1 +

η

2
, (1 + υ)

(
1 + υ − η$

2δ

)}
,

β̂2 :=

√
L2(1 + υ)−2 + ληξmax + L̂ηληωmax + Lβ1+υ

1 (1 + υ)−1.

Therefore,

dist(xk+1, Ω) ≤ β2dist (xk, Ω)δδ̂2 = β2dist (xk, Ω)δ2 ,

with δ2 given by (19) and β2 := 1
β β̂

δ
2 , giving the result. ut

The following proposition gives a different value of the exponent in (18).

Proposition 4 Assume that δ > 1
1+υ . Let xk 6∈ Ω and xk+1 be two consecutive iterations gener-

ated by LM-AR with η ∈ ]0, 2δ(1 + υ)/$[ and such that xk, xk+1 ∈ B(x∗, r̃). Then, there exists a
positive constant β3 such that

dist(xk+1, Ω) ≤ β3dist(xk, Ω)δ3 , (21)

where

δ3 := min

{
(1 + η)δ

2− δ
,

(1 + υ)δ

2− δ
,
ηδ + (1 + υ)δ − η$

2

2− δ
,

(1 + υ)2δ − (1 + υ) η$
2

2− δ

}
. (22)

Proof Let xk, xk+1 ∈ Ω be such that ‖xk−xk‖ = dist(xk, Ω) and ‖xk+1−xk+1‖ = dist(xk+1, Ω).
Assume that xk+1 6∈ Ω (otherwise, the inequality trivially holds). By (11), we have

∥∥∥h(xk+1) +∇h(xk+1)T (xk+1 − xk+1)
∥∥∥2 ≤ L2

(1 + υ)2
‖xk+1 − xk+1‖2(1+υ)

=
L2

(1 + υ)2
dist(xk+1, Ω)2(1+υ).

Thus, by the Cauchy–Schwarz inequality and (7), we get

−‖∇h(xk+1)h(xk+1)‖dist(xk+1, Ω)

≤ h(xk+1)T∇h(xk+1)T (xk+1 − xk+1)

≤ L2

2(1 + υ)2
dist(xk+1, Ω)2(1+υ) − 1

2
‖h(xk+1)‖2

− 1

2
‖∇h(xk+1)T (xk+1 − xk+1) ‖2

≤ L2

2(1 + υ)2
dist(xk+1, Ω)2(1+υ) − β

2
δ

2
dist(xk+1, Ω)

2
δ ,

that is,

β
2
δ

2
dist(xk+1, Ω)

2
δ − L2

2(1 + υ)2
dist(xk+1, Ω)2(1+υ)

≤ ‖∇h(xk+1)h(xk+1)‖dist(xk+1, Ω).

(23)
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Now, by (4), we have

‖∇h(xk+1)h(xk+1)‖

=
∥∥∥∇h(xk+1)h(xk+1)−∇h(xk)

(
h(xk) +∇h(xk)T dk

)
− µkdk

∥∥∥
≤ ‖∇h(xk+1)−∇h(xk)‖ ‖h(xk+1)‖

+ ‖∇h(xk)‖
∥∥∥h(xk+1)− h(xk)−∇h(xk)T (xk+1 − xk)

∥∥∥+ µk‖dk‖

≤ L‖dk‖υ‖h(xk+1)‖+
L

1 + υ
‖∇h(xk)‖‖dk‖1+υ + µk‖dk‖.

(24)

By (A1) and Proposition 2, it holds,

‖h(xk+1)‖ = ‖h(xk+1)− h(xk)‖ ≤ λ‖xk+1 − xk‖
≤ λ (‖xk+1 − xk‖+ ‖xk − xk‖)

≤ λ
(
β1dist (xk, Ω)δ1 + dist (xk, Ω)

)
≤ λ(β1 + 1)dist (xk, Ω)δ1 .

It follows from (A1) that there exists some constant L̂ such that ‖∇h(x)‖ ≤ L̂ for all x ∈ B(x∗, r).
Then, by the definition of µk in (6) and (A1), we get (20). Hence, by (24) and Proposition 2, we
deduce

‖∇h(xk+1)h(xk+1)‖ ≤ Lλβυ1 (β1 + 1)dist (xk, Ω)δ1(1+υ)

+
L̂Lβ1+υ

1

1 + υ
dist (xk, Ω)δ1(1+υ)

+
(
ξmax + ωmaxL̂

η
)
ληβ1dist (xk, Ω)η+δ1

≤ β̂3dist (xk, Ω)δ̂3 ,

where β̂3 := Lλβυ1 (β1 + 1) + L̂Lβ1+υ
1 (1 + υ)−1 +

(
ξmax + ωmaxL̂

η
)
ληβ1 and δ̂3 := min{η +

δ1, δ1(1 + υ)}. Therefore, by (23),

β
2
δ

2
dist(xk+1, Ω)

2
δ − L2

2(1 + υ)2
dist(xk+1, Ω)2(1+υ)

≤ β̂3dist (xk, Ω)δ̂3 dist(xk+1, Ω).

(25)

Since δ > 1
1+υ , we have by (17) that

L2

2(1 + υ)2
dist(xk+1, Ω)2(1+υ)−

2
δ ≤ β

2
δ

4
.

Finally, by (25), we deduce

β
2
δ

4
dist(xk+1, Ω)

2
δ
−1 ≤ β̂3dist (xk, Ω)δ̂3 ,

whence,
dist(xk+1, Ω) ≤ β3dist (xk, Ω)δ3 ,

where β3 := 4β̂3

β
2
δ

and δ3 := δ̂3δ
2−δ . Since the expression for δ3 coincides with (22), the proof is

complete. ut
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Remark 2 (i) The bounds given by (18) and (21) are usually employed to analyse the rate of
convergence of the sequence {xk} generated by LM-AR. Observe that the values of δ2 and δ3
when ξmin > 0 are greater or equal than their respective values when ξmin = 0. A larger value
of δ2 or δ3 would serve us to derive a better rate of convergence. To deduce a convergence result
from Proposition 3, one needs to have δ2 > 1. This holds if and only if δ > 1

1+υ and η ∈]
2
δ − 2, 1

$

(
2δ(1 + υ)− 2

1+υ

)[
, which imposes an additional requirement on the value of δ (to

have a nonempty interval). For instance, when υ = 1, one must have δ > −1+
√
33

8 if ξmin > 0 and

δ > −5+
√
57

4 if ξmin = 0. On the other hand, to guarantee that δ3 > 1, a stronger requirement

would be needed, namely, δ > 2
2+υ ≥

2
3 and η ∈

]
2
δ − 2, 1

$

(
2δ(1 + υ)− 4−2δ

1+υ

)[
. Nonetheless, it is

important to observe that if δ = 1 one has that δ3 = 1 + υ when η ∈ [υ, 2υ/$], while δ2 = 1 + υ
only if η = 2υ and $ = 1. Therefore, if υ = δ = 1, we can derive from Proposition 4 the quadratic
convergence of the sequence for η ∈ [1, 2], which can only be guaranteed for η = 2 by Proposition 3.
In Figure 1, we plot the values of δ2 in Proposition 3 and δ3 in Proposition 4 when υ = 1 and
ξmin > 0.

Figure 1 For υ = 1, ξmin > 0, δ ∈
[
1
2
, 1
]

and η ∈ [0, 4δ], plot of δ2 = min
{

2δ, δ + δη
2
, 4δ − η

}
(in blue) and

δ3 = min
{

4δ−η
2−δ ,

(η+1)δ
2−δ , 2δ

2−δ

}
(in red).

(ii) The values of δ2 and δ3 are maximised when η = 2υδ(2+υ)
δ+$(1+υ) and η ∈

[
υ, 2υδ$

]
, respectively, in

which case δ2 = δ + υδ2(2+υ)
δ+$(1+υ) and δ3 = (1+υ)δ

2−δ , having then δ2 ≤ δ3.

Remark 3 In light of Proposition 1, the extent of the results that can be derived from Propositions 3
and 4 is rather reduced when x∗ is an isolated solution and ∇h(x∗) is not full rank, since it
imposes δ ≤ 1

1+υ . Note that the function FS given as an example in [24, Section 5] is Hölder

metrically subregular of order δ = 5
6 > 0.5, but ∇FS is not Lipschitz continuous around any zero

of the function, so it does not satisfy (A2) for υ = 1 (and, therefore, it does not satisfy [24,
Assumption 4.1] either). However, with the additional assumption that the  Lojasiewicz gradient
inequality (9) holds, we will obtain local convergence for all δ ∈ ]0, 1] (see Theorem 2).

Next, we proceed to derive the main result of this section from Propositions 3 and 4, where we
provide a region from which the parameter η must be chosen so that superlinear convergence is
guaranteed. Recall that a sequence {zk} is said to converge superlinearly to z∗ with order q > 1 if



14 M. Ahookhosh, F.J. Aragón Artacho, R.M.T. Fleming, P.T. Vuong

zk converges to z∗ and there exists K > 0 such that ‖zk+1−z∗‖ ≤ K‖zk−z∗‖q for all k sufficiently
large.

Theorem 1 Assume that δ > 1
1+υ and η ∈

]
2
δ − 2, 1

$

(
2δ(1 + υ)− 2

1+υ

)[
. Then, there exists

some r > 0 such that, for every sequence {xk} generated by LM-AR with x0 ∈ B(x∗, r), one
has that {dist(xk, Ω)} is superlinearly convergent to 0 with order δ2 given by (19). Further, the
sequence {xk} converges to a solution x ∈ Ω ∩ B(x∗, r̃), and if η ≤ 2υδ

$ , its rate of convergence is

also superlinear with order δ2. Moreover, if δ > 2
2+υ and η < 1

$

(
2(1 + υ)δ − 4−2δ

1+υ

)
, all the latter

holds with order δ3 given by (22).

Proof We assume that xk 6∈ Ω for all k (otherwise, the statement trivially holds). Let δ1, β1 be
defined as in Proposition 2 and δ2, β2 be defined as in the proof of Proposition 3. Since δ2 > 1,

we have that δ1δ
i
2 > i for all i sufficiently large. As

∑∞
i=1

(
1
2

)i
= 1, we deduce that

σ :=
∞∑
i=1

(
1

2

)δ1δi2
<∞. (26)

Define

r := min

{
1

2
(β2)

−1
δ2−1 ,

(
r̃

1 + β1 + 2δ1β1σ

) 1
δ1

}
.

Note that r ∈ ]0, r̃[, because r̃ ∈ ]0, 1[ and δ1 ≤ 1.
Pick any x0 ∈ B(x∗, r) and let {xk} be an infinite sequence generated by LM-AR. First, we

will show by induction that xk ∈ B(x∗, r̃). It follows from r < 1 and (12) that

‖x1 − x∗‖ = ‖x0 + d0 − x∗‖ ≤ ‖x0 − x∗‖+ ‖d0‖ ≤ r + β1dist (x0, Ω)δ1

≤ rδ1 + β1‖x0 − x∗‖δ1 ≤ (1 + β1)rδ1 ≤ r̃.
(27)

Let us assume now that xi ∈ B(x∗, r̃) for i = 1, 2, . . . , k. Then, from Proposition 3 and the definition
of r, we have

dist(xi, Ω) ≤ β2dist(xi−1, Ω)δ2 ≤ β1+δ2
2 dist(xi−2, Ω)δ

2
2

≤ . . . ≤ β
∑i−1
j=0 δ

j
2

2 dist(x0, Ω)δ
i
2

≤ β
∑i−1
j=0 δ

j
2

2 ‖x0 − x∗‖δ
i
2 = β

δi2−1

δ2−1

2 ‖x0 − x∗‖δ
i
2

≤
(

1

2r

)δi2−1

rδ
i
2 = 2r

(
1

2

)δi2
,

which yields

dist(xi, Ω)δ1 ≤ (2r)δ1
(

1

2

)δ1δi2
. (28)

The latter inequality, together with (12), (26) and (27), implies

‖xk+1 − x∗‖ ≤ ‖x1 − x∗‖+
k∑
i=1

‖di‖ ≤ (1 + β1)rδ1 + β1

k∑
i=1

dist(xi, Ω)δ1

≤ (1 + β1)rδ1 + β1 (2r)δ1
k∑
i=1

(
1

2

)δ1δi2
< (1 + β1)rδ1 + β1 (2r)δ1

∞∑
i=1

(
1

2

)δ1δi2
= (1 + β1)rδ1 + β1 (2r)δ1 σ =

(
1 + β1 + 2δ1β1σ

)
rδ1 ≤ r̃,
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which completes the induction. Thus, we have shown that xk ∈ B(x∗, r̃) for all k, as claimed.
From Proposition 3, we obtain that {dist(xk, Ω)} is superlinearly convergent to 0. Further, it

follows from (12) and (28) that

∞∑
i=1

‖di‖ ≤ β1
∞∑
i=1

dist(xi, Ω)δ1 ≤ β1σ (2r)δ1 <∞.

Denoting by sk :=
∑k
i=1 ‖di‖, we have that {sk} is a Cauchy sequence. Then, for any k, p ∈ N∪{0},

we have

‖xk+p − xk‖ ≤ ‖dk+p−1‖+ ‖xk+p−1 − xk‖

≤ . . . ≤
k+p−1∑
i=k

‖di‖ = sk+p−1 − sk−1,
(29)

which implies that {xk} is also a Cauchy sequence. Thus, the sequence {xk} converges to some x.
Since xk ∈ B(x∗, r̃) for all k and {dist(xk, Ω)} converges to 0, we have x ∈ Ω ∩ B(x∗, r̃).

Further, if η ≤ 2υδ
$ we have δ1 = 1 in Proposition 2, and by letting p→∞ in (29), we deduce

‖x− xk‖ ≤
∞∑
i=k

‖di‖ ≤ β1
∞∑
i=k

dist(xi, Ω).

Since {dist(xk, Ω)} is superlinearly convergent to zero, for all k sufficiently large, it holds that
dist(xk+1, Ω) ≤ 1

2dist(xk, Ω). Therefore, for k sufficiently large, we have

‖xk − x‖ ≤ β1
∞∑
i=k

1

2i−k
dist(xk, Ω) ≤ 2β1dist(xk, Ω) ≤ 2β1β2dist(xk−1, Ω)δ2

≤ 2β1β2‖xk−1 − x‖δ2 ,

which proves the superlinear convergence of xk to x with order δ2.
Finally, the last assertion follows by the same argumentation, using δ3, β3 and Proposition 4

instead of δ2, β2 and Proposition 3, respectively. ut

Remark 4 Our results above generalise the results in [24,54], not only because in these works
they assume ∇h to be Lipschitz continuous (i.e., υ = 1), but also because the parameter µk
considered by these authors is equal to ξ‖h(xk)‖η. Furthermore, in their convergence results,
cf. [24, Theorem 4.1 and Theorem 4.2] and [54, Theorem 2.1 and Theorem 2.2], the authors assume

δ > max
{

2
3 ,

2+η
5

}
and δ > max

{√
8η+1+4η+1

16 , 2
2+η ,

1
2+η + η

4 ,
η+1
4

}
>
√
5−1
2 , respectively, which

both entail δ > −1+
√
33

8 , so we have slightly improved the lower bound on δ for the superlinear
convergence in Theorem 1.

As a direct consequence of Theorem 1, whenever δ = υ = 1 and η ∈ [1, 2], we can derive
quadratic convergence of the sequence generated by LM-AR.

Corollary 1 Assume that δ = 1 and η ∈ ]0, 2υ]. Then, there exists r > 0 such that for every
sequence {xk} generated by LM-AR with x0 ∈ B(x∗, r), one has that {dist(xk, Ω)} is superlinearly
convergent to 0 with order

δ3 =

{
1 + η, if η ≤ υ,
1 + υ, if η ≥ υ.

Moreover, the sequence {xk} converges superlinearly with order δ3 to a solution x ∈ Ω ∩ B(x∗, r̃).
Therefore, when υ = 1 and η ∈ [1, 2], the sequence {dist(xk, Ω)} is quadratically convergent to 0,
and the sequence {xk} converges quadratically to a solution x ∈ Ω ∩ B(x∗, r̃).
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Remark 5 In particular, Corollary 1 generalizes [41, Theorem 3.7], where the authors prove quad-
ratic convergence of the sequence {xk} by assuming δ = υ = 1, and where the parameters in (6)
are chosen as η = 1, ξk = θ ∈ [0, 1] and ωk = 1− θ, for all k.

Example 3 (Example 2 revisited) Let h and ĥ be the functions defined in Example 2. The function
h does not satisfy the assumptions of Theorem 1, since δ = 1

1+υ . On the other hand, if η̂ ∈
]
0, 76

[
and the starting point x0 is chosen sufficiently close to 0, Theorem 1 proves for the function ĥ the
superlinear convergence of the sequence generated by LM-AR to 0 with order

δ3 =


1 + η̂, if 0 < η̂ < 1

3 ,
4
3 , if 1

3 ≤ η̂ ≤
2
3 ,

4
3

(
4
3 −

η̂
2

)
, if 2

3 < η̂ < 7
6 .

Note that, since the solution is locally unique, the additional assumption η̂ ≤ 2υ̂ δ̂ = 2
3 is not

needed. The order of convergence δ3 is thus maximised when η̂ ∈
[
1
3 ,

2
3

]
. ♦

The question of whether the sequence {dist(xk, Ω)} converges to 0 when δ does not satisfy the
requirements commented in Remark 2(i) remains open. However, with the additional assumption
that ψ satisfies the  Lojasiewicz gradient inequality (which holds for real analytic functions), we
can prove that the sequences {dist(xk, Ω)} and {ψ(xk)} converge to 0 for all δ ∈ (0, 1] as long as
the parameter η is sufficiently small, and we can also provide a rate of convergence that depends
on the exponent of the  Lojasiewicz gradient inequality. This is the subject of the next subsection.

3.1 Convergence analysis under the  Lojasiewicz gradient inequality

To prove our convergence result, we make use of the following two lemmas.

Lemma 1 Let {sk} be a nonnegative real sequence and let α, ϑ be some nonnegative constants.
Suppose that sk → 0 and that the sequence satisfies

sαk ≤ ϑ(sk − sk+1), for all k sufficiently large.

Then

(i) if α = 0, the sequence {sk} converges to 0 in a finite number of steps;
(ii) if α ∈ ]0, 1], the sequence {sk} converges linearly to 0 with rate 1− 1

ϑ ;
(iii) if α > 1, there exists ς > 0 such that

sk ≤ ςk−
1

α−1 , for all k sufficiently large.

Proof See [3, Lemma 1]. ut

Lemma 2 The sequence {xk} generated by LM-AR satisfies

‖dk‖ ≤
1

2
√
µk
‖h(xk)‖,

and

‖h(xk+1)‖2 ≤ ‖h(xk)‖2 + dTk∇h(xk)h(xk)

+ ‖dk‖2
(

L2

(1 + υ)2
‖dk‖2υ +

2L

1 + υ
‖h(xk)‖‖dk‖υ−1 − µk

)
.
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Proof This result is a straightforward modification of [34, Theorem 2.5 and Lemma 2.3], using (10)
instead of the Lipschitz continuity of ∇h. ut

In our second main result of this paper, under the additional assumption that the  Lojasiewicz
gradient inequality holds, we prove the convergence to 0 of the sequences {dist(xk, Ω)} and
{ψ(xk)}.

Theorem 2 Suppose that ψ satisfies the  Lojasiewicz gradient inequality (9) with exponent θ ∈
]0, 1[. Let

χ :=

{
1, if (ωmin = 0) or

(
ξmin > 0 and θ ≤ 1

2

)
,

2θ, otherwise.
(30)

Then, if η ∈
]
0,min

{
2υ

χ(1+υ) ,
2(1−θ)
χ

}[
, there exist some positive constants s and s such that, for

every x0 ∈ B(x∗, s) and every sequence {xk} generated by LM-AR, one has {xk} ⊂ B(x∗, s) and
the two sequences {ψ(xk)} and {dist(xk, Ω)} converge to 0. Moreover, the following holds:

(i) if θ ∈
]
0, 12

]
, the sequences {ψ(xk)} and {dist(xk, Ω)} converge linearly to 0;

(ii) if θ ∈
]
1
2 , 1
[
, there exist some positive constants ς1 and ς2 such that, for all large k,

ψ(xk) ≤ ς1k−
1

2θ−1 and dist(xk, Ω) ≤ ς2k−
δ

2(2θ−1) .

Proof The proof has three key parts.
In the first part of the proof, we will set the values of s and s. Let ε > 0 and κ > 0 be such

that (9) holds. Thus, one has

‖∇h(x)h(x)‖ = ‖∇ψ(x)‖ ≥ 1

κ
ψ(x)θ =

1

2θκ
‖h(x)‖2θ, ∀x ∈ B(x∗, ε). (31)

Let s := min{r, ε} > 0. Then, by Assumption (A1), there exists some positive constant M such
that ∥∥∥∇h(xk)∇h(xk)T

∥∥∥+ µk ≤M, whenever xk ∈ B(x∗, s). (32)

Since η ∈
]
0, 2υ
χ(1+υ)

[
, it is possible to make s smaller if needed to ensure, for all x ∈ B(x∗, s), that

(
ξmin +

ωmin

2θηκη

)
‖h(x)‖ηχ ≥

(
2 +
√

5

2υ(1 + υ)
L

) 2
1+υ

‖h(x)‖
2υ

1+υ . (33)

For all x ∈ B(x∗, s), one has by the Lipschitz continuity of h that

ψ(x) =
1

2
‖h(x)− h(x∗)‖2 ≤ λ2

2
‖x− x∗‖2 ≤ λ2

2
‖x− x∗‖, (34)

since s ≤ r < 1. Let

∆ :=
2θκMλ2(1−θ−

ηχ
2 )(

1− θ − ηχ
2

) (
ξmin + ωmin

2θηκη

) and s :=

(
s

1 +∆

) 1
1−θ− ηχ

2
.

Then, since s < 1 and θ + ηχ
2 ∈ ]0, 1[, we have s ≤ s.

In the second part of the proof, we will prove by induction that

xi ∈ B(x∗, s), and (35)

‖di−1‖ ≤
21− ηχ

2 κM(
1− θ − ηχ

2

) (
ξmin + ωmin

2θηκη

) (ψ(xi−1)1−θ−
ηχ
2 − ψ(xi)

1−θ− ηχ
2

)
, (36)



18 M. Ahookhosh, F.J. Aragón Artacho, R.M.T. Fleming, P.T. Vuong

for all i = 1, 2, . . .. Pick any x0 ∈ B(x∗, s) and let {xk} be the sequence generated by LM-AR. It
follows from Lemma 2 that

ψ(xk+1) ≤ ψ(xk)− 1

2
dTkHkdk

+
‖dk‖2

2µυk

 L2

4υ(1 + υ)2
‖h(xk)‖2υ +

22−υLµ
1+υ
2

k

1 + υ
‖h(xk)‖υ − µ1+υ

k

 ,
(37)

for all k, where Hk = ∇h(xk)∇h(xk)T +µkI, since dk = −H−1
k ∇h(xk)h(xk). Since x0 ∈ B(x∗, s),

we have by (31), the definition of χ in (30) and (33) that

µ0 ≥ ξmin‖h(x0)‖η + ωmin‖∇h(x0)h(x0)‖η

≥ ξmin‖h(x0)‖η +
ωmin

2θηκη
‖h(x0)‖2θη

≥
(
ξmin +

ωmin

2θηκη

)
‖h(x0)‖ηχ ≥

(
2 +
√

5

2υ(1 + υ)
L

) 2
1+υ

‖h(x0)‖
2υ

1+υ , (38)

which implies

L2

4υ(1 + υ)2
‖h(x0)‖2υ +

22−υLµ
1+υ
2

0

1 + υ
‖h(x0)‖υ − µ1+υ

0 ≤ 0.

Therefore, from (37), we get

ψ(x1) ≤ ψ(x0)− 1

2
dT0H0d0 ≤ ψ(x0)− µ0

2
‖d0‖2. (39)

Observe that the convexity of the function ϕ(t) := −t1−θ−
ηχ
2 with t > 0 yields

ψ(x)1−θ−
ηχ
2 − ψ(y)1−θ−

ηχ
2 ≥

(
1− θ − ηχ

2

)
ψ(x)−θ−

ηχ
2 (ψ(x)− ψ(y)) , (40)

for all x, y ∈ Rm \Ω. By combining (39) with (40), we deduce

ψ(x0)1−θ−
ηχ
2 − ψ(x1)1−θ−

ηχ
2 ≥

(
1− θ − ηχ

2

)
µ0

2
ψ(x0)−θ−

ηχ
2 ‖d0‖2 (41)

Since x0 ∈ B(x∗, s) ⊆ B(x∗, s), we have by (32) that ‖H0‖ ≤ M . Further, by the  Lojasiewicz
gradient inequality (9), it holds

ψ(x0)θ ≤ κ‖∇ψ(x0)‖ ≤ κ‖H0‖‖d0‖ ≤ κM‖d0‖.

From the last inequality, together with (41), the first inequality in (38) and then (34), we obtain

‖d0‖ ≤
2κMψ(x0)

ηχ
2(

1− θ − ηχ
2

)
µ0

(
ψ(x0)1−θ−

ηχ
2 − ψ(x1)1−θ−

ηχ
2

)
≤ 2κM(

1− θ − ηχ
2

) (
ξmin + ωmin

2θηκη

)
2
ηχ
2

(
ψ(x0)1−θ−

ηχ
2 − ψ(x1)1−θ−

ηχ
2

)
≤ 21− ηχ

2 κM(
1− θ − ηχ

2

) (
ξmin + ωmin

2θηκη

)ψ(x0)1−θ−
ηχ
2 ≤ ∆‖x0 − x∗‖1−θ−

ηχ
2 ,

which, in particular, proves (36) for i = 1. Hence,

‖x1 − x∗‖ ≤ ‖x0 − x∗‖+ ‖d0‖ ≤ ‖x0 − x∗‖+∆‖x0 − x∗‖1−θ−
ηχ
2

≤ (1 +∆)‖x0 − x∗‖1−θ−
ηχ
2 ≤ (1 +∆)s1−θ−

ηχ
2 = s.
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Therefore, x1 ∈ B(x∗, s). Assume now that (35)–(36) holds for all i = 1, . . . , k. Since xk ∈ B(x∗, s),
by (33) and the same argumentation as in (38), we have

µk ≥
(
ξmin +

ωmin

2θηκη

)
‖h(xk)‖ηχ ≥

(
2 +
√

5

2υ(1 + υ)
L

) 2
1+υ

‖h(xk)‖
2υ

1+υ ,

which implies

L2

4υ(1 + υ)2
‖h(xk)‖2υ +

22−υLµ
1+υ
2

k

1 + υ
‖h(xk)‖υ − µ1+υ

k ≤ 0.

Therefore, by (37), we get

ψ(xk+1) ≤ ψ(xk)− 1

2
dTkHkdk ≤ ψ(xk)− µk

2
‖dk‖2. (42)

Combining the latter inequality with (40), we deduce

ψ(xk)1−θ−
ηχ
2 − ψ(xk+1)1−θ−

ηχ
2 ≥

(
1− θ − ηχ

2

)
µk

2
ψ(xk)−θ−

ηχ
2 ‖dk‖2 (43)

Further, since xk ∈ B(x∗, s), from the  Lojasiewicz gradient inequality (9) and (32), it holds

ψ(xk)θ ≤ κ‖∇ψ(xk)‖ ≤ κ‖Hk‖‖dk‖ ≤ κM‖dk‖.

From the last inequality and (43), we deduce

‖dk‖ ≤
2κMψ(xk)

ηχ
2(

1− θ − ηχ
2

)
µk

(
ψ(xk)1−θ−

ηχ
2 − ψ(xk+1)1−θ−

ηχ
2

)
≤ 21− ηχ

2 κM(
1− θ − ηχ

2

) (
ξmin + ωmin

2θηκη

) (ψ(xk)1−θ−
ηχ
2 − ψ(xk+1)1−θ−

ηχ
2

)
,

which proves (36) for i = k + 1. Hence, by (34), we have

‖xk+1 − x∗‖

≤ ‖x0 − x∗‖+
k∑
i=0

‖di‖

≤ ‖x0 − x∗‖

+
21− ηχ

2 κM

(1− θ − ηχ
2 )
(
ξmin + ωmin

2θηκη

) k∑
i=0

(
ψ(xi)

1−θ− ηχ
2 − ψ(xi+1)1−θ−

ηχ
2

)
≤ ‖x0 − x∗‖+

21− ηχ
2 κM

(1− θ − ηχ
2 )
(
ξmin + ωmin

2θηκη

)ψ(x0)1−θ−
ηχ
2

≤ (1 +∆)‖x0 − x∗‖1−θ−
ηχ
2 ≤ (1 +∆)s1−θ−

ηχ
2 = s,

which proves (35) for i = k + 1. This completes the second part of the proof.
In the third part of the proof, we will finally show the assertions in the statement of the

theorem. From the second part of the proof we know that xk ∈ B(x∗, s) for all k. This, together
with (32), implies that ‖Hk‖ ≤M for all k. Thus,

dTkHkdk = ∇ψ(xk)TH−1
k ∇ψ(xk) ≥ 1

‖Hk‖
‖∇ψ(xk)‖2 ≥ 1

M
‖∇ψ(xk)‖2.



20 M. Ahookhosh, F.J. Aragón Artacho, R.M.T. Fleming, P.T. Vuong

Therefore, by (42), we have

ψ(xk+1) ≤ ψ(xk)− 1

2M
‖∇ψ(xk)‖2.

It follows from the  Lojasiewicz gradient inequality (9) and the last inequality that

ψ(xk+1) ≤ ψ(xk)− 1

2κ2M
ψ(xk)2θ.

This implies that {ψ(xk)} converges to 0. By applying Lemma 1 with sk := ψ(xk), ϑ := 2κ2M
and α := 2θ, we conclude that the rate of convergence depends on θ as claimed in (i)-(ii). Finally,
observe that {dist (xk, Ω)} converges to 0 with the rate stated in (i)-(ii) thanks to the Hölder
metric subregularity of the function h. ut

Remark 6 Observe that every real analytic function satisfies the assumptions of Theorem 2, thanks
to Fact 1 and the discussion after it in Section 2. Therefore, local sublinear convergence of LM-AR
is guaranteed for all η sufficiently small (i.e., whenever η < min

{
χ−1, 2(1− θ)χ−1

}
). This is the

best that we can get with these weak assumptions, as we show in the next example.

Example 4 (Example 2 revisited) Let h(x) = 3
4

3
√
x4 be the function considered in Example 2. The

function h does not satisfy the assumptions of Theorem 1, but it verifies the ones of Theorem 2.
Indeed, it is straightforward to check that ψ(x) = 1

2 |h(x)|2 satisfies the  Lojasiewicz gradient
inequality (9) with exponent θ = 5

8 . Since θ > 1
2 , we can only guarantee the sublinear convergence

of the sequence {xk} generated by LM-AR to 0 when η ∈
]
0, 1

2χ

[
=
]
0,min

{
1
2χ ,

3
4χ

}[
. In fact,

this is the best convergence rate that we can get. Indeed, a direct computation gives us

xk+1 =

1−
3
4x

2
3

k

x
2
3

k + ξk
(
3
4

)η |xk| 4η3 + ωk
(
3
4

)η |xk| 5η3
xk. (44)

On the one hand, when ξmin > 0 and η ∈
]
0, 12

[
, we have 4η

3 < 2
3 . Therefore, it follows from (44)

and ξk ≥ ξmin > 0 that

lim
k→∞

∣∣∣∣xk+1

xk

∣∣∣∣ = 1,

which means that {xk} is sublinearly convergent to 0. This coincides with what Theorem 2 asserts,

since
]
0, 1

2χ

[
=
]
0, 12

[
. On the other hand, when ξmin = 0 and η ∈

]
0, 25

[
, sublinear convergence is

also obtained from (44), which is exactly what Theorem 2 guarantees for all η ∈
]
0, 1

2χ

[
=
]
0, 25

[
.

4 Application to biochemical reaction networks

In this section, we introduce first a class of nonlinear equations arising in the study of biochemistry,
cf. [21]. After that, we compare the performance of LM-AR with various Levenberg–Marquardt
algorithms for finding steady states of nonlinear systems of biochemical networks on 20 different
real data biological models.
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4.1 Nonlinear systems in biochemical reaction networks

Consider a biochemical network with m molecular species and n reversible elementary reactions1.
We define forward and reverse stoichiometric matrices, F,R ∈ Zm×n+ , respectively, where Fij

denotes the stoichiometry2 of the ith molecular species in the jth forward reaction and Rij denotes
the stoichiometry of the ith molecular species in the jth reverse reaction. We assume that every
reaction conserves mass, that is, there exists at least one positive vector l ∈ Rm++ satisfying
(R − F )T l = 0, cf. [23]. The matrix N := R − F represents net reaction stoichiometry and may
be viewed as the incidence matrix of a directed hypergraph, see [36]. We assume that there are
less molecular species than there are net reactions, that is m < n. We assume the cardinality of
each row of F and R is at least one, and the cardinality of each column of R − F is at least two.
The matrices F and R are sparse and the particular sparsity pattern depends on the particular
biochemical network being modeled. Moreover, we also assume that rank([F,R]) = m, which is a
requirement for kinetic consistency, cf. [22].

Let c ∈ Rm++ denote a variable vector of molecular species concentrations. Assuming con-
stant nonnegative elementary kinetic parameters kf , kr ∈ Rn+, we assume elementary reaction
kinetics for forward and reverse elementary reaction rates as s(kf , c) := exp(ln(kf ) + FT ln(c))
and r(kr, c) := exp(ln(kr) + RT ln(c)), respectively, where exp(·) and ln(·) denote the respective
componentwise functions, see, e.g., [3,22]. Then, the deterministic dynamical equation for time
evolution of molecular species concentration is given by

dc

dt
≡ N(s(kf , c)− r(kr, c)) (45)

= N
(

exp(ln(kf ) + FT ln(c)
)
− exp

(
ln(kr) +RT ln(c))

)
=: −f(c).

A vector c∗ is a steady state if and only if it satisfies

f(c∗) = 0.

Note that a vector c∗ is a steady state of the biochemical system if and only if

s(kf , c
∗)− r(kr, c∗) ∈ N (N),

hereN (N) denotes the null space ofN . Therefore, the set of steady statesΩ = {c ∈ Rm++, f(c) = 0}
is unchanged if we replace the matrix N by a matrix N̄ with the same null space. Suppose that
N̄ ∈ Zr×n is the submatrix of N whose rows are linearly independent, then rank

(
N̄
)

= rank(N) =:
r. If one replaces N by N̄ and transforms (45) to logarithmic scale, by letting x := ln(c) ∈ Rm,
k := [ln(kf )T , ln(kr)

T ]T ∈ R2n, then the right-hand side of (45) is equal to the function

f̄(x) :=
[
N̄ ,−N̄

]
exp

(
k + [F, R]Tx

)
,

where [ · , · ] stands for the horizontal concatenation operator.
Let L ∈ R(m−r)×m denote a basis for the left null space of N , which implies LN = 0. We

have rank(L) = m − r. We say that the system satisfies moiety conservation if for any initial
concentration c0 ∈ Rm++, it holds

Lc = L exp(x) = l0

along the trajectory of (45), given an initial starting point l0 ∈ Rm++. It is possible to compute L
such that each row corresponds to a structurally identifiable conserved moiety in a biochemical

1 An elementary reaction is a chemical reaction for which no intermediate molecular species need to be postu-
lated in order to describe the chemical reaction on a molecular scale.

2 Reaction stoichiometry is a quantitative relationship between the relative quantities of molecular species
involved in a single chemical reaction.
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network, cf. [26]. The problem of finding the moiety conserved steady state of a biochemical reaction
network is equivalent to solving the nonlinear equation (1) with

h(x) :=

(
f̄(x)

L exp(x)− l0

)
. (46)

By replacing f by f̄ we have improved the rank deficiency of ∇f , and thus the one of h in (46).
Nonetheless, as we demonstrate in Figure 5, ∇h is usually still far from being full rank at the
solutions.

Let us show that h is real analytic. Let A :=
[
N̄ ,−N̄

]
and B := [F, R]T . Then we can write

ψ(x) =
1

2
‖h(x)‖2 =

1

2
h(x)Th(x)

=
1

2
exp (k +Bx)T ATA exp (k +Bx)

+
1

2
(L exp(x)− l0)T (L exp(x)− l0)

= exp (k +Bx)T Q exp (k +Bx) +
1

2
(L exp(x)− l0)T (L exp(x)− l0)

=
2n∑

p,q=1

Qpq exp

(
kp + kq +

m∑
i=1

(Bpi +Bqi)xi

)

+
1

2
(L exp(x)− l0)T (L exp(x)− l0) ,

where Q = ATA. Since Bij are nonnegative integers for all i and j, we conclude that the function ψ
is real analytic (see Proposition 2.2.2 and Proposition 2.2.8 in [49]). It follows from Remark 6 that
ψ satisfy the  Lojasiewicz gradient inequality (with some unknown exponent θ ∈ [0, 1[) and the
mapping h is Hölder metrically subregular around (x∗, 0). Therefore, the assumptions of The-
orem 2 are satisfied as long as η is sufficiently small, and local sublinear convergence of LM-AR is
guaranteed.

4.2 Computational experiments

In this subsection, we compare LM-AR with various Levenberg–Marquardt methods for solving
the nonlinear system (1) with h defined by (46) on 20 different biological models. These codes
are available in the COBRA Toolbox v3 [28]. In our implementation, all codes were written in
MATLAB and runs were performed on Intel Core i7-4770 CPU 3.40GHz with 12GB RAM, under
Windows 10 (64-bits). The algorithms were stopped whenever

‖h(xk)‖ ≤ 10−6

is satisfied or the maximum number of iterations (say 10,000) is reached. On the basis of our
experiments with the mapping (46), we set

ξk := max
{

0.952k, 10−9
}

and ωk := 0.95k. (47)

The initial point is set to x0 = 0 in all the experiments.
To illustrate the results, we use the Dolan and Moré performance profile [12] with the per-

formance measures Ni and T , where Ni and T denote the total number of iterations and the
running time. In this procedure, the performance of each algorithm is measured by the ratio of
its computational outcome versus the best numerical outcome of all algorithms. This performance
profile offers a tool to statistically compare the performance of algorithms. Let S be a set of all
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algorithms and P be a set of test problems. For each problem p and algorithm s, tp,s denotes the
computational outcome with respect to the performance index, which is used in the definition of
the performance ratio

rp,s :=
tp,s

min{tp,s : s ∈ S} . (48)

If an algorithm s fails to solve a problem p, the procedure sets rp,s := rfailed, where rfailed should
be strictly larger than any performance ratio (48). Let np be the number of problems in the
experiment. For any factor τ ∈ R, the overall performance of an algorithm s is given by

ρs(τ) :=
1

np
size{p ∈ P : rp,s ≤ τ}.

Here, ρs(τ) is the probability that a performance ratio rp,s of an algorithm s ∈ S is within a factor
τ of the best possible ratio. The function ρs(τ) is a distribution function for the performance
ratio. In particular, ρs(1) gives the probability that an algorithm s wins over all other considered
algorithms, and limτ→rfailed ρs(τ) gives the probability that algorithm s solves all considered prob-
lems. Therefore, this performance profile can be considered as a measure of efficiency among all
considered algorithms.

In our first experiment, we explore for which parameter η the best performance of LM-AR is
obtained. To this end, we apply seven versions of LM-AR associated to each of the parameters
η ∈ {0.6, 0.7, 0.8, 0.9, 0.99, 0.999, 1} to the nonlinear system (46) defined by 20 biological models.
The results of this comparison are summarised in Table 1 and Figure 2, from where it can be
observed that LM-AR with η = 0.999 outperforms the other values of the parameters. It is also
apparent that smaller values of η are less efficient, although LM-AR successfully found a solution
for every model and every value of η that was tested. It is important to recall here that local
convergence is only guaranteed by Theorem 2 for sufficiently small values of η, since the value of θ
is unknown. Also, note that the local convergence for the value η = 1 is not covered by Theorem 2
for our choice of the parameters, because it requires η < min{1, 2− 2θ}, since ωmin = 0 in (47).

=
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Figure 2 Performance profile for the number of iterations of LM-AR with parameters (47) and η ∈
{0.6, 0.7, 0.8, 0.9, 0.99, 0.999, 1}. The best performance is attained by η = 0.999.

We now set η = 0.999 and compare LM-AR with parameters (47) with the following Levenberg–
Marquardt methods:
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• LM-YF: with µk = ‖h(xk)‖2, given by Yamashita and Fukushima [52];
• LM-FY: with µk = ‖h(xk)‖, given by Fan and Yuan [18];
• LM-F: with µk = ‖∇h(xk)h(xk)‖, given by Fischer [19].

It is clear that all of these three methods are special cases of LM-AR by selecting suitable para-
meters ξk, ωk, and η. The results of our experiments are summarised in Table 2 and Figure 3. In
Figures 3(a) and 3(b), we see that LM-AR is clearly always the winner, both for the number of
iterations and the running time. Moreover, LM-F outperforms both LM-YF and LM-FY. In fact,
LM-FY was not able to solve any of the considered problems within the 10,000 iterations.
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Figure 3 Performance profiles for the number of iterations (Ni) and the running time (T ) of LM-YF, LM-FY,
LM-F, and LM-AR with parameters (47) and η = 0.999 on a set of 20 biological models for the mapping (46).
LM-AR clearly outperforms the other methods.

In order to see the evolution of the merit function, we illustrate its value with respect to the
number of iterations in Figure 4 for the mapping (46) with the biological models iAF692 and
iNJ661. We limit the maximum number of iterations to 1,000. Clearly, LM-AR attains the best
results, followed by LM-F. Both methods seem to be more suited to biological problems than LM-
YF and LM-FY. We also show in Figure 4 the evolution of the value of the step size ‖dk‖. Both
LM-AR and LM-F show a rippling behaviour, while the value of ‖dk‖ is nearly constant along the
1,000 iterations for LM-YF and LM-FY. Probably, this rippling behaviour is letting the first two
methods escape from a flat valley of the merit function, while the two last methods get trapped

there. Observe also that, by Lemma 2, one has that ‖dk‖ ≤ 1
2 for LM-YF and ‖dk‖ ≤ 1

2‖h(xk)‖
1
2

for LM-FY, while this upper bound can be larger for both LM-AR and LM-F.

In our last experiment, we find 10 solutions of the nonlinear system (1) with LM-AR using
10 random starting points x0 ∈

]
−1

2 ,
1
2

[m
for each of the 20 biological models and compute the

rank of ∇h at each of these solutions. The results are shown in Figure 5, where we plot the rank
deficiency of ∇h at each of the solutions. For all the models, except for the Ecoli core, we observe
that ∇h at the solutions found is far from being full rank. For the Ecoli core, although ∇h had full
rank at every solution found, the smallest eigenvalue at these solutions had a value around 10−9,
making also this problem ill-conditioned. This explains the difficulties that most of the algorithms
had for solving the nonlinear system (1) with h defined by (46). Therefore, since we are dealing
with a difficult problem, it is more meritorious the successfulness of LM-AR with parameters (47)
for finding a solution of each of the 20 models in less than 400 iterations (in less than one minute),
as shown in Table 2.
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(b) Merit function of iNJ661
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Figure 4 Value of the merit function and step size with respect to the number of iterations for the methods LM-
YF, LM-FY, LM-F, and LM-AR with parameters (47) and η = 0.999, when applied to the mapping (46) defined
by the biological models iAF692 and iNJ661. It clearly shows that LM-AR outperforms the other methods.

5 Conclusion and further research

We have presented an adaptive Levenberg–Marquardt method for solving systems of nonlinear
equations with possible non-isolated solutions. We have analysed its local convergence under Hölder
metric subregularity of the underlying function and Hölder continuity of its gradient. We have fur-
ther analysed the local convergence under the additional assumption that the  Lojasiewicz gradient
inequality holds. These properties hold in many applied problems, as they are satisfied by any
real analytic function. One of these applications is computing a solution to a system of nonlin-
ear equations arising in biochemical reaction networks, a problem which is usually ill-conditioned.
We showed that such systems satisfy both the Hölder metric subregularity and the  Lojasiewicz
gradient inequality assumptions. In our numerical experiments, we clearly obtained a superior per-
formance of our regularisation parameter, compared to existing Levenberg–Marquardt methods,
for 20 different biological networks.

Several extensions to the present study are possible, the most important of which would be
to develop a globally convergent version of the proposed Levenberg–Marquardt method. One ap-
proach, which is currently being investigated, would be to combine the scheme with an Armijo-type
line search and a trust-region technique. This will be reported in a separate article [1]. It would
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Figure 5 Plot of the difference between m and the rank of ∇h at 10 solutions found with LM-AR for each of the
20 biological models considered. The models are represented in the x-axis, using the same order than in Tables 1
and 2.

also be interesting to analyse a regularisation parameter where the value of η is updated at each
iteration. The analysis of the convergence with such a parameter would be much more involved,
so we leave this for future work.

Acknowledgements

We would like to thank Mikhail Solodov for suggesting the use of Levenberg–Marquardt methods
for solving the system of nonlinear equations arising in biochemical reaction networks. Thanks also
go to Michael Saunders for his useful comments on the first version of this manuscript. We are
grateful to two anonymous reviewers for their constructive comments, which helped us improving
the paper.

Appendix

See Tables 1 and 2 for the summary results of the comparisons.
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