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Abstract
In social network group decision making (SN-GDM) problem, subgroup weights are 
mostly unknown, many approaches have been proposed to determine the subgroup weights. 
However, most of these methods ignore the weight manipulation behavior of subgroups. 
Some studies indicated that weight manipulation behavior hinders consensus efficiency. 
To deal with this issue, this paper proposes a theoretical framework to prevent weight 
manipulation in SN-GDM. Firstly, a community detection based method is used to cluster 
the large group. The power relations of subgroups are measured by the power index (PI), 
which depends on the subgroups size and cohesion. Then, a minimum adjustment feedback 
model with maximum entropy is proposed to prevent subgroups’ manipulation behavior. 
The minimum adjustment rule aims for ‘efficiency’ while the maximum entropy rule aims 
for ‘justice’. The experimental results show that the proposed model can guarantee the 
rationality of weight distribution to reach consensus efficiently, which is achieved by main-
taining a balance between ‘efficiency’ and ‘justice’ in the mechanism of assigning weights. 
Finally, the detailed numerical and simulation analyses are carried out to verify the validity 
of the proposed method.

Keywords Social network group decision making · Weight manipulation · Feedback 
mechanism · Minimum adjustment · Maximum entropy

1 Introduction

The rapid development of social network makes it convenient for the masses to partici-
pate in various group decision-making (GDM) problems, which can be seen as a stepping 
stone towards the realisation of electronic democracy. Recently, Wu and Chiclana et.al 
(2014,2015; 2017) proposed the Social network group decision making (SN-GDM), where 
trust relationship is regarded as a reliable resource to assign expert weighs and generate 
recommendation advice for the inconsistent expert to reach higher consensus level. It now 
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becomes a hot issue in the field of science of policy making (Zhang et al. 2017; Wu and Xu 
2018; Xu et al. 2019; Tang and Liao 2021; Wan et al. 2021; Li et al. 2022), a differentiation 
from traditional GDM problems when trust relationship is used to deal with the inconsist-
ency among group (Xu et al. 2019; Zhao et al. 2019; Ding et al. 2020; Chao et al. 2021).

It is well known that differences between people’s background and professional opin-
ion may lead to conflicts in GDM. The consensus reaching process (CRP) is an effective 
method to eliminate conflicts in GDM (Cabrerizo et al. 2014; Amirkhani et al. 2022). Dif-
ferent types of CRP models have been of interest to the research community: CRP in social 
networks (Zhang et  al. 2020; Wu et  al. 2022; Zhang et  al. 2022), CRP in dynamic con-
text (Pérez et al. 2018), CRP with preferred representative structure (Gong et al. 2018; Wu 
et al. 2020), adaptive CRP (Rodríguez 2018; Tian et al. 2021), CRP with minimum cost 
(Zhang et al. 2020; Chen et al. 2021; Gong et al. 2021), and CRP driven by behavior/atti-
tude (Liu et al. 2019b; Sun et al. 2021; Cao et al. 2022). Conflicts in SN-GDM are likely to 
increase as the size of the group of people involved increases, which subsequently implies 
that SN-GDM require higher adjustment costs to reach consensus.

A feedback mechanism, as part of a CRP, is an effective method to eliminate conflicts 
among experts (Dong et al. 2017; Li et al. 2018; Cao et al. 2021; Wu et al. 2021). In the 
existing literature, the modifications of experts’ preferences are usually conducted by two 
types of feedback mechanisms (Liu et al. 2019; Zhang et al. 2020; Chen et al. 2021; Xing 
et al. 2022). The first type of feedback mechanisms are designed with the so-called identi-
fication rules and direction rules. The first type of rules identify both inconsistent experts 
and their inconsistent preferences, while the second type of rules provide the direction 
of preference modification required to increase consensus. The second type of feedback 
mechanisms are based on minimum adjustment/cost optimization modeling, which per-
forms better than the former type of feedback mechanisms in changing as less as possible 
the original information of inconsistent experts. The minimum cost improves the consen-
sus efficiency. However, it does not consider the fairness of weight distribution. Thus, in 
general, the second type of feedback processes have lower adjustment cost and lower com-
putational complexity than the first type of feedback processes. However, they still suffer 
from the following limitations: 

(1) Most of the existing feedback mechanisms for SN-GDM utilize subjective/objective 
methods to assign weights to subgroups (Zhang et al. 2017; Wu and Xu 2018; Ding 
et al. 2020; Wan et al. 2021). However, these methods ignore the weight manipulation 
behavior. Dong et al. (2018) and Liu et al. (2019a) argued that experts may strategically 
set attribute weights of alternatives to obtain benefits in the decision-making process. 
Therefore, weight manipulation is also an important issue in GDM since a decision 
maker may wish to attain a greater importance degree (weight) to increase his/her 
benefits. For example, a decision maker with lowest status is willing to adopt egali-
tarianism to assign weight, while a decision maker with highest status expects to use 
authoritarianism to distribute weight (see Fig. 2). Obviously, manipulation of weights 
may hinder consensus to a certain extent and affect the cost of reaching consensus, and 
then, it should be worth studying in SN-GDM.

(2) There are few research studies on how to prevent weight manipulation. Examples of 
these studies include Yager’s study on the use of uninorm operators to prevent manipu-
lation (Yager 2001; 2002), Wu et al.’s (2021a) studied on individual manipulation 
weights to gain benefit where an optimization model to prevent manipulation behav-
ior with minimum cost was investigated. Although these studies are of interests and 
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contributed towards manipulation prevention, they are established from an ‘efficiency’ 
policy, which achieves group consensus with minimal adjustment/costs from a group 
perspective. However, other policy point of view, such as ‘justice’, should also be con-
sidered to guarantee individual benefits when assigning weights to DMs. Therefore, a 
reasonable policy to prevent weight manipulation combining ‘justice’ and ‘efficiency’ 
can achieve a balance between individual benefit and group goal.

To deal with the above limitations, a novel approach to prevent weight manipulation in 
SN-GDM problems is designed in this paper. Thus, the main contribution of this paper 
are: 

(1) A power index is proposed to measure the power relations of subgroups, which com-
bines the subgroups size and cohesion. The power index is used as a reliable resource 
to determine the importance order relation of subgroups, and as such is embedded in 
the prevention weight manipulation mechanism.

(2) A maximum entropy mechanism to assign weight to subgroups from the ‘justice’ policy 
point of view is developed. Combining the minimum adjustment feedback and the 
maximum entropy method, a comprehensive approach to prevent weight manipulation 
in SN-GDM problems is established, which has the merit of balancing the ‘efficiency’ 
and ‘justice’ policy. Specifically, the minimum cost solves the problem of ‘efficiency’, 
while the maximum entropy method solves the problem of ‘justice’ of weight distribu-
tion.

The rest of this article is organized as follows: Sect. 2 gives detailed literature review 
on conflicts problem in SN-GDM for large group, CRP with minimum cost and weight 
manipulation behavior. Section 3 introduces the concept of 2-tuple linguistic representa-
tion. In Sect. 4, a power index (PI) is proposed to determine the importance degree of 
subgroups. A minimum adjustment and maximum entropy based feedback mechanism 
to prevent weight manipulation in SN-GDM is proposed in Sect. 5. Section 6 provides 
a case study to verify the effectiveness of the proposed model. Finally, some conclu-
sions are pointed out in Sect. 7. The main notations used in this paper are summarized 
in TABLE 1.

2  Related work

This section presents a necessarily short overview of conflicts problem in SN-GDM for 
large group, CRP with minimum cost and weight manipulation behavior based on their 
relevance to our proposal.

2.1  Conflicts problem in SN‑GDM for large group

As previously point out, there may be conflicts among decision makers due to their dif-
ferences in knowledge and backgrounds (Del Moral 2018; Xiao et  al. 2022). So it is 
necessary to reach a group consensus before their individual preferences are aggregated. 
Generally, there are two methods to resolve conflicts of large group in SN-GDM: 
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(1) The first way is to cluster the large group thereby reducing its dimension, which solves 
the conflict problem within subgroups. Many commonly used clustering method are 
utilized to solve SN-DGM problem. For instance, Wu and Xu (2018) identify the 
subgroups based on the k-means method under the fuzzy preference environment in 
LSGDM. Mandal et al. (2022) used the grey clustering algorithm to conduct clustering 
based on the similarity measure among the experts. Li et al. (2022) used the fuzzy clus-
ter analysis method to divide large group into subgroups and integrate heterogeneous 
information. Wu et al. (2021) proposed a dynamic clustering method, which divides 
large groups by Louvain algorithm.

(2) The second way is to reach a consensus among the subgroups after clustering, which 
resolves the conflict problem outside the subgroups. Wu et al. (2018) designed a local 

Table 1  The main notations in this paper

Notations Meaning

M Set of alternatives
C Set of attributes
E Set of experts
SG Set of subgroups
LG Large-scale group
SM Social matrix

Ah =

(

ah
ij

)

m×n

Decision matrix of expert eh

d
(

ah
ij
, ak

ij

)

Deviation degree between eh and ek

�
(

ah
ij
, ak

ij

)

Similarity degree between eh and ek

CDhk Consensus degree between eh and ek
�hk Edge between eh and ek in network
� Network consensus threshold
N(SG) The number of subgroups
PM(r) The number of experts in SGr

PC(r) Cohesion of subgroup SGr

PISGr
Power index of subgroup SGr

� Permutation
w =

(

w1,w2,… ,wr

)

A weighting vector for subgroups
� Attitudinal parameter
� =

(

�1,�2,… ,�n

)

A weighting vector for attributes

ACDSGr Consensus degree between SGr and the rest of subgroups

ACDSGr Consensus degree between SGr and the rest of subgroups after feedback

ACA
SGr

i
Consensus degree between SGr and the rest of subgroups on the alternative xi

ACE
SGr

ij
Consensus degree between SGr and the rest of subgroups on the alternative xi
with respect to the criterion cj

� Consensus threshold for LG
�r Feedback parameter for inconsistent subgroup SGr

̃
a
SGr

ij

Advice for SGr

MTC Minimum total cost of feedback process
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feedback policy with identification rules and direction rules to guide the CRP. Chao 
et al. (2021) presented a CRP model to address the heterogeneous with non-cooperative 
behaviors. Mandal et al. (2022) proposed a CRP model to manage non-cooperative 
behaviors by the cluster consensus index and group consensus index. Wang et al. (2022) 
proposed a two-stage consensus model with feedback mechanism considering different 
power structures in SN-GDM.

In general, the basic framework of SN-GDM process consists of the following parts, 
which are shown in Fig. 1. First, a set of alternatives about a decision problem is pre-
sented to a large group of experts. Experts provide their preferences about alternatives 
are then collected. Then the large group is clustered and the preferences of the clustered 
subgroups are aggregated. Next, if the consensus degree of subgroup reach a consensus 
threshold, the resolution process will be executed; otherwise, a feedback mechanism is 
activated to allow the inconsistent subgroups to modify their opinions, and re-aggregate 
the preferences until a consensus is reached.

Fig. 1  Basic framework of SN-GDM process
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2.2  CRP with minimum cost

In the feedback mechanism of CRP there is usually a moderator responsible for super-
vising the inconsistent experts and guiding them to modify their preferences to reach 
a consensus. Generally, the preferences-adjustment are the results of laborious nego-
tiations, which escalate the cost of CRP. Ben-Arieh and Easton (2007) first proposed 
a consensus minimum cost optimization model for the multi-criteria decision-making 
consensus problem. In recent years, many minimum cost consensus models based on 
the method of Ben-Arieh and Easton (2007) have been proposed. For example, Gong 
et  al. (2021) discussed the minimum cost consensus model under uncertain chance-
constrained from the perspectives of moderators, individual decision makers, and non-
cooperators. Chen et al. (2021) propose an approach to manage the consensus based on 
minimum adjustments with opinions evolution. Sun et al. (2021) proposed a attitudi-
nal consensus threshold based dynamic minimum adjustment cost feedback model to 
resolve the GDM problems with different consistency requirements. Xiao et al. (2022) 
proposed a minimum adjustment element consensus model based on bounded confi-
dences to help the failure mode and effect analysis team reach a consensus. Recently, 
Zhang et al. (2020) presented a state-of-the-art review of CRP models under minimum 
cost. By reviewing the research paradigm of minimum cost under classical and com-
plex group decision problems, they pointed out the limitations and some new direc-
tions of the minimum cost consensus model.

2.3  Weight manipulation behavior

In the decision-making process, decision-makers may utilize some trick to set their 
own weights to gain benefits, which is usually called weight manipulation behavior. 
This behavior can help decision makers, to some extent make the decision result in 
their desired direction. For instance, Yager (2001,2002) studied the individuals weight 
manipulation behavior in the process of preference aggregation of group. Besides, con-
sidering that weight manipulation may lead to unreasonable decision results, the author 
proposed the management mechanism to prevent this behavior. Dong et  al. (2018) 
studied the strategic weight manipulation in multiple attribute GDM problem. From 
an optimization point of view, Liu et al. (2019a) studied the strategic weight manipula-
tion in a group GDM context with interval attribute weight information and proposed 
a minimum cost strategic weight manipulation model. Dong et al. (2021) investigates 
the clique-based strategies to manipulate trust relationships to gain the desired deci-
sion result. The aforementioned literatures on weigh manipulative behavior focus on 
the selection process stage in GDM. However, weight manipulation behavior may 
exist at any stage of GDM. Recently, Wu et  al. (2021a) studied the effect of weight 
manipulation behavior on the efficiency of consensus reaching and proposed an opti-
mization model to prevent weight manipulation to increase the efficiency of CRP. But 
it is necessary to consider the fairness of weight distribution. In general, the entropy 
weight method can reduce the uncertainty of weight distribution (Wang et  al. 2022). 
The larger the entropy value, the fairer the weight distribution. Therefore, this paper 
uses a method based on maximum entropy (O’Hagan 1988) to determine the weight of 
subgroups.
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3  Preliminary

In GDM problems, experts may prefer linguistic terms to numerical values when 
expressing their preferences (Herrera-Viedma et al. 2021; Li et al. 2021; Yu et al. 2021; 
Liu et  al. 2021). Herrera and Martínez (2000) presented the below 2-tuple linguistic 
representation model to evaluate decision problems:

Definition 1 (2-tuple linguistic representation) Let S =
{

s0,… , sf
}

 and � ∈
[

0, f
]

 
be a linguistic term set and the result of a symbolic aggregation, respectively. Let 
i = round(�) ∈ {0,… , f } . The value � = � − i is called a symbolic translation, and 

(

si, �
)

 
is called the 2-tuple linguistic representation of the symbolic aggregation �.

The 2-tuple linguistic representation of symbolic aggregation can be mathematically 
formalised as an strictly increasing continuous function:

with inverse function Δ−1 ∶ S × [−0.5, 0.5) →
[

0, f
]

 being Δ−1
(

si, �
)

= i + � = � , and fol-
lowing properties: 

1. Let 
(

si, �
)

 and 
(

sj,�
)

 be two 2-tuples linguistic. 

(a) If i < j , then 
(

si, �
)

 is smaller than 
(

sj,�
)

.
(b) If i = j , then

 i. If � = � , then 
(

si, �
)

 and 
(

sj,�
)

 are equivalent.
 ii. If 𝛼 < 𝜓 , then 

(

si, �
)

 is smaller than 
(

sj,�
)

.

2. The 2-tuple negation operator is Neg
((

si, �
))

= Δ
(

q − Δ−1
(

si, �
))

.
3. Given a set of 2-tuple linguistic labels 

{(

s1, �
)

,
(

s2, �
)

,… ,
(

sf , �
)}

 and let 
(

�1, �2,… , �f
)

 

be an associated weighting vector which satisfies �i ∈ [0, 1],
f
∑

i=1

�i = 1 . The 2-tuple 

weighted arithmetic average (WAA) is: 

 where s̃ ∈ S, �̃ ∈ [−0.5, 0.5).

For convenience, 
(

si, �
)

 is represented by a. Dong et al. (2010) defined the deviation 
measure between 2-tuple linguistic labels. Then, the following expert consensus degree 
functions are proposed:

(1)Δ ∶
[

0, f
]

→ S × [−0.5, 0.5),

(2)Δ(�) =
(

si, �
)

;

{

i = round(�)

� = � − i
,

(3)
(

s̃, �̃
)

= Δ

(

f
∑

i=1

�i ⋅ Δ
−1
(

si, �
)

)

,
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Definition 2 (Consensus degree (CD)) The consensus degree between experts eh and ek 
with respect to their 2-tuples linguistic preferences on a set of m alternatives with respect a 
set of n criteria is:

where �
(

ah
ij
, ak

ij

)

= 1 − d
(

ah
ij
, ak

ij

)

= 1 −

|

|

|

|

Δ−1
(

ah
ij

)

−Δ−1
(

ak
ij

)

|

|

|

|

f+1
.

The consensus degree between expert eh and the rest of experts in the group with respect 
to their preferences on a set of m alternatives with respect a set of n criteria is:

4  Clustering analysis process based on community detection 
in SN‑GDM

Clustering analysis process (CAP) is an effective method to simplify SN-GDM, since it 
classifies individuals with similar preferences or structures into the same subgroup (Wu 
and Xu 2018; Liu et al. 2019; Xu et al. 2019; Zhao et al. 2019; Rashidi et al. 2019; Ding 
et al. 2020). One key issues of CAP is the determination of subgroups’ weight.

4.1  Community detection based CAP

Community detection is an effective method of CAP to uncover the local characteris-
tics of individual behaviors and the correlation between individuals in the network, i.e. 
to determine the network structure. Therefore, it can effectively detect the relationship 
between individuals in SN-GDM and then determine network subgroups (Wu et al. 2021). 
Raghavan et  al. (2007) proposed the following label propagation algorithm (LPA) based 
community detection.

Definition 3 Assume a large network of experts LG=
{

e1, e2,… , eq
}

 . The social network 
relation �hk linking eh and ek exists if their consensus degree CDhk is not lower than a net-
work consensus threshold � ∈ [0, 1] . Thus, the network edge between eh and ek is denoted 
�hk = CDhk . Label propagation algorithm (LPA) main idea is as follows. 

(1) Initial assignment to each expert a unique label, i.e. , ∀eh ∈ LG(h = 1,… , q) ∶ eh = lh.

(2) Update the labels of all nodes one by one until reaching the convergence requirement. 
At each iterative round, the rule for updating labels is as follows: For each node, the 
label shared by most of its neighbors is assigned. If the most shared label is not unique, 
choose the label with largest sum of the edge weights of nodes connected to destination 
node: 

(4)CDhk =
1

mn

m
∑

i=1

n
∑

j=1

�
(

ah
ij
, ak

ij

)

,

(5)ACDh =
1

p − 1

p
∑

k=1,h≠k

CDhk.
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 where Nb
h
 is the set of all nodes labeled b among the neighbors of node h.

Algorithm 1 for the LPA based CAP in SN-GDM is given as follows.

Since only one node needs to be updated each time, the time complexity of each itera-
tion of the LPA is linear O(m) . The higher the value of the network consensus threshold � , 
the more sparse the relationship among nodes is and the greater the number of subgroups 
N(SG) detected.

4.2  Determining the importance order of subgroups

Algorithm  1 divides the large group into t subgroups SG=
{

SG1, SG2,… , SGt

}

 of size 
PM(r) = N

(

SGr

)

 r ∈ {1,… , t} . As per (5), the cohesion of subgroup SGr , denoted PC(r) , is 
based on the consensus degree of its experts:

where ACDh
r
 is the consensus degree between expert eh ∈ SGr and the rest of experts in 

subgroup SGr.
The power index is obtained as a linear combination of the size and cohesion of the 

subgroups, and it determines their power relations (the permutation of weights) in the 
community.

Definition 4 (Power index (PI)) The power index of subgroup SGr (r = 1,… , t) is:

(6)∀eh ∈ LG(h = 1,… , q) ∶ eh = argmax
b

∑

k∈Nb
h

�hk,

(7)PC(r) =

∑PM(r)

h=1
ACDh

r

PM(r)

,
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where � ∈ [0, 1] is a power parameter used to balance the size and cohesion for different 
LSGDM problems.

The PI values can be used to determine the importance weight of subgroups in LG. 
Specifically, denoting by � the permutation such that PISG�(r)

 is the r − th highest value 
of {PISG1

,PISG2
,… ,PISGt

} , it is

5  The consensus reaching process against weight manipulation 
in SN‑GDM

5.1  Subgroups consensus measure

At the subgroup level, experts in the same subgroup are regarded as equal important. 
Meanwhile, each subgroup will be regarded as a new individual with 2-tuples linguis-
tic defined as follows:

Definition 5 (2-tuples linguistic of subgroup and large group) The 2-tuples linguistic of 
subgroup SGr(r = 1, 2 ,… , t) are:

The linguistic 2-tuples of the large group are defined as follows:

where � is the permutation defined in (9). The subgroup weights, w�(r) ∈ [0, 1] , used in 

(11), have associated orness value 
t
∑

r=1

t−r

t−1
w�(r) = � ∈ [0, 1], which is herein called the atti-

tudinal parameter.
Applying (5), the consensus degree between any subgroup and large group, 

ACDSGr (r = 1,… , t) are computed. A subgroup SGr will be called consistent when 
its consensus degree is not below the consensus threshold, that is when ACDSGr ≥ � ; 
otherwise it is called inconsistent. When all subgroups are consistent, the selection 
process will be implemented. Otherwise the feedback mechanism will be activated to 
generate recommendations on the inconsistent elements of the members of the set of 
inconsistent subgroups: ACDSG = {r|ACDSGr < 𝛾}. Noteworthy, the threshold value 
can be set according to the consistency requirements of different decision-making 
problems.

(8)PISGr
= �

PM(r)
∑t

r=1
PM(r)

+ (1 − �)
PC(r)

∑t

r=1
PC(r)

,

(9)PISG�(r+1)
≤ PISG�(r)

⇒ w�(r+1) ≤ w�(r).

(10)a
SGr

ij
= Δ

(

∑

eh∈SGr

(

1

RM(r)

⋅ Δ−1
(

ah
ij

)

)

)

.

(11)aLG
ij

= Δ

(

t
∑

r=1

(

w�(r) ⋅ Δ
−1
(

a
SG�(r)

ij

))

)

,



7325An approach to prevent weight manipulation by minimum adjustment…

1 3

5.2  Identification of inconsistent elements

Let r ∈ ACDSG , in other word, SGr is identified as an inconsistent subgroup. The value

is the consensus degree between the preferences of the subgroup SGr and the rest of sub-
groups of the large group at the alternative i and criterion j, which is known as the consen-
sus at the element level. The value

is the consensus degree between the preferences of the subgroup SGr and the rest of sub-
groups of the large group at the alternative i, which is known as the consensus at the alter-
native level.

The sets of inconsistent alternatives of inconsistent subgroup SGr is: 
ACASGr = {i|r ∈ ACDSGr ∧ ACA

SGr

i
< 𝛾}. The set of inconsistent elements of inconsistent 

subgroup SGr is: ACESGr = {j|r ∈ ACDSGr ∧ i ∈ ACASGr ∧ ACE
SGr

ij
< 𝛾}. Thus, the set of 

inconsistent elements to consider for feedback recommendation is:

5.3  Advice generation for inconsistent subgroups

For all identified elements (r, i, j) ∈ APS , inconsistent subgroups receive advice based on 
the following rule:

Value aSGr

ij
 should be closer to:

where �r ∈ [0, 1] is the feedback parameter for inconsistent subgroup SGr that controls the 
degree of modification from the original evaluation aSGr

ij
 to the collective evaluation aLG

ij
 . 

The feedback parameter is given beforehand by the decision-making moderator.
Notice that ACDSGr is the consensus degree of subgroup SGr before the feedback pro-

cess, while ACDSGr  is the consensus degree of subgroup SGr after the feedback advices to 
inconsistent groups (15) are implemented. The concept of cost, proposed by Ben-Arieh and 
Easton (2007), reflects the linear adjustment of the preference of inconsistent individuals 
required to reach consensus. Thus, the total cost for inconsistent subgroups is expressed as 
:

(12)ACE
SGr

ij
=

1

t − 1

t
∑

s=1,s≠r

�
(

a
SGr

ij
, a

SGs

ij

)

(13)ACA
SGr

i
=

1

n

n
∑

j=1

ACE
SGr

ij

(14)APS =
{

(r, i, j)|r ∈ ACDSGr ∧ i ∈ ACASGr ∧ j ∈ ACESGr

}

.

(15)̃
a
SGr

ij
=
(

1 − �r
)

⋅ a
SGr

ij
+ �r ⋅ a

LG
ij
,

(16)
TC =

∑

(r,i,j)∈APS

�

�

�

�

a
SGr

ij
−

̃
a
SGr

ij

�

�

�

�

=
∑

(r,i,j)∈APS

�r ⋅
�

�

�

a
SGr

ij
− aLG

ij

�

�

�

.
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5.4  A minimum adjustment and maximum entropy based model to weight prevent 
manipulation

As aforementioned, experts may strategically set weights for their own benefit in (Dong 
et  al. 2018; Wu et  al. 2021a). This article proposes a novel method to prevent weight 
manipulation in SN-GDM. In detail, the following minimum adjustment feedback mecha-
nism with maximum entropy method (O’Hagan 1988) is established to assign appropriate 
weights to subgroups.

where c = �(r).
Applying the Lagrange multiplier technique, the maximum entropy method can be 

transformed into the following geometric OWA operator proposed by Liu and Chen (2004):

The detailed derivation process is as follows. Let

The necessary conditions of the solution are

(17)

min TC =
∑

(r,i,j)∈APS

𝛿r ⋅
�

�

�

a
SGr

ij
− aLG

ij

�

�

�

s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

aLG
ij

=
t
∑

r=1

wr ⋅ a
SGr

ij

�
a
SGr

ij
=
�

1 − 𝛿r
�

⋅ a
SGr

ij
+ 𝛿r ⋅ a

LG
ij

ACDSGr < 𝛾 ∧ ACDSGr ≥ 𝛾 ,
�

r ∈ ACDSG
�

max disp(W) = −
t
∑

c=1

wc lnwc

s.t.

⎧

⎪

⎪

⎨

⎪

⎪

⎩

t
∑

c=1

t−c

t−1
wc = 𝛼 ∈ [0.5, 1)

wc ∈ [0, 1]
t
∑

c=1

wc = 1

(18)wc = aqc−1 (a > 0, q ≥ 0, c = 1, 2,… , t)

(19)L
(

W,�1,�2

)

= −

t
∑

c=1

wc ln
(

wc

)

+ �1

(

wc

t − c

t − 1
− �

)

+ �2

(

t
∑

c=1

wc − 1

)

,

(20)
�L

�wc

= − lnwc − 1 + �1

t − c

t − 1
+ �2 = 0;

(21)
�L

��1

=

t
∑

i=1

wc

t − c

t − 1
− � = 0;

(22)
�L

��2

=

t
∑

c=1

wc − 1 = 0.
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From expression (20), we get that wc = e
�1

t−c

t−1
+�2−1 . Let e�1 = 1∕� and t−c

t−1
−

t−(c+1)

t−1
=

1

t−1
 

then, wc

wc+1

= �−
1

t−1 . Obviously, �−
1

t−1 is a positive number. Therefore, the MEOWA weights 

is equal to GOWA weights. Since 
t
∑

c=1

wc = 1 , it is

Since 
t
∑

c=1

t−c

t−1
wc = � , then q is the solution of the following equation:

Thus, optimization model (17) can be rewritten as:

Noteworthy, any feasible solution of model (25) that verifies dij >
|

|

|

a
SGr

ij
− aLG

ij

|

|

|

 is not a 

solution of model (17). Thus, only the solutions of (25) that verifies dij =
|

|

|

a
SGr

ij
− aLG

ij

|

|

|

 are 
solutions of model (17).

The detailed process of the proposed consensus model is shown in Algorithm 2.

(23)wc =
qc−1

∑t−1

s=0
qs
.

(24)(t − 1)�qt−1 +

t
∑

c=2

((t − 1)� − c + 1)qt−c = 0.

(25)

min TC =
∑

(r,i,j)∈APS

𝛿r ⋅ dij

s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

a
ij

LG
=

t
∑

r=1

wr ⋅ a
ij

SGr

�
a
ij

SGr
=
�

1 − 𝛿r
�

⋅ a
ij

SGr
+ 𝛿r ⋅ a

ij

LG

ACDSGr < 𝛾 ∧ ACDSGr ≥ 𝛾 ,
�

r ∈ ACDSG
�

a
SGr

ij
− aLG

ij
≤ dij

aLG
ij

− a
SGr

ij
≤ dij

wc =
qc−1

∑t−1

s=0
qs
, c = 1, 2,… , t

(t − 1)𝛼qt−1 +
t
∑

c=2

((t − 1)𝛼 − c + 1)qt−c = 0

t
∑

c=1

t−c

t−1
wc = 𝛼 ∈ [0.5, 1)

t
∑

c=1

wc = 1
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The detailed execution flow charts of algorithm 1 and algorithm 2 are shown in Fig. 2a, b.
The following properties guarantee that the subgroup consensus degrees are increasing 

and bounded above.

Proposition 1 For inconsistent subgroup SGr(r ∈ APS) , it is

Proof Based on (5), it is

For simplify, aSGr

ij
 is denoted as ar

ij
 . From (15), ACDSGr  can be split into two values

computed using the set of inconsistent elements ãr1
ij
((r, i, j) ∈ APS) and consistent elements 

ar
2

ij
((r, i, j) ∉ APS) . Noteworthy, z ∈ int[1, t] consists of s and ro . When s ∈ int

[

1, g
]

 in 

ACD
SGr

1
 , the consensus degree between the inconsistent subgroup SGr and other consistent 

subgroups in the large group after feedback process is given in (27) (at the top of the page 
13). Notice that ar

ij
= ar

1

ij
∪ ar

2

ij
 and as

ij
= as

1

ij
∪ as

2

ij
 . While when ro ∈ int

[

g + 1, t
]

 in ACDSGr

2
 , 

ACDSGr ≥ ACDSGr .

(26)ACDSGr =
1

(t − 1)mn

t
∑

z=1,z≠r

m
∑

i=1

n
∑

j=1

(

1 −
|

|

|

ar
ij
− az

ij

|

|

|

)

.

ACDSGr = ACD
SGr

1
+ ACD

SGr

2
,
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the consensus degree between the inconsistent subgroup SGr and other inconsistent sub-
groups in the large group after feedback process is given in (28) (at the top of the page 13) 
In this case, ar

ij
= ar

1

ij
∪ ar

2

ij
∪ ar

3

ij
∪ ar

4

ij
 , and aro

ij
= a

ro
1

ij
∪ a

ro
2

ij
∪ a

ro
3

ij
∪ a

ro
4

ij
 . Obviously, since �r 

and wr in the interval [0, 1] , so ||
|

1 − �r
(

1 − wr

)

|

|

|

∈ [0, 1] in ACDSGr

1
 . Additionally, since �r , 

�ro and wr are in the interval [0, 1] , so |

|

|

1 −
(

�r
(

1 − wr

)

+ �ro ⋅ wr

)

|

|

|

∈ [0, 1] , 
|

|

|

1 − �ro

(

1 − wr

)

|

|

|

∈ [0, 1] and ||
|

�r
(

1 − wr

)

− 1
|

|

|

∈ [0, 1] in ACDSGr

2
 . Therefore, we get 

ACDSGr ≤ ACDSGr .

(27)

ACD
SGr

1
=

1

(t − 1)mn

g
∑

s=1

m
∑

i=1

n
∑

j=1

[

1 −

(

|

|

|

|

ãr
1

ij
− as

1

ij

|

|

|

|

+
|

|

|

ar
2

ij
− as

2

ij

|

|

|

)]

=
1

(t − 1)mn

g
∑

s=1

m
∑

i=1

n
∑

j=1

[(

1 −
|

|

|

(

1 − �r
(

1 − wr

))

|

|

|

⋅

|

|

|

ar
1

ij
− as

1

ij

|

|

|

+
|

|

|

ar
2

ij
− as

2

ij

|

|

|

)]

,

Fig. 2  The flow chart of algorithms 1-2
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  ◻

Proposition 2 For consistent subgroup SGs(s ∉ APS) , it is

Proof Similar to Proposition 1, based on (5) it is (29) (at the top of the page 13), where 
z� ∈ int[1, t] consists of r and so . Then, when r ∈ int

[

g + 1, t
]

 in ACDSGs

1
 it is (30) (at the top 

of the page 13), while when so ∈ int
[

1, g
]

 in ACDSGs

2
 it is (31) (at the top of the page 13). 

Since �r and wr in the interval [0, 1] , so ||
|

�r
(

1 − wr

)

− 1
|

|

|

∈ [0, 1] in ACDSGs

1
 . Therefore, we 

get ACDSGs ≤ ACDSGs  .   ◻

6  Numerical and simulation analysis

This section introduces a numerical and a simulation analysis to verify the effectiveness of 
the proposed model. With the frequent occurrence of emergencies in the world, large emer-
gency group decision-making (LEGDM) has become a hot research issue. Generally, emer-
gency decision-making problem is time-sensitive. In order to allocate resources efficiently 
and reduce losses, the location of emergency medical facility is a key issue in LEGDM. In 
response to emergencies brought about by COVID-19, many module hospitals have been 
established across China. Assume a modular hospital to be built in Lingang New Area, Shang-
hai, China. After pre evaluation, four emergency facilities 

{

M1, M2,M3,M4

}

 have remained 

(28)

ACD
SGr

2
=

1

(t − 1)mn

t
∑

ro=g+1,ro≠r

×

m
∑

i=1

n
∑

j=1

[

1 −

(

|

|

|

|

ãr
1

ij
−

̃
a
ro

1

ij

|

|

|

|

+
|

|

|

|

ar
2

ij
−

̃
a
ro

2

ij

|

|

|

|

+
|

|

|

|

ãr
3

ij
− a

ro
3

ij

|

|

|

|

+
|

|

|

ar
4

ij
− a

ro
4

ij

|

|

|

)]

=
1

(t − 1)mn

t
∑

ro=g+1,ro≠r

m
∑

i=1

n
∑

j=1

(

1 −

(

|

|

|

(

1 −
(

�r
(

1 − wr

)

+ �ro ⋅ wr

))

|

|

|

⋅

|

|

|

|

(

ar
1

ij
− a

ro
1

ij

)

|

|

|

|

+
|

|

|

(

1 − �ro

(

1 − wr

))

|

|

|

⋅

|

|

|

ar
2

ij
− a

ro
2

ij

|

|

|

+
|

|

|

(

�r
(

1 − wr

)

− 1
)

|

|

|

⋅

|

|

|

ar
3

ij
− a

ro
3

ij

|

|

|

+
|

|

|

ar
4

ij
− a

ro
4

ij

|

|

|

))

.

(29)ACDSGs = ACD
SGs

1
+ ACD

SGs

2
=

1

(t − 1)mn

t
∑

z�=1,z�≠s

m
∑

i=1

n
∑

j=1

(

1 −
|

|

|

as
ij
− az

�

ij

|

|

|

)

.

(30)

ACD
SGs

1
=

1

(t − 1)mn

t
∑

r=g+1

m
∑

i=1

n
∑

j=1

(

1 −

(

|

|

|

|

as
1

ij
− ãr

1

ij

|

|

|

|

+
|

|

|

as
2

ij
− ar

2

ij

|

|

|

))

=
1

(t − 1)mn

t
∑

r=g+1

m
∑

i=1

n
∑

j=1

(

1 −
(

|

|

|

(

�r
(

1 − wr

)

− 1
)

|

|

|

⋅

|

|

|

as
1

ij
− ar

1

ij

|

|

|

+
|

|

|

as
2

ij
− ar

2

ij

|

|

|

))

,

(31)ACD
SGs

2
=

1

(t − 1)mn

g
∑

so=1,so≠s

m
∑

i=1

n
∑

j=1

(

1 −
|

|

|

as
ij
− a

so
ij

|

|

|

)

.

ACDSGs ≥ ACDSGs .
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as alternatives for further evaluation. This paper collects the preference information of twenty 
experts eh(h = 1,… , 20) from college emergency departments, hospital emergency depart-
ments and government departments through a questionnaire survey with respect to three deci-
sion criteria: C1 : Geographical factor; C2 : Traffic convenience; C3 : Safety factor. The linguistic 
term set (LTS) for judging the location with regard to the three criteria is:

6.1  Numerical analysis

1. The twenty experts’ preferences are provided as follows. 

S =

{

s0 = very bad(VB), s1 = bad(B), s2 = littlebad(LB), s3 = medium(M)

s4 = littlegood(LG), s5 = good(G), s6 = verygood(VG)

}

.
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⎜
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s1, 0
�

M4

�

s6, 0
� �

s1, 0
� �

s4, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
15

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s4, 0
� �

s2, 0
� �

s5, 0
�

M2

�

s4, 0
� �

s3, 0
� �

s2, 0
�

M3

�

s5, 0
� �

s5, 0
� �

s2, 0
�

M4

�

s2, 0
� �

s1, 0
� �

s4, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠
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A
16

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s1, 0
� �

s4, 0
� �

s3, 0
�

M2

�

s4, 0
� �

s2, 0
� �

s4, 0
�

M3

�

s2, 0
� �

s6, 0
� �

s4, 0
�

M4

�

s2, 0
� �

s2, 0
� �

s5, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
17

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s1, 0
� �

s1, 0
� �

s4, 0
�

M2

�

s3, 0
� �

s4, 0
� �

s5, 0
�

M3

�

s1, 0
� �

s4, 0
� �

s5, 0
�

M4

�

s2, 0
� �

s4, 0
� �

s4, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
18

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s5, 0
� �

s4, 0
� �

s3, 0
�

M2

�

s2, 0
� �

s2, 0
� �

s0, 0
�

M3

�

s4, 0
� �

s1, 0
� �

s2, 0
�

M4

�

s3, 0
� �

s5, 0
� �

s2, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
19

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s6, 0
� �

s4, 0
� �

s1, 0
�

M2

�

s5, 0
� �

s4, 0
� �

s4, 0
�

M3

�

s3, 0
� �

s3, 0
� �

s4, 0
�

M4

�

s3, 0
� �

s2, 0
� �

s4, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
20

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s3, 0
� �

s5, 0
� �

s2, 0
�

M2

�

s4, 0
� �

s1, 0
� �

s4, 0
�

M3

�

s2, 0
� �

s2, 0
� �

s0, 0
�

M4

�

s3, 0
� �

s5, 0
� �

s2, 0
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

 

The social matrix SM = CDhk(h, k = 1, ...q) is constructed via (4):

Assuming a network consensus threshold of � = 0.8 , the large network before CAP is 
established in Fig. 3(a). Applying Algorithm 1, the large network is divided into four sub-
groups, which are depicted in Fig. 3(b):

SM =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0.643 ... 0.774 0.810 ... 0.869 0.798

0.643 0 ... 0.781 0.726 ... 0.631 0.750

... ... 0 ... ... ... ... ...

0.774 0.781 ... 0 0.750 ... 0.762 0.833

0.810 0.726 ... 0.750 0 ... 0.821 0.821

... ... ... ... ... 0 ... ...

0.869 0.631 ... 0.762 0.821 ... 0 0.762

0.798 0.750 ... 0.833 0.821 ... 0.762 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

SG1 =
{

e1, e4, e7, e14, e18
}

, SG2 =
{

e2, e9, e10, e16, e17
}

;

SG3 =
{

e3, e5, e6, e12, e13, e15
}

, SG4 =
{

e8, e11, e19, e20
}

.

Fig. 3  The large network before and after CAP
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Assuming the power parameter � = 0.5 that considers size and the cohesion equally impor-
tant criteria to measure the power relationship of subgroups, the RI of the four subgroup 
are computed based on (5) and (7)–(8).

• Subgroup SG1 : ACD1
1
= 0.822 ; ACD4

1
= 0.848 ; ACD7

1
= 0.81 ; ACD14

1
= 0.821 ; 

ACD18
1

= 0.801 ; PM(1) = 5 and PC(1) = 0.821.
• Subgroup SG2 : ACD2

2
= 0.813 ; ACD9

2
= 0.827 ; ACD10

2
= 0.804 ; ACD16

2
= 0.804 ; 

ACD17
2

= 0.801 ; PM(2) = 5 and PC(2) = 0.81.
• Subgroup SG3 : ACD3

3
= 0.829 ; ACD5

3
= 0.79 ; ACD6

3
= 0.771 ; ACD12

3
= 0.79 ; 

ACD13
3

= 0.838 ; ACD15
3

= 0.829 ; PM(3) = 6 and PC(3) = 0.808.
• Subgroup SG4 : ACD8

4
= 0.813 ; ACD11

4
= 0.821 ; ACD19

4
= 0.798 ; ACD20

4
= 0.798 ; 

PM(4) = 4 and PC(4) = 0.808.

The power indices are:

Then, the power relations of subgroups are: w3 ≥ w1 ≥ w2 ≥ w4.
where w�(1) = w3,w�(2) = w1,w�(3) = w2,w�(4) = w4 are obtained from expression (9). 

2. Applying (10) the preference of four subgroups are: 

The consensus degrees between each subgroup and the large group are:

3. With � = 0.8, the set of inconsistent elements is 

4. Implementing the feedback parameter �2 = 0.3 , the corresponding model (25) becomes: 

PISG1
= 0.252,PISG2

= 0.25,PISG3
= 0.274,PISG4

= 0.224.

A
SG1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s3, 0.4
� �

s4, 0
� �

s2, 0
�

M2

�

s3,−0.4
� �

s3, 0.4
� �

s1,−0.2
�

M3

�

s4, 0.4
� �

s2,−0.2
� �

s2, 0.2
�

M4

�

s4,−0.4
� �

s2, 0
� �

s5,−0.4
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
SG2 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s1, 0
� �

s2, 0.2
� �

s4, 0.2
�

M2

�

s4,−0.2
� �

s2,−0.4
� �

s5,−0.4
�

M3

�

s3,−0.4
� �

s5,−0.4
� �

s3, 0.2
�

M4

�

s2,−0.4
� �

s4,−0.4
� �

s3,−0.2
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
SG3 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s4,−0.33
� �

s2, 0.17
� �

s4, 0.17
�

M2

�

s3,−0.5
� �

s3, 0
� �

s2, 0.33
�

M3

�

s4, 0
� �

s4, 0.17
� �

s2, 0
�

M4

�

s4,−0.33
� �

s2,−0.5
� �

s4,−0.5
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

A
SG4 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s4,−0.5
� �

s5,−0.25
� �

s1, 0.25
�

M2

�

s5,−0.5
� �

s2, 0
� �

s4,−0.25
�

M3

�

s3,−0.25
� �

s2, 0
� �

s2, 0
�

M4

�

s4, 0.25
� �

s3, 0
� �

s4,−0.5
�

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

ACDSG1 = 0.81,ACDSG2 = 0.771,ACDSG3 = 0.833,ACDSG4 = 0.817.

APS =
{

(2, 1, 1), (2, 1, 2), (2, 1, 3), (2, 2, 3), (2, 4, 1), (2, 4, 2)
}

.
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 The solution of model (32) results in the following subgroup weights: 
w1 = 0.277,w2 = 0.177,w3 = 0.434,w4 = 0.113; with associated attitudinal parameter 
� = 0.676 , and MTC = 0.391 . And we have the feedback mechanism advices for SG2:

• Value aSG2

11
 should be closer to 

(

s2,−0.37
)

.
• Value aSG2

12
 should be closer to 

(

s2, 0.43
)

.
• Value aSG2

13
 should be closer to 

(

s4,−0.09
)

.
• Value aSG2

23
 should be closer to 

(

s4,−0.04
)

.
• Value aSG2

41
 should be closer to 

(

s2, 0.12
)

.
• Value aSG2

42
 should be closer to 

(

s3, 0.17
)

.

   If SG2 accepts and implements the advice, the new decision matrix for such subgroup 
will be: 

 The new ACDs after the feedback process would be: 

 Subgroup SG2 reaches the consensus threshold � = 0.8.

6.2  Analysis of preventing manipulation behavior

Let PI =
{

PISG1
,… ,PISGt

}

 be the set of subgroup PI values. Then the following attitude-
OWA (AOWA) operator based on maximum entropy method (Yager 1988; O’Hagan 1988) is 
used to determine the dynamic subgroups weighting vector W =

(

w1,… ,wt

)

:

(32)

min
∑

(r,i,j)∈APS

0.3 × dij

s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

aLG
ij

=
4
∑

r=1

wr ⋅ a
SGr

ij

ACDSG2 < 0.8 ∧ ACDSG2 ≥ 0.8

a
SG2

ij
− aLG

ij
≤ dij

aLG
ij

− a
SG2

ij
≤ dij

w𝜎(r) =
q𝜎(r)−1

1+q+q2+q3
, 𝜎(r) = 1, 2, 3, 4

3𝛼q3 + 3𝛼q2 − q2 + 3𝛼q − 2q + 3𝛼 − 3 = 0

0.5 ≤ w𝜎(1) +
2

3
w𝜎(2) +

1

3
w𝜎(3) = 𝛼 < 1

w𝜎(1) + w𝜎(2) + w𝜎(3) + w𝜎(4) = 1

A
SG2

�2=0.3
=

⎛

⎜

⎜

⎜

⎝

�

s2,−0.37
� �

s2, 0.43
� �

s4,−0.09
�

�

s4,−0.2
� �

s2,−0.4
� �

s4,−0.04
�

�

s3,−0.4
� �

s5,−0.4
� �

s3, 0.2
�

�

s2, 0.12
� �

s3, 0.17
� �

s3,−0.2
�

⎞

⎟

⎟

⎟

⎠

ACDSG1 = 0.821,ACDSG2 = 0.8,ACDSG3 = 0.84,ACDSG4 = 0.828.
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If � = 0.5 , from expression (33), we get weights w =

(

1

n
,
1

n
,… ,

1

n

)

 , named as ‘egalitarian-
ism’ weighting vector. If � = 1 , then w = (1, 0,… , 0) , named as ‘authoritarianism’ weight-
ing vector. Since the power is too concentrated when � is too large, the value of � consid-
ered in this paper is not higher than 0.95. The manipulation behavior of subgroups from 
‘egalitarianism’ to ‘authoritarianism’ is reflected by dynamic weights in Fig. 4.

To verify the prevention manipulation of the proposed model, we simulate the 
changes in cost with different attitudinal parameter � ∈ {0.6, 0.7, 0.8, 0.9} with �2 = 0.3 . 
To do that, we establish model (34), which reflects the weight manipulation of 
subgroups.

(33)

max disp(W) = −
t
∑

c=1

wc lnwc

s.t.

⎧

⎪

⎪

⎨

⎪

⎪

⎩

t
∑

c=1

t−c

t−1
wc = � ∈ [0.5, 1]

wc ∈ [0, 1]
t
∑

c=1

wc = 1

Fig. 4  The manipulation behavior of subgroups
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In model (34), the objective function has only maximum entropy and the attitudinal param-
eter is a variable. Then TC =

∑

(r,i,j)∈APS

�r ⋅
�

�

�

a
SGr

ij
− aLG

ij

�

�

�

 can be calculated. In other words, 

model (34) maximises entropy with known attitudinal parameter. While model (17) obtains 
the attitudinal parameter by minimum TC. Noteworthy, when � ∈ [0.5, 0.676) , the LG can-
not reach consensus after one round of feedback. The model will have an optimal solution 
only after the inconsistent subgroup accept two rounds of advice, which means the ACDSGr  

should be changed to ACDSGr  and TC will be

Figure 5 illustrates the results of TC in Table 2 obtained with weight manipulation (curve) 
by model (34) and prevention weight manipulation (blue dot) by model (32), respectively. 
As previously pointed out, subgroups may have weight manipulative behaviors. The reason 
for weight manipulation is that each subgroup wants to increase its own weight in LSGDM. 
When the subgroups with large discourse power (PI) are strong, they hope that the weights 
are concentrated on themselves, as shown in the curve on the right side of the blue dot in 
Figure 5. When the subgroups with large discourse power are not very strong, the distribu-
tion of weights will be more even, as shown in the curve on the left of the blue dots. But 
weight manipulative behavior will hinder consensus efficiency to a certain extent (Fig. 6). 
To this end, we designed an anti-manipulation model (17). Experimental results show that 
the TC value obtained with our proposed model (32) is the lowest. More specifically, the 
curve to the left of the blue dot in Fig.5 reflects the situation based on ‘justice’ policy, 
where the weight distribution is relatively balanced but requires more cost due to multi-
ple rounds of feedback, so the efficiency is relatively low. While the curve to the right of 

(34)

max disp(W) = −
t
∑

c=1

wc lnwc

s.t.

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

aLG
ij

=
t
∑

r=1

wra
SGr

ij

ACDSGr < 𝛾 ∧ ACDSGr ≥ 𝛾 ,
�

r ∈ ACDSG
�

t
∑

c=1

t−c

t−1
wc = 𝛼 ∈ [0.5, 1)

wc ∈ [0, 1](c = 𝜎(r))
t
∑

c=1

wc = 1

TC(2) = TC1 + TC2 =
∑

r,i,j∈APS

�r ⋅

(

|

|

|

a
SGr

ij
− aLG

ij

|

|

|

+
|

|

|

|

̃
a
SGr

ij
− ãLG

ij

|

|

|

|

)

.

Table 2  TC with weight 
manipulation under different 
attitudinal parameter �

� Subgroups’ weights TC Maxi-
mum 
entropy

ACD
SG2

0.6 (0.272, 0.213, 0.347, 0.167) 0.677 1.35 0.817
0.7 (0.276, 0.165, 0.461, 0.098) 0.394 1.24 0.801
0.8 (0.252, 0.106, 0.596, 0.045) 0.405 1.03 0.802
0.9 (0.182, 0.043, 0.764, 0.01) 0.411 0.7 0.804
Model (32) (0.277, 0.177, 0.432, 0.114) 0.391 1.27 0.8
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Fig. 5  The TC under weight manipulation and prevention weight manipulation

Fig. 6  Simulation of the minimum cost and attitude parameters change with the feedback parameters of 
inconsistent subgroup SG2 after feedback
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the blue dot reflects the situation based on the efficiency policy, where the cost is rela-
tively low, but the weight distribution is relatively unreasonable. Therefore, our policy is 
to ensure the justice of the weight distribution as much as possible under the condition of 
high efficiency.

6.3  Sensitivity analysis

In this subsection, we simulate the change of feedback parameter in the interval [0, 1] to 
analyze anti-manipulation behavior. Specifically, we randomly generate the feedback 
parameters of inconsistent experts from 0 to 1, and then substitute these parameters into 
model (25). By solving the minimum cost and subgroups’ weights, the large group can 
reach consensus by coordinating the ‘efficiency’ policy and ‘justice’ policy. To do that, the 
following three cases are considered: 

Case 1.  When the value of feedback parameter is small, one round of feedback may not 
reach consensus, that is, the feedback parameter �r for inconsistent subgroup SGr 
in the interval 

[

0, �rlow

)

 is required more iterations to reach consensus.
Case 2.  When the value of feedback parameter �r for inconsistent subgroup SGr in the 

interval 
[

�rhigh , 1
]

 , the LG can reach consensus after one round of feedback.
Case 3.  While, when the feedback parameter is large enough for Case 2, there may be a 

set of fixed weights with the minimum cost, which is mainly due to the prefer-
ences are over-adjusted. Specifically, if the feedback parameter �r in the interval 
[

�rhigh , 1
]

, �rlow ≤ �rhigh , subgroups’ weights could be fixed values.

Noteworthy, due to Case 1 requires multiple rounds of iterations to reach consensus, it 
will incur a time cost, which is undesirable in the feedback mechanism based on minimum 
cost. Therefore, the model proposed in this article is mainly to analyze Case 2 and 3. The 
attitude parameter � is utilized to reflect the distribution of subgroups’ weights.

Randomly generate feedback parameters �2 ∈ [0, 1] , from model (25), we get that when 
0 ≤ 𝛿2 < 0.26 , the model has no feasible solution, which is applicable to Case 1. Thus, 
this paper suggests that the value of the feedback parameter should be not lower than 0.26. 
When 0.26 ≤ �2 ≤ 1 , the model has the optimal solution, which is applicable to Case 2. 
Specifically, when 0.26 ≤ �2 ≤ 0.335 , the LG can reach consensus by different attitudinal 
parameter in the interval [0.5, 1) with minimum cost. while when 0.335 < 𝛿2 ≤ 1 , the LG 
can can reach consensus by the same attitudinal parameter � = 0.5 with minimum cost, 
which is applicable to Case 3. This can be interpreted as adequate weight should be given 
when the inconsistent experts are fully willing to modify preferences. A visual simula-
tion of the minimum cost and attitude parameters change with the feedback parameters is 
shown in Fig. 4.

The blue and red lines in Fig.  4 reflect the conditions after feedback of the feedback 
parameters in the interval 0.26 ≤ �2 ≤ 0.335 and 0.335 < 𝛿2 ≤ 1 , respectively. The result 
of the blue line shows that when the weight distribution tends to be justice, the efficiency 
of CRP will decrease (due to the cost increase). The red line shows when the preferences 
are over-adjusted (ignore efficiency), the proposed model will give priority to the justice 
of weight distribution. Therefore, to better retain the original preferences of inconsistent 
subgroups, the feedback parameter �2 should be selected in the interval [0.26, 0, 335] as the 
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alternatives for inconsistent subgroup SG2 , so that the LG can reach consensus by coordi-
nating the ‘efficiency’ policy and ‘justice’ policy.

6.4  Ranking order of alternatives

Without loss of generality, it is assumed that the attribute weights of criteria are: 
� =

(

C1 = 1∕3;C2 = 1∕3; C3 = 1∕3
)T . After the feedback process of the numerical analy-

sis, we get the consensual collective decision matrix with � = 0.676:

Therefore, the overall consensual preference value of the four alternatives 
{

M1,M2,M3,M4

}

 
are:

The final consensus ranking of alternatives is:

In addition, we compared the rankings of the alternatives under different policy, as shown 
in Table 3. The result shows that the final alternative ranking result based on justice policy 
is different from our model, while the efficiency-based alternative ranking result is consist-
ent with our model. As can be seen from Table 2, the weights obtained by the proposed 
method in this paper are fairer than the method based on the efficiency policy (the curve to 
the right of the blue dot in Fig. 5). Therefore, it can be verified that the model proposed in 
this article not only guarantees efficiency, but also guarantees justice as much as possible.

6.5  Comparative analysis

To clearly differentiate between the proposed method and other methods on weight manip-
ulation behavior, this section compares with other literatures from a theoretical perspective. 
The characteristic comparisons of our method with other methods are shown in Table 4. To 
simplify notion, weight manipulation behavior is denoted by WMB.

In the aspect of research object: The manipulated objects mainly include attribute 
weight (Dong et al. 2018; Liu et al. 2019a), individual weight (Yager 2001; 2002; Wu et al. 

ALG =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

C1 C2 C3

M1

�

s3, 0.1
� �

s3,−0.03
� �

s3, 0.24
�

M2

�

s3,−0.01
� �

s3,−0.25
� �

s2, 0.47
�

M3

�

s4,−0.28
� �

s3, 0.34
� �

s2, 0.27
�

M4

�

s3, 0.35
� �

s2, 0.18
� �

s4,−0.32
�

⎞

⎟

⎟

⎟

⎟

⎟

⎠

M1 =
(

s3, 0.1
)

,M2 =
(

s3,−0.26
)

,M3 =
(

s3, 0.11
)

,M4 =
(

s3, 0.07
)

.

M3 ≻ M1 ≻ M4 ≻ M2.

Table 3  Rankings of the 
alternatives with different policy

� Type of policy Rankings of the alternatives

0.6 Justice M1 ≻ M3 ≻ M4 ≻ M2.

0.9 Efficiency M3 ≻ M1 ≻ M4 ≻ M2.

Model (32) both justice and efficiency M3 ≻ M1 ≻ M4 ≻ M2.
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2021a) and trust relationship (Its essence is to get more individual weight) (Dong et  al. 
2021). Attribute weight manipulation mainly affects the ranking of the alternatives. While 
the individual weight manipulation will not only affect the final ranking of the alternatives, 
but also affect the aggregating of individual preference.

In the aspect of research perspective: Weight manipulation behavior mainly exists in 
the consensus process and selection process in GDM. The purpose of attribute and indi-
vidual weight manipulation in the selection process is mainly to obtain a desired ranking of 
alternatives by weight manipulation (Yager 2001; 2002; Dong et al. 2018, 2021; Liu et al. 
2019a). But individual weight manipulation can also have an impact on the consensus pro-
cess. The reason for this effect is that the weight of the individual will affect the aggrega-
tion preference of group and feedback mechanisms often suggest discordant individuals to 
make adjustments based on group preferences. Therefore, individual weight manipulation 
behavior may affect the efficiency of consensus (Wu et al. 2021a).

In the aspect of preventing manipulation: Although the behavior of weight manipulation 
can help decision makers to obtain the ideal ranking of alternative to a certain extent, it 
also has some adverse effects, such as unreasonable decision results or low consensus effi-
ciency. To this end, Yager (2001; 2002) proposed a mechanism for modifying the construc-
tion of the group decision function to prevent weight manipulation behavior, but it doesn’t 
take into account consensus issues. Therefore, Wu et  al. (2021a) proposed an efficiency 
policy-based mechanism to prevent individual weight manipulation behavior in CRP.

Here are some advantages of our methods compared with the above literatures: 

(1) Compared with Yager (2001; 2002) and Wu et al. (2021a), we extend the research of 
weight manipulation from individual to subgroup. In general, subgroup behavior is 
more complex than individual behavior, so we define a power index to determine the 
importance ranking of subgroups, which provides a new research paradigm for weight 
manipulation behavior in LSGDM.

(2) Most of articles focuses on the effect of weight manipulation behavior on ranking of 
alternatives in selection process (Yager 2001; 2002; Dong et al. 2018,2021; Liu et al. 
2019a), while this paper mainly focus on the effect of manipulation behavior on con-
sensus process, which is similar to Wu et al. (2021a). In contrast with method of Wu 

Table 4  The comparative analysis among different models of weight manipulation behavior

References Research object Research perspective of WMB Prevent WMB

Yager (2001) Individual weight Selection process Yes
Yager (2002) Individual weight Selection process Yes
Dong et al. (2018) Attribute weight Selection process No
Liu et al. (2019a) Attribute weight Selection process No
Dong er al. (2021) Trust relationship Selection process No
Wu et al. (2021a) Individual weight Consensus process Yes
The proposed method Subgroup weight Consensus process Yes
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et al., in the design of the anti-manipulation model, we not only focus on the efficiency 
of CRP, but also consider the justice of weight distribution.

6.6  Discussion

In GDM, each decision maker wants to obtain greater importance degree (weight) for more 
benefits. For example, a decision maker with the lowest status is willing to adopt egali-
tarianism to assign weight. While a decision maker with the highest status expects to use 
authoritarianism to distribute weight. This behavior will increase the cost (efficiency) of 
the feedback process to a certain extent and hinder consensus. The existing studies on pre-
venting weight manipulation behaviors have focused on group consensus efficiency: how to 
minimize interaction costs. However, these mechanisms often ignore the justice of weight 
distribution. In this article, we define a more reasonable policy to prevent weight manipula-
tion by combining ‘justice’ and ‘efficiency’ simultaneously, which can achieve a balance 
between individual benefit and group goal.

Actually, under situation of weight manipulation, the total cost changes with the behav-
ior (attitude parameters). While only using the maximum entropy method to assign weights 
cannot know how to assign weights appropriately because ‘egalitarianism’ or ‘authoritari-
anism’ policies are not the optimal choice, which is reflected by dynamic weights in Figs. 
(4 and 5). Therefore, it is more reasonable to combine the maximum entropy model and 
the minimum cost model as limiting conditions to assign weights, where (1): Entropy is 
the largest, which solves the problem of ‘justice’. (2): The feedback total cost is minimal, 
which solves the problem of ‘efficiency’. If all two points can be achieved, the weights of 
subgroups are not manipulated in our proposed model (17). Besides, we demonstrate that 
subgroup weight manipulation does also affect the final ranking of alternatives. We com-
pare the effect of weight manipulative on the results in Table 3.

7  Conclusion

In SN-GDM, subgroups may exist weight manipulation behavior for certain benefit. This 
paper focuses on the impact of subgroup weight manipulation behavior on CRP. A method 
to prevent the weight manipulation in LSGDM problem by combining minimum adjust-
ment and maximum entropy is investigated. The main contributions of the article are as 
follows. 

 (i) It develops a new research paradigm to study the subgroup manipulation behavior in 
the process of preference aggregation by analyzing the network structure relationship 
of subgroups. To do that, a LPA based community detection method is introduced 
to cluster the large group into several subgroups. Then, a power index is defined to 
obtain the power relation of subgroup. An attitude-OWA based on maximum entropy 
method is introduced to simulate subgroups’ manipulation behavior from ‘egalitari-
anism’ to ‘authoritarianism’.

 (ii) Considering that weight manipulation behavior may hinder the efficiency of consen-
sus, it investigates a method to prevent subgroup weight manipulation and facility the 
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convergence of consensus with minimum cost. So, a minimum adjustment feedback 
mechanism based on maximum entropy method is established to assign reasonable 
weights for subgroups. The minimum adjustment is used for ‘efficiency’ rule while 
the maximum entropy is used for ‘justice’ rule. Compared with the method of Wu 
et al. (2021a), the proposed method has the advantage of considering the ‘justice’ 
of the weight distribution.

The purposed method also has some problems that need to be further study. 

 (i) This paper treats the subgroup as a whole during the feedback process, so the dif-
ferential feedback within the subgroup is not considered. In addition, the selection 
of parameters such as consensus threshold, network consensus threshold and Power 
parameter in this paper is random. But in the actual decision-making environment, 
the choice of these parameters are often related to human behavior (Wu et al 2021, 
Sun et al 2021). Therefore, it is necessary to conduct further research on them.

 (ii) This paper only considers weight manipulation, although there are also other types 
of manipulation behaviors that deserve more in-depth research. For example, the 
existing feedback mechanisms usually assume that inconsistent experts are willing 
to accept feedback suggestions with fixed feedback parameters, which means, more 
frequent than not, that more adjustment costs are incurred for them than necessary, 
thereby reducing the independence of inconsistent experts. This type of manipulative 
behavior is called as group manipulation behavior (Wu et al. 2021a).

It could be an interesting future research topic to discuss the trust relationship of social net-
works in SN-GDM when studying group manipulation behavior. The other research direc-
tion is to apply the proposed method to group recommender systems for social items, such 
as education recommendation, travel packages and TV shows, which tend to be consumed 
by groups rather than individuals. A key issue involved in group recommender systems is 
the consensus reaching process, which inevitably requires consideration of ‘justice’ and 
‘efficiency’. Furthermore, a social network-based decision support system can be devel-
oped based on the proposed method.
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