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Abstract
Chest radiography is the standard and most affordable way to diagnose, analyze, and exam-
ine different thoracic and chest diseases. Typically, the radiograph is examined by an expert 
radiologist or physician to decide about a particular anomaly, if exists. Moreover, com-
puter-aided methods are used to assist radiologists and make the analysis process accu-
rate, fast, and more automated. A tremendous improvement in automatic chest patholo-
gies detection and analysis can be observed with the emergence of deep learning. The 
survey aims to review, technically evaluate, and synthesize the different computer-aided 
chest pathologies detection systems. The state-of-the-art of  single and multi-pathologies 
detection systems, which are published in the last five years, are thoroughly discussed. The 
taxonomy of image acquisition, dataset preprocessing, feature extraction, and deep learn-
ing models are presented. The mathematical concepts related to feature extraction model 
architectures are discussed. Moreover, the different articles are compared based on their 
contributions, datasets, methods used, and the results achieved. The article ends with the 
main findings, current trends, challenges, and future recommendations.

Keywords  Chest radiography · Deep learning · Chest pathologies · Image acquisition · 
Datasets · Feature extraction · Classification

1  Introduction

Chest infections are the most general and common diseases which include lung cancer, 
pneumonia, asthma, tuberculosis, COVID, and so on Santos et  al. (2007). Figure 1 pre-
sents a few radiographs  that visually depict the mentioned diseases. Respiratory or chest 
diseases are one of the primary causes of mortality and disability worldwide. Globally, 
chronic obstructive pulmonary diseases (COPD) are considered the third highest reason 
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for death (Marciniuk and Schraufnagel 2021). It affects about 200 million people annu-
ally of which 3.2 million embrace death (Meghji et al. 2021; Soriano et al. 2020; Li et al. 
1990). Among children, of age five and less, pneumonia is one of the highest deadly dis-
eases which leads to the death of 2.5 million children annually (Lozano et al. 2012). Simi-
larly, asthma affects about 350 million people annually with 14% of the children world-
wide. Tuberculosis (TB) is another common fatal infectious disease that becomes the death 
cause of 1.4 million people per year. Lung cancer has a high mortality rate and leads to 1.8 
million deaths per year (Sung et al. 2021). The recent COVID-19 pandemic affected 621 
million population of which 6.56 million succumbed to the deadly disease1. In a nutshell, 
chronic respiratory diseases affect millions of people annually and become the death cause 
of 8 million people globally (Marciniuk and Schraufnagel 2021).

Fig. 1   Common Chest Pathologies: such infiltration, atelectasis, cardiomegaly, effusion, mass, nodules, 
pneumonia, pneumothorax, edema, lung opacity, lung lesion, and COVID-19

1  https://​news.​google.​com/​covid​19/​map?​hl=​en-​PK &​mid=%​2Fm%​2F02j​71 &​gl=​PK &​ceid=​PK%​3Aen.

https://news.google.com/covid19/map?hl=en-PK%20&mid=%2Fm%2F02j71%20&gl=PK%20&ceid=PK%3Aen
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Early detection of chest pathologies plays a significant role in proper treatment, con-
trol, and long-term planning such as vaccination and development of the precision med-
icines. Chest pathologies can be detected via chest radiographs, computed tomography 
(CT) scan, blood test, skin test, and sputum sample test. Among them, chest radiography 
is one of the most commonly used examination methods to diagnosis, segment detect, 
and manage the life-threatening pathologies. It is used to examine the chest (thorax), 
identify acute and chronic cardiopulmonary conditions, and help the medical staff to 
draw a final conclusion. Automated chest radiograph examination, at the level of prac-
tising physicians, could give significant advantages in different medical tasks to speed 
up the clinical decisions, and prioritize the workflow in highly extensive healthcare 
working environments. The key advantages of chest X-ray images include their low cost 
and easy operation. Even in underdeveloped areas, modern digital radiography (DR) 
machines are very affordable. Thus, chest radiography is commonly used in the diagno-
sis and detection of chest pathologies.

Chest radiography encompasses enough details about the health of the patient. How-
ever, accurately examining the information in detail is always a key challenge for physi-
cians. Classifying the abnormalities of chest X-rays are considered as a monotonous job for 
clinical radiologists. However, many researchers proposed algorithms to perform this task 
automatically (Ashizawa et al. 1999; El-Solh et al. 1999; Wang et al. 2017). In the last few 
years, computer-aided diagnosis (CAD) based systems have been used to extract discrimi-
native details from X-ray images to assist physicians in quantitative insight. These CAD 
systems help physicians and radiologists speed up the examination process and make the 
decision accurate and reliable. In the start, CAD systems were used in breast cancer detec-
tion in mammography and a myriad of studies has been done to prove their real clinical 
validity (Bratincevic and Matijaš 2022). The first attempt to set up a computer-aided detec-
tion system for chest pathologies was started in the 1960s which proved helpful to facili-
tate the pathologists (Lodwick et al. 1963). Many industrial and commercial products are 
been evolved for medical applications like Riverain, CAD4 TB, and Delft imaging systems 
(Zakirov et al. 2015). Still, the current CAD systems are unable to make an independent 
decision about a pathology. Figure 2 depicts the current research trends in the processing 
and analysis of chest images.

Deep learning (DL) algorithms have been designed for  chest X-ray analysis and lung 
diseases classification (Wang et  al. 2017; Singh et  al. 2018; Qin et  al. 2018; Pasa et  al. 
2019). These approaches assist radiologists, reduce errors in diagnosis, analyze typical 
abnormalities or uncertainties, localize skeptical regions, and overcome the limitations of 
human bias and perception. In some cases, it is possible to have more than one pathology 
in a radiograph such as tuberculosis, lung cancer or pulmonary nodule, edema and etc. An 
automated deep learning-based system either detects multiple diseases from a single radio-
graph or a single specific disease. This survey provides detail of state-of-the-art single and 
multiple disease detection systems.

In literature, there are many reviews on medical image analysis using deep learning 
models (Litjens et  al. 2017; Feng et  al. 2019; van Ginneken 2017; Sahiner et  al. 2019) 
and chest X-ray (CXR) analysis with deep learning (Qin et al. 2018; Kallianos et al. 2019; 
Anis et al. 2020). However, these reviews are very specific and focus on single diseases 
like pneumonia (Khan et al. 2021), lung cancer (Pratim and Nachamai 2022), tuberculosis 
(Oloko-Oba and Viriri 2022), pulmonary nodule detection (Li et al. 2022), and COVID19 
detection (Chen et al. 2020). Thus, there is a need to review the multi-disease and single-
disease chest pathology detection systems in terms of a comprehensive literature evalu-
ation, methodology framework, and description of datasets. The focus of this article is 
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to evaluate and synthesize the state-of-the-art of  multi-disease and single-disease chest 
pathology detection systems, particularly deep learning. For this purpose, numerous arti-
cles are reviewed with a special focus on datasets, feature extraction, model architecture, 
and analysis of results. Moreover, attention is paid to the explanation and evaluation of 
mathematical concepts.

This systematic review focus to evaluate the deep learning methods used for chest 
pathologies detection in X-ray images. More specifically, we try to answer the follow-
ing questions.  What is the taxonomy of deep learning-based systems of chest pathologies 
detection? What are the publically available datasets of chest radiographs and what are 
their main characteristics? Which approaches are used for feature extractions and feature 
selections and what are their pros and cons? Which of the state-of-the-art methods are 
used for single and multi-pathologies detection? What are the challenges in chest patholo-
gies detection systems and what can be done for their improvement? In the subsequent sec-
tions we try to answer the given questions.

The rest of the paper is organized into six sections. Section 2 presents the systematic 
taxonomy of deep learning-based systems in the context of chest radiographs. State-of-
the-art multi-class and single-class chest pathologies detection systems are discussed in 
Sect. 3. The main finding of the systemic review is presented in Sect. 4. Sect. 5, presents 
the limitations, challenges, and future recommendations. Finally, the conclusion is drawn 
in Sect. 6.

2 � Chest radiograph detection system

The standard workflow of a deep-leaning-based chest pathology detection system contains 
five main steps: image acquisition, preprocessing, feature extraction, feature selection, and 
classification. The first step of the deep-leaning-based chest pathology detection system 
is Image Acquisition in which digital images are generated. The generated images are 

Fig. 2   Statistics of current research interest in chest images
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publicly available in the form of datasets. Datasets are the primary and important require-
ment for the model training (Rehman et al. 2021). One of the difficulties in dataset creation 
is the annotation of a different subject. In the case of medical imaging, dataset creation 
becomes more difficult and challenging due to the lack of domain experts. The next step 
is Preprocessing which aims to enhance or improve the quality of chest images. After pre-
processing, the important, distinctive and concise information is extracted from the images 
in the Feature Extraction step. Feature selection is a method of selecting the most optimum 
and relevant features from the original features set by removing redundant, irrelevant, or 
noisy features. It helps the model to work well, avoid the curse of dimensionality, reduce 
over-fitting and training time, and enhances the generalization. The final and foremost step 
is classification in which a given set of data is categorized into classes. Figure 3, presents 
the given taxonomy in detail.

2.1 � Image acquisition

The acquisition is the process to generate a digital image of the infectious area. Differ-
ent mechanisms can be used to generate different modalities such as chest radiographs 
(X-ray), CT scans, histopathology images, and sputum smear microscopy images. A 
chest radiograph employs ionizing radioactive emission to develop the image of the 
chest by directing beams into the body of a person. Chest X-rays are used for chest 
pathologies detection such as lung cancer (Gordienko et  al. 2018), pneumonia (Ayan 
and Murat Ünver 2019; Irvin et  al. 2019), COVID-19 detection (Panwar et  al. 2020), 
tuberculosis (Lopes and Valiati 2017), and etc. Computed tomography (CT) scans cre-
ate sectional images of different depths and plans by scanning the patient’s biopsy. CT 
scans are widely used in chest pathologies detection such as lung cancer (Rao et  al. 
2016), COVID-19 (Gozes et  al. 2020; Wang et al. 2021), and tuberculosis (Gao et  al. 
2020). A sputum smear is a form of an imaging modality that is used to detect the 
dense fluid of the lungs, called sputum. To examine the sputum, a thin layered sample 
of sputum is taken on the slide of glass. It is mostly used for the detection of tuber-
culosis (Panicker et  al. 2018; Mithra et  al. 2019; Samuel 2019). Chest ultrasound is 

Fig. 3   A taxonomy of chest pathologies detection systems
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a noninvasive indicative technique that examines images to evaluate the chest organs 
and structures. For instance, the lungs, pleural space (area between the interior wall of 
the chest and lung), and mediastinum (chest area comprising the trachea, heart, lymph 
nodes, aorta, thymus, esophagus). Ultrasound technology allows quick visualization of 
the chest organs and structures from outside the body. Ultrasound is commonly used in 
pneumonia (Contreras-Ojeda et al. 2019; Correa et al. 2018) and COVID-19 detections 
(Zhaoyu et al. 2021; Li et al. 2021; Zhang et al. 2020).

2.2 � Datasets

In the field of deep learning, datasets are the primary and important requirement for the 
model training (Rehman et  al. 2021). The deep models are extremely data-ravenous. 
More data means better generalization and vice versa. One of the difficulties in dataset 
creation is the annotation of a different subject. In case of medical imaging, datasets 
creation becomes more difficult and challenging due to the lack of domain experts. This 
section contains a description of a few well-known datasets.

–	 CheXpert dataset: CheXpert Irvin et al. (2019) is the large publicly available chest radi-
ography dataset. It contains 224,316 scans of 65,240 unique patients. It was collected at 
Stanford Hospital, California, USA, between October 2002 and July 2017. The X-rays 
are retrospectively collected in frontal and lateral views and labeled with 14 different 
pathologies based on the Fleischner Society’s glossary interpretation. Each X-ray image 
is labeled with one or more labels such as Atelectasis, Edema, Consolidation, Fracture, 
Cardiomegaly, Lung Lesion, Pneumonia, Lung opacity, Pneumothorax, Enlarged Car-
diomediastinum, Pleural Effusion, Support devices, Pleural other, and No finding. The 
CheXpert dataset is generally used for multi-pathologies detections.

–	 ChestX-ray14 dataset: ChestX-ray14 dataset Wang et  al. (2017) is another leading 
public repository of chest images. It is collected at the NIH clinical center affiliated 
hospitals. This dataset contains 112,120 frontal-view chest radiographs (both pos-
teroanterior and anteroposterior) of 30,805 patients. It contains 14 different classes. 
Each X-ray image is labeled with one or more labels such as Pneumonia, Atelectasis, 
Consolidation, Cardiomegaly, Nodule, Efusion, Emphysema, Fibrosis, Hernia, Infil-
tration, Mass, Edema, Pneumothorax, Pleural thickening.

–	 MIMIC Chest X-ray (MIMIC-CXR): MIMIC-CXR is one of the large publicly avail-
able datasets Johnson et al. (2019). This dataset comprises 371,920 chest images of 
224,548 patients. It is collected at Beth Israel Deaconess Medical Center, MIT, Bos-
ton between 2011 and 2016. The X-ray images are annotated with 14 different labels 
using natural language processing. The labels are examined with an open-source 
CheXpert label. In this dataset, the images contain a lateral view and a frontal view.

–	 PADCHEST:   PADCHEST Bustos et  al. (2019) dataset contain 160,868 images of 
67,000 patients with proper annotation and detailed reports. It is collected at the 
Hospital of San Juan from 2009 to 2017. It is one of the largest annotated datasets 
suitable for supervised learning and classification.

–	 Indiana (Open-i) dataset: Indiana dataset Demner-Fushman et al. (2016) is collected 
from the 3,996 radiological reports of Indiana Network for Patient Care. The x-ray 
images are obtained in two views: posterior-anterior (PA) and lateral view. The sizes 
of images range from 1024 pixels to 4248 pixels.
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–	 PLCO:  PLCO Zhu et al. (2013) is an experimental dataset for Prostate Lung Colo-
rectal and Ovarian (PLCO) cancer. This dataset contains 185,421 X-rays of 56,071 
patients. The x-ray images are labeled with 22 different pathologies of 4 abnormal-
ity levels.

–	 Ped-Pneumonia: Ped-Pneumonia dataset consists of 5,856 pediatric pneumonia 
X-ray images. It contains 8-bit grayscale images in JPEG format. It is collected at 
Guangzhou Women and Children’s Medical Center, China. The annotations are 
made by classification with radiological interpretation labeling. This dataset con-
tains three classes such as bacterial pneumonia, viral pneumonia, and normal.

–	 RSNA-Pneumonia: RSNA-Pneumonia Rsna is introduced for RSNA competition, 
2018. It consists of 30,000 x-ray image with proper annotations. The annotations are 
made by expert radiologists with the bounding box technique. The bounding boxes 
are assigned around the lung opacities with three labels such as lung opacity, normal, 
and abnormal. This dataset contain 8-bit grayscale images of 1024 × 1024 resolutions.

–	 Shenzhen: Shenzhen dataset Jaeger et  al. (2014) is used tuberculosis detection. It 
contains 662 8-bit grayscale x-ray images. Each image is either labeled as normal or 
tuberculosis. This dataset is collected in September 2012 at Shenzhen Hospital No.3, 
China.

–	 Montgomery Montgomery dataset Jaeger et  al. (2014) is also used tuberculosis 
detection. It contains 138 X-ray images collected by the Department of Health and 
Human Services of Montgomery, USA. The images are annotated by classification 
and segmentation masks with a radiologistś interpretations.

–	 LIDC-IDRI: LIDC- IDRI ArmatoIII et al. (2011) is one of the largest lung CT scans 
collection publicly available for the research community. It is jointly created by 8 
medical imaging companies and 7 academic centers. It contains 1,018 patient’s scans 
which includes 142 non-nodule, 26 benign, and 850 malignant cases. Each patient 
has a different number of scans taken from a different angle. This dataset is used for 
nodule detection and segmentation of lung cancer.

–	 JSRT: JSRT dataset Shiraishi et al. (2000) is used for heart and lung segmentation. 
It contains 247 images of 12-bit depth and pixel size of 0.175mm with 2048 × 2048 
resolution. The annotations represent the location of nodules. The annotations are 
done by segmentation with radiologistsínterpretations labeling. It can be used for 
binary classification such as malignant or benign.

–	 BIMCV: BIMCV dataset Vayá et  al. (2020) is used for COVID-19 detection and 
diagnosis. This dataset was collected by Valencian Region Medical Image Bank 
(BIMCV) in 2020. It contains 3293 chest X-rays including 1,305 CXRs as COVID-
19 positive cases. This dataset consists of 16-bit PNG images labeled with labora-
tory test results.

–	 COVID-CXR: This dataset Cohen et al. (2020) consists of 930 CXRS and is still in the 
development phase. The CXR images are collected from different sources such as hos-
pitals, research papers, development centers, etc. The images consist of JPEG or 8-bit 
PNG format.

–	 COVIDGR: COVIDGR dataset Tabik et al. (2020) is used for COVID detection. It is 
collected at the Hospital Universitario San Cecilio, Spain. It contains 852 CXRs in the 
posteroanterior view. The 426 CXR images are labeled as COVID-19 positive accord-
ing to RT-PCR results. The details of the datasets according to pathology specification, 
labeling method, format, host, and size is explained in Table 1.



12614	 A. Rehman et al.

1 3

Ta
bl

e 
1  

R
ev

ie
w

 o
f t

he
 P

ub
lic

al
ly

 av
ai

la
bl

e 
C

X
R

 d
at

as
et

s

D
at

as
et

Sp
ec

ifi
ca

tio
n

La
be

lin
g 

m
et

ho
d

Fo
rm

at
H

os
t

Si
ze

C
he

X
pe

rt 
Ir

vi
n 

et
 a

l. 
(2

01
9)

14
 M

ul
ti-

la
be

l p
at

ho
lo

gi
es

Re
po

rt 
Pa

rs
in

g,
 R

ad
io

lo
gi

st 
C

oh
or

t a
gr

ee
m

en
t o

n 
C

he
st 

X
-R

ay
s

JP
EG

St
an

fo
rd

 H
os

pi
ta

l, 
C

al
ifo

rn
ia

, 
U

SA
22

4,
31

6 
im

ag
es

 6
5,

24
0 

pa
tie

nt
s

C
he

stX
-r

ay
14

 d
at

as
et

 W
an

g 
et

 a
l. 

(2
01

7)
14

 M
ul

ti-
la

be
l p

at
ho

lo
gi

es
Re

po
rt 

Pa
rs

in
g,

 R
ad

io
lo

gi
st 

In
te

rp
re

ta
tio

n 
of

 C
he

st 
X

-R
ay

s

PN
G

C
lin

ic
al

 P
A

C
S 

da
ta

ba
se

s o
f 

N
IH

 C
lin

ic
al

 C
en

te
r

11
2,

12
0 

fro
nt

al
-v

ie
w

 (b
ot

h 
po

ste
ro

-a
nt

er
io

r a
nd

 a
nt

er
o-

po
ste

rio
r)

, 3
0,

80
5 

pa
tie

nt
s

M
IM

IC
 C

he
st 

X
-r

ay
 Jo

hn
so

n 
et

 a
l. 

(2
01

9)
14

 M
ul

ti-
la

be
l p

at
ho

lo
gi

es
Re

po
rt 

Pa
rs

in
g

JP
EG

, D
IC

O
M

B
et

h 
Is

ra
el

 D
ea

co
ne

ss
 M

ed
i-

ca
l C

en
te

r i
n 

B
os

to
n,

 M
IT

47
3,

05
7 

im
ag

es
, 6

3,
47

8 
pa

tie
nt

s, 
20

6,
56

3 
re

po
rts

PA
D

C
H

ES
T 

B
us

to
s e

t a
l. 

(2
01

9)
M

ul
ti-

la
be

l p
at

ho
lo

gi
es

Re
po

rt 
Pa

rs
in

g,
 R

ad
io

lo
gi

st 
In

te
rp

re
ta

tio
n 

of
 R

ep
or

ts
TI

FF
Sa

n 
Ju

an
 H

os
pi

ta
l

16
0,

86
8 

im
ag

es
, 6

7,
62

5 
pa

tie
nt

s, 
20

6,
22

2 
re

po
rts

In
di

an
a 

da
ta

se
t D

em
ne

r-
Fu

sh
m

an
 e

t a
l. 

(2
01

6)
C

ar
di

om
eg

al
y,

 P
ul

m
on

ar
y 

Ed
em

a,
 O

pa
ci

ty
 o

r P
le

ur
al

 
Eff

us
io

n

R
ad

io
lo

gi
st 

In
te

rp
re

ta
tio

n 
of

 
C

he
st 

X
-R

ay
s

D
IC

O
M

In
di

an
a 

N
et

w
or

k 
fo

r P
at

ie
nt

 
C

ar
e 

an
d 

affi
lia

te
d 

ho
s-

pi
ta

ls

81
21

 im
ag

es
, 3

99
6 

pa
tie

nt
s, 

39
96

 re
po

rts

PL
CO

 Z
hu

 e
t a

l. 
(2

01
3)

22
 M

ul
ti-

la
be

l p
at

ho
lo

gi
es

R
ad

io
lo

gi
st 

In
te

rp
re

ta
tio

n 
of

 
C

he
st 

X
-R

ay
s

TI
FF

N
IH

 w
eb

si
te

18
5,

42
1 

im
ag

es
, 5

6,
07

1 
pa

tie
nt

s
Pe

d-
Pn

eu
m

on
ia

 d
at

as
et

B
ac

te
ria

l a
nd

 V
ira

l p
ne

um
o-

ni
a,

 N
or

m
al

R
ad

io
lo

gi
st 

In
te

rp
re

ta
tio

n 
of

 
C

he
st 

X
-R

ay
s

JP
EG

58
56

 im
ag

es

R
SN

A
-P

ne
um

on
ia

 R
sn

a
Pn

eu
m

on
ia

 a
nd

 N
or

m
al

R
ad

io
lo

gi
st 

In
te

rp
re

ta
tio

n 
of

 
C

he
st 

X
-R

ay
s

D
IC

O
M

R
SN

A
/K

ag
gl

e 
w

eb
si

te
58

63
 im

ag
es

Sh
en

zh
en

 d
at

as
et

 Ja
eg

er
 e

t a
l. 

(2
01

4)
Tu

be
rc

ul
os

is
 a

nd
 N

or
m

al
R

ad
io

lo
gi

st 
In

te
rp

re
ta

tio
n 

of
 

C
he

st 
X

-R
ay

s
D

IC
O

M
Sh

en
zh

en
 N

o.
3 

Pe
op

le
’s

 
H

os
pi

ta
l,G

ua
ng

do
ng

 M
ed

i-
ca

l C
ol

le
ge

, C
hi

na

66
2 

im
ag

es
 in

 fr
on

ta
l v

ie
w

M
on

tg
om

er
y 

da
ta

se
t J

ae
ge

r 
et

 a
l. 

(2
01

4)
Tu

be
rc

ul
os

is
 a

nd
 N

or
m

al
R

ad
io

lo
gi

st 
In

te
rp

re
ta

tio
n 

of
 

C
he

st 
X

-R
ay

s
PN

G
M

on
tg

om
er

y 
C

ou
nt

y 
D

ep
ar

t-
m

en
t o

f H
ea

lth
 a

nd
 H

um
an

 
Se

rv
ic

es

13
8 

im
ag

es
 in

 fr
on

ta
l v

ie
w

LI
D

C
- I

D
R

I A
rm

at
oI

II
 e

t a
l. 

(2
01

1)
B

en
ig

n,
 M

al
ig

na
nt

 a
nd

 n
on

-
no

du
le

R
ad

io
lo

gi
st 

In
te

rp
re

ta
tio

n 
of

 
C

he
st 

X
-R

ay
s

D
IC

O
M

Th
e 

C
an

ce
r I

m
ag

in
g 

A
rc

hi
ve

24
4,

52
7 

im
ag

es
, 1

01
8 

pa
tie

nt
s

JS
RT

 d
at

as
et

 S
hi

ra
is

hi
 e

t a
l. 

(2
00

0)
Lu

ng
 N

od
ul

es
 (M

al
ig

na
nt

, 
B

en
ig

n)
, a

nd
 N

o 
N

od
ul

es
R

ad
io

lo
gi

st 
In

te
rp

re
ta

tio
n 

of
 

C
he

st 
X

-R
ay

s
D

IC
O

M
Ja

pa
ne

se
 S

oc
ie

ty
 o

f R
ad

io
-

lo
gi

ca
l T

ec
hn

ol
og

y
24

7 
im

ag
es

B
IM

C
V

 d
at

as
et

 V
ay

á 
et

 a
l. 

(2
02

0)
CO

V
ID

-1
9 

an
d 

N
or

m
al

La
bo

ra
to

ry
 T

es
ts

D
IC

O
M

Va
le

nc
ia

n 
Re

gi
on

 M
ed

ic
al

 
Im

ag
eB

an
k 

(B
IM

C
V

)
32

93
 im

ag
es

, 1
30

5 
pa

tie
nt

s, 
23

91
 st

ud
ie

s



12615Review on chest pathogies detection systems using deep learning…

1 3

Ta
bl

e 
1  

(c
on

tin
ue

d)

D
at

as
et

Sp
ec

ifi
ca

tio
n

La
be

lin
g 

m
et

ho
d

Fo
rm

at
H

os
t

Si
ze

CO
V

ID
-C

X
R

 C
oh

en
 e

t a
l. 

(2
02

0)
CO

V
ID

-1
9,

 v
ira

l b
ac

te
ria

l 
an

d 
fu

ng
al

 p
ne

um
on

ia
 

vi
ru

se
s

D
iff

er
en

t l
ab

el
in

g 
m

et
ho

ds
PN

G
, J

PE
G

D
iff

er
en

t h
os

pi
ta

ls
, r

es
ea

rc
h 

pa
pe

rs
, d

ev
el

op
m

en
t 

ce
nt

er
s

86
6 

im
ag

es
, 4

49
 p

at
ie

nt
s

CO
V

ID
G

R
 d

at
as

et
 T

ab
ik

 
et

 a
l. 

(2
02

0)
CO

V
ID

-1
9 

po
si

tiv
e 

an
d 

CO
V

ID
-1

9 
ne

ga
tiv

e
R

ad
io

lo
gi

st 
In

te
rp

re
ta

tio
n 

of
 

C
he

st 
X

-R
ay

s
JP

EG
H

os
pi

ta
l U

ni
ve

rs
ita

rio
 C

ln
ic

o 
Sa

n 
C

ec
ili

o,
 G

ra
na

da
, 

Sp
ai

n

85
2 

im
ag

es



12616	 A. Rehman et al.

1 3

2.3 � Preprocessing

Preprocessing aims to enhance or improve the quality of chest images. In some cases, 
preprocessing is important for further steps such as feature extraction, segmentation, 
and classification. In the literature, several preprocessing techniques are used for chest 
pathology detection such as image enhancement, region of interest (ROI) detection, 
image segmentation, bone suppression, edge detection, and data augmentation.

Image enhancement is employed to increase the contrast of chest images. It is the 
process to increase the range of the brightness values

where, g(x, y) is the output image, f(x, y) is the input image, fmax is the maximum value 
of image, fmin is the minimum value of image, and bpp denotes bits per pixels. Different 
algorithms can be used for contrast enhancement such as contrast limited adaptive histo-
gram equalisation (CLAHE) (Rajaraman et al. 2018; Rahman et al. 2021). Similarly, the 
quality of an image can be improved by filtering. Quality enhancement rather means to 
improve the visual quality of an image but it means to make the image suitable for further 
processing. Thus, smoothing and sharpening can be considered image enhancement tech-
niques (Hall et al. 1971). Generally, three types of filters such as guassian filter (Ambita 
et al. 2020; Alsaade et al. 2021; Vijaya and Suhasini 2014), median filter (Makaju et al. 
2018), and wiener filter (Antony et  al. 2021) can be used in the preprocessing of chest 
radiographs. The median filter is used for noise removal and smoothing of an image. The 
median filter computes the median of all the pixels in the desired neighborhood and then 
replaces those pixels with the median value

where k represents a neighborhood as defined by the user, centered around location [i, j] in 
the image.

Wiener filter is the inverse filtering technique used to remove additive noise and blur-
ring. It minimizes the mean square error (MSE) on a stochastic framework. In Fourier 
space, wiener filter can be calculated as:

where Pxx represents power spectra of the original image, F(x1, x2) is the blurring filter, 
AN�� is the additive noise, respectively.

Gaussian filtering is used for noise removal and additive details. It makes the image 
blur and removes the extra details

where, i and j represent the horizontal and vertical axis, and � denotes the standard devia-
tion of the gaussian distribution.

(1)g(x, y) =
f (x, y) − fmin

fmax − fmin
∗ 2bpp

(2)g[i, j] = median{f [r, s], (r, s) ∈ k}

(3)gw(x1, x2) =
F ∗ (x1, x2)Pxx(x1, x2)

|F(x1, x2)|2Pxx(x1, x2) + AN��(x1, x2)

(4)gf (i, j) =
1

2��2
e
−

i2+j2

2�2
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In classical machine learning and computer applications, segmentation is necessary 
to obtain the region of interest (ROI). It is used for different purposes such as: detecting 
pulmonary nodules, segmenting lung fields, detecting cardiomegaly, detecting ribs, con-
tours of the lung fields, diaphragm, and abnormal asymmetry detection, etc.

The deep learning techniques are highly data-hungry approach. For better training, more 
and more data is needed. In some situations, enough amount of data is not available to train 
the system. Thus, data augmentation is used to increase the number of training samples 
(Sirazitdinov et al. 2019; Ganesan et al. 2019; Ogawa et al. 2019). In data augmentation, 
the images are rotated, translated, and flipped to generate variants of the given image. Sim-
ilarly, noise can also be added to the image and the sharpness or brightness of the image 
can be changed to generate different variants of the same image. Data augmentation gener-
ates enough amount of training data that improves the generalization of the deep networks.

2.4 � Feature extraction

Images contain many values (pixels). All the pixels are not important for a high-level deci-
sion such as classification. It is important to extract or draw out the important information 
that can distinguish one phenomenon from the other phenomenon. In machine learning, 
this kind of distinctive and concise information is called features. Features can be the spe-
cific representation of images such as edges, points, blobs, objects, shapes, sizes, etc. Fea-
ture extraction techniques are important to extract substantial detail from chest images in 
terms of numerical values (O’Mahony et al. 2019). The feature extraction techniques can 
be characterized into two main types on the basis of working behavior: handcrafted fea-
tures and automatic features learned by deep models (Rehman et al. 2019). Hand-crafted 
features are the statistical characteristics that contain the local geometric (or color) infor-
mation of objects or the global detail such as histogram (Bibi et al. 2020).

The handcrafted features used in the literature include: Gabor (Soleymanpour and 
Pourreza 2011; Ayaz et al. 2021), color layout descriptor (CLD) (Vajda et al. 2018), Hu 
Moments (Bhandary et  al. 2020), local binary patterns (LBP) (Maheshwari et  al. 2021; 
Ismael and Şengür 2021), area, centroid, histogram of oriented gradients (HOG) (Chauhan 
et al. 2014), scale-invariant feature transform (SIFT) (Bakar et al. 2020; Ismael and Şengür 
2021), edge histogram descriptor (EHD) (Jaeger et  al. 2013), speeded-up robust feature 
(SURF) (Govindarajan and Swaminathan 2019; Bakar et al. 2020), and pyramid histogram 
of oriented gradients (PHOG).

The Gabor filter is widely used for handcrafted feature extraction. It is the product of the 
gaussian function with a plane wave

where, � denotes the wavelength of sinusoidal factor, � is the phase offset, � is the stand-
ard deviation of the gaussian function, � is the orientation of the normal to the paral-
lel stripes of a gabor function, � represents spatial aspect ratio , i� = i cos � + y sin � , 
j
�

= −i sin � + j cos � . In the spatial domain, two-dimensional (2D) gabor filter can be cal-
culates as:

where g(i, j) is the gaussian function computed as:

(5)gf (i, j;�, �,� , �, �) = exp

(
−
i�2 + �2j�2

2�2

)
cos

(
2�

x�

�
+ �

)

(6)h(i, j) = g(i, j)e−2�j(uoi+voj)
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Color layout descriptor (CLD) is used to represent the spatial dissemination of colors in a 
very compact and invariant resolution. CLD can be deployed for a wide variety of content 
filtering, structure-based retrieval applications, similarity-based retrieval, and visualization 
of chest radiographs. Discrete cosine transformation (DCT) is applied on the 2D array of 
local representative colors in Y or Cb or Cr color space to achieve the feature descriptor. 
CLD is used to compare the similarity of two images

Local binary patterns (LBP) (Maheshwari et al. 2021) is a unifying feature extraction tech-
nique that is conventionally different from structural and statistical features. LBP maps 
every pixel to a numeric code to express the association of the center pixel to its neigh-
borhoods. It uses binarized difference encoding to combine the neighborhood geometry at 
every pixel with neighbor pixels

where, pc is the desired encoded pixel, pn is the uniform sampled factors of circular region 
of pc at the outer edge, and f (pn, pc) is a binarization function of LBP. The binarization 
function f (pn, pc) is computed as:

Image moments are usually applied for the characterization of an object’s shape inside the 
image. The image moments get the fundamental and basic information such as orientation, 
centroid, area of the object, and other necessary properties. The Hu moments p + q of an 
image is calculated as:

The coordinate of the gravity center is expressed as:

Then the p + q order of center moment is given as:

The area of the CXR images is used to compute the relative size of the object. It is meas-
ured in pixels

(7)g(i, j) = e1∕2[(i
2+j2)∕�2]

(8)D =

√∑

i

fyi(DYi − DY �
i
)2 +

√∑

i

fbi(DCbi − DCb�
i
)2 +

√∑

i

fri(DCri − DCr�
i
)2.

(9)LBP =

N−1∑

n=0

s(pn, pc) ∗ 2n

(10)f (pn, pc) =

{
1, pn ≥ pc
0, pn ≤ pc

(11)hmp,q =
∑

i

∑

j

ipjqf (i, j)

ī =
hm10

hm00

=

∑
i

∑
j if (i, j)∑

i

∑
j f (i, j)

j̄ =
hm01

hm00

=

∑
i

∑
j jf (i, j)∑

i

∑
j f (i, j)

(12)cpq =
∑

i

∑

j

(i − ī)p(j − j̄)qf (i, j).

(13)Area =
∑∑

I(i, j) (0 ≤ i, j ≤ N − 1).
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The center of the area for an object in an image is defined by the pair (im, jn)

One of the most important statistical feature description and detection techniques is scale-
invariant feature transform (SIFT) (Lowe 2004). It is used to detect and describe the local 
features of the images. SIFT features are extracted using four major steps: detection of 
scale-space extrema, keypoint localization, orientation assignment, and feature vector gen-
eration. The first step of SIFT is to detect the scale space of an image

where,

Keypoint localization is the interpolation of the points with quadratic taylor series. The 
scale space function of the taylor series is expressed by

In the SIFT third step, the orientation of the gradients is computed

Finally, the feature vector is generated from each keypoint. Another important local feature 
descriptor inspired by SIFT is the speeded-up robust features (SURF). SURF is faster than 
SIFT and also detects more discriminative features. It works in three steps: interest point 
detection, local neighborhood description, and matching. To detect the interest point, an 
approximation of gaussian smoothing is computed using square-shaped filters

Then the point of interests can be computed using Hessian matrix Hm(p, �) at the point pt 
and scale �

where Cxx(pt, �)Cxx(pt, �) is the convolution of the second-order derivative of gaussian 
with the image I(x, y) at the point pt.

Machine learning-based automated feature extraction is the second type of feature learn-
ing and extraction. In this method, there is no need to explicitly extract features and feed 
them to the downstream processing model. Here the features are automatically learned 

(14)im =
∑∑

iI(i, j)∕Area (0 ≤ i, j ≤ N − 1)

(15)jn =
∑∑

jIi(i, j)∕Area (0 ≤ i, j ≤ N − 1).

(16)S(r, c, �) = G(r, c, �)I(r, c)

(17)G(r, c, �) =
1

2��2
e−(r

2+c2)∕2�2

.

(18)K(r, c, �) = K +
�KT

�Kr
r +

1

2
cT

�2K

�r2
c.

(19)O(i, j) =

√
(S(r + 1, c) − S(r − 1, c))2 + (S(r, c + 1) − S(r, c − 1))2

(20)�(r, c) = acrtan(S(r, c + 1) − S(r, c − 1), S(r + 1, c) − S(r − 1, c))

(21)GS(r, c) =

r∑

x=0

c∑

y=0

I(x, y).

(22)Hm(pt, �) =

(
Cxx(pt, �) Cxy(pt, �)

Cyx(pt, �) Cyy(pt, �)

)
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by minimizing the loss. This type of feature extraction method took a high momentum 
after the advent of deep learning. Compared to handcrafted feature engineering, automated 
feature learning extracts very rich and very discriminative features. Due to the virtue of 
automated feature learning the deep models are outperforming the conventional tech-
niques. The main difficulty in automated feature learning is its explainability. Generally, 
people think of the deep model as a black box due to a lack of understanding of the internal 
characterization.

2.5 � Feature selection

Feature selection is a method of selecting the most optimum and relevant features from the 
original features set by removing redundant, irrelevant, or noisy features. It helps the model 
to work well, avoid the curse of dimensionality, reduce over-fitting and training time, and 
enhances the generalization.

The feature selection methods can be divided into two types: supervised and unsuper-
vised feature selection techniques. Supervised feature selection techniques can be used for 
labeled datasets by considering the target variable whereas the unsupervised feature selec-
tion techniques can be used for unlabeled datasets where the target labels are not available. 
The supervised feature selection techniques can be further divided into three types: wrap-
per methods, filtering methods, and embedded methods. In wrapper method, the features 
selection is considered a search problem in which different combinations are made, and 
evaluated. It is an iterative process to train the model by trying out different subsets of 
the features. The most common techniques in the wrapper methods are forward selection, 
backward elimination, exhaustive feature selection, and recursive feature elimination.

In filtering, features are selected on the basis of statistics measures. This class of meth-
ods is independent of the learning algorithm and chooses the features as a preprocessing 
step. Some common techniques of filtering methods are Information gain, Chi-square test, 
Fisher’s score, and missing value ratio. Embedded methods considers feature interaction to 
achieve the strengths of both filtering and wrapper methods with low computational cost. 
Some of the well-known embedded methods are regularization, random forest, etc.

Generally, the chest radiograph datasets contain a large number of high-resolution 
images. Therefore, feature selection techniques are employed to select the optimal feature 
sets in order to reduce the dimensionality, remove irrelevant features, and reduce overfit-
ting and training time. ANOVA is a well-known statistical technique used for comparing 
several independent means (Johnson and Synovec 2002). In this approach, the ratio of 
variances between and within groups is calculated to rank the features. The variance ratio 
shows how strongly the nth feature is linked to the group variables. ANOVA is based on 
the ratio R value of the nth g − gap of two datasets:

where V2
MSB

(�) is mean square between variances of samples groups and V2
MSW

(�) is mean 
square within groups. The V2

MSB
(�) is calculated as:

(23)R(n) =
V2
MSB

(�)

V2
MSW

(�)

(24)V2
MSB

(�) =

N�

i=1

n
((
∑n

j=1
fij(�)∕n) − (

∑N

i=1

∑n

j=1
fij(�)∕

∑N

i=1
n))2

DFB
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where, N represents total number of groups, n represents number of samples, fij(�) rep-
resents the �th feature of the jth sample in ith group respectively. Similarly, neighbourhood 
component analysis (NCA) is a non-parametric weight-based feature selection technique. 
In NCA, the reference point is randomly selected. All points in the training set S to have 
some probability of being selected as the reference point. The probability P(Ref (x) = xjS) 
that point xj is taken from S as the reference point for x is higher if xj is closer to x as meas-
ured by the distance function df :

where, fw are the feature weights. The probability P(Ref (x) = xjS) is calculated as:

Kononenko (1994) developed a feature selection method called the relief, which auto-
matically selects the most prominent features. The relief algorithm takes a dataset with n 
instances of p features, belonging to two known classes. The closest same-class instance is 
called ’near-hit’, and the closest different-class instance is called ’near-miss’. The weight 
vector is updated as:

Aslan et  al. (2022) used the iterative relief(IRF) and iterative neighborhood component 
analysis (INCA) for features selection to train VGG16 on viral pneumonia chest X-ray 
dataset and the normal chest X-ray dataset.

The bio-inspired algorithms can also be used for feature selection. Particle swarm 
optimization (PSO) (Poli et al. 2007) is one of the bio-inspired algorithms where each 
individual is called the particle and the group of particles is called the swarm. Each 
particle has a respective position and a velocity. The ith particle position at iteration t is 
given by

Similarly, the velocity for each particle is computed as:

The position of a particle is updated on the basis of current position and velocity:

 The ant colony optimization algorithm (ACO) is another bio-inspired probabilistic 
approach that can also be used for features selection (Dorigo et al. 2006). The ACO mimics 
the natural behavior of ants to select the shortest path to the food. The path or the feature 
can be selected on the basis of pheromone values. The pheromone is updated by the rule

(25)V2
MSW

(�) =

N�

i=1

n�

j=1

(fij(�) − (
∑N

i=1

∑n

j=1
fij(�)∕

∑N

i=1
n))2

DFW

(26)df (xi, xj) =

k∑

s=1

f 2
w
|xis − xjs|

(27)P(Ref (x) = xjS) =
k(df (x, xj))

∑n

j=1
k(df (x, xj))

(28)Wi = Wi − (xi − nearHiti)
2 + (xi − nearMissi)

2

(29)Xi(t) = (xi(t), yi(t))

(30)Vi(t) = (vi
x
(t), vi

y
(t))

(31)Xi(t + 1) = (Xi(t),Vi(t + 1))
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where �xy is the amount of pheromone deposited on a state transition xy, � is the phero-
mone evaporation coefficient, m is the number of ants and ��k

xy
 is the amount of pheromone 

deposited by k ant. ��k
xy

 can be given by

where Lk is the cost of the k ant’s tour (typically length) and Q is a constant. Narin 
(2021) extracted deep learning based features using three CNN architectures ResNet50, 
ResNet101, and InceptionResNetV2. They employed the particle swarm optimization 
(PSO) algorithm and ant colony algorithm (ACO) for the selection of features. The selected 
features were fed to the support vector machines (SVM) and a k-nearest neighbour (k-NN) 
for classification.

2.6 � Deep learning based classification

The deep models contain multiple layers to extract the features from the input image 
Rehman et  al. (2020). Designing, training, maintaining, and evaluating deep models are 
called deep learning. The deep models may be divided into two main types, fully-con-
nected neural networks (FCN) and convolutional neural networks (CNN). The CNNs are 
the most widely used models to analyze medical images (Rehman and Khan 2021; Naz 
et al. 2019). Generally, the CNN consists of three types of layers such as convolution lay-
ers, pooling layers, and fully connected (FC) layers as shown in Fig. 4.

The aim of the convolutional layer is to convolve the input image with a group of filters. 
The filters may have different sizes like 3 × 3, 5 × 5, 7 × 7, or 11×11. During training, the 
coefficients of filters are estimated with learning. After convolution, a non-linear function 
is applied to generate the activation map or the feature map. The ith feature map Zl

i
 is com-

puted as:

(32)�xy ← (1 − �)�xy +

m∑

k

��k
xy

(33)��k
xy
=

{
Q∕Lk if ant k uses curve xy in its tour

0 otherwise

Fig. 4   Building blocks of convolutional neural network (CNN)
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where Bl
i
 is the bias matrix, Sl

i,j
 denotes the filters band, Zl−1

j
 represent the input, and y is 

the nonlinear activation function (Scherer et al. 2010). Then pooling layer is applied to the 
output of the feature map that reduces image size and costs, maintains image features, and 
decreases image parameters. There are two types of pooling used in CNN architecture i.e. 
average pooling and max pooling. Average pooling computes the average of all the pixel 
values from the region of the image enclosed by the Kernel and gives the average value as 
output. On the other hand, Max pooling computes the maximum value from all the pixels 
of the image enclosed by the Kernel and gives the maximum value as output. The output 
of pooling and convolutional layers generated features of the image. The features in the last 
layers are more generic and dataset-specific than the early layers. Finally, the number of 
outputs is generated in the last fully connected layers. The softmax layers provide a prob-
ability distribution for the output classes.

AlexNet (Krizhevsky et al. 2017) is the first deep convolutional network used for image 
classification. It contains five convolutional (Conv) layers and 3 fully connected (FC) lay-
ers. It takes an RGB image of the size of 227 × 227 as an input. The first Conv layer con-
tains 96 kernels of size 11 × 11 × 3 . The second Conv layer and the fifth Conv layer are 
followed by max-pooling layers, respectively. The last three layers are fully connected. The 
last FC layer works as a classification layer with a softmax activation function. It is trained 
on the ImageNet dataset of 1.2 million images of 1000 different classes. The AlexNet con-
tains 60 million parameters (Rehman et al. 2019). The GoogLeNet (Szegedy et al. 2015) is 
proposed in 2014 for image classification. It consists of 22 layers and has 4 million param-
eters which are 12 times less than AlexNet. It is also called the Inception module. The 
main idea of inception is to convolve the image with kernels of different sizes to learn 
features at different resolutions.

The VGG (Simonyan and Zisserman 2014) is used for image classification. It is also 
trained and tested on the ImageNet dataset. It achieved top-5 accuracy of 92.3% on Ima-
geNet. Compared to AlexNet, it has a small receptive field with a few parameters. It con-
tains 19 layers and replaced the 11 × 11 and 5 × 5 AlexNet kernels by 3 × 3 kernels. ResNet 
(He et al. 2016) is the winner of (ILVRC) 2015. The ResNet-50 model consists of 5 stages 
each with a convolution and identity block. Each convolution block has 3 convolution lay-
ers and each identity block also has 3 convolution layers. The ResNet-50 has over 23 mil-
lion trainable parameters. It uses skip connection and batch normalization to reduce the 
chances of vanishing gradient. Based on skip connection, DenseNet (Huang et al. 2017) 
is proposed for image classification. DenseNet connects each layer to every other layer in 
a feed-forward manner. Due to the virtue of dense connections, it explores new features 
while ReseNet encourages feature reuse. One of the promising areas in computer vision 
is image generation. Image generation may be used in many applications such as classifi-
cation, image-to-image-translation, segmentation, etc. The generative adversarial network 
GANs (Goodfellow et al. 2020) are used to generate new images. Generally, the GAN con-
tains two modules that are trained in an adversarial manner. The generative network G is 
responsible for creating new samples while the discriminative network D is responsible for 
classifying the fake (generated) images and the original images. Both networks are trained 
simultaneously to improve classification accuracy. Like GANs, the attention mechanism 
is also one of the tremendous breakthroughs in deep learning research in the last dec-
ade. Attention means paying more importance to a specific entity. The attention layers in 
CNN models customize their behavior to extract application-specific features to perform 

(34)Zl
i
= y

�
Bl
i
+
∑ml−1

i

j=1
Sl
i,j
× Zl−1

j

�
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localization and classification. Another important application of deep learning CNN is the 
explainability of solutions for decisions. Deep learning explainability is often reached by 
gradient-based approaches that attribute the network output to perturbations of the input 
pixels. Recently (Zhou et al. 2016) developed Class Activation Mapping (CAM) that has 
no fully connected layers. CAM is used to identify discriminative regions by a restricted 
class of image classification CNNs. Grad-CAM Selvaraju et al. (2017) is the class-discrim-
inative localization method that can generate visual explanations from any CNN-based net-
work without requiring architectural changes or re-training.

3 � State of art

Classification of chest Xrays (CXRs) plays a significant role in the analysis of medical 
images. Chest radiography encompasses enough details about the health of the patient. 
However, accurately examining the information in detail is always a key challenge for phy-
sicians. Classifying the abnormalities of chest X-rays are considered a monotonous job for 
clinical radiologists. Thus several techniques have been designed in the literature to address 
the issues faced by chest radiography classification and analysis (Ashizawa et al. 1999; El-
Solh et al. 1999; Wang et al. 2017). The first attempt to set up a computer-aided detection 
system for chest pathologies was started in the 1960s which proved helpful to facilitate 
the pathologists (Lodwick et al. 1963). Kruger et al. (Kruger et al. 1974) proposed one of 
the first computer-aided diagnoses for chest X-ray analysis and diagnosis of pneumoconio-
sis. Many industrial and commercial products are been evolved for medical applications 
like Riverain, CAD4 TB, and Delft imaging systems (Zakirov et al. 2015). In the literature 
there are many studies (Cohen 2012; Khan and Hossain 2018; Antani 2015) to analyze 
chest X-ray images. Still, the current CAD systems are unable to make an independent 
decision about a pathology.

Deep learning (DL) algorithms have been designed for a chest X-ray analysis and lung 
diseases classification (Wang et  al. 2017; Singh et  al. 2018; Qin et  al. 2018; Pasa et  al. 
2019). These approaches assist radiologists, reduce errors in diagnosis, analyze typical 
abnormalities or uncertainties, localize skeptical regions, and overcome the limitations of 
human bias and perception. In some cases, it is possible to have more than one pathology 
in a radiograph such as tuberculosis, lung cancer or pulmonary nodule, edema and etc. An 
automated deep learning-based system either detects multiple diseases from a single radio-
graph or a single specific disease. Thus, chest pathologies detection systems can be catego-
rized into two domains: Multi-label Disease Detection and Single-label Disease Detection. 
This survey provides the detail of state-of-the-art single and multiple disease detection sys-
tems in the coming subsections.

3.1 � Multi‑label disease detection

A particular radiograph may contain more than one pathology. For example, a radiograph 
might have tuberculosis, lung cancer or pulmonary nodule, etc. It is challenging to detect 
multiple chest diseases in a single X-ray image. Multi-pathologies detection becomes diffi-
cult due to the lack of rich datasets and the complicated and overlapping nature of different 
regions affected by different diseases. Recently, the availability of large-scale datasets, such 
as CheXpert, made it possible to work on multi-pathologies detection.
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The CheXpert dataset has been developed by Irvin et al. (2019). They trained 121-layer 
DenseNet for the detection of uncertainty labels. The uncertainty labels were mapped 
according to various policies such as ignored U-Ones, U-Zeros, and U-Ignore The AUC 
of 0.907 was attained to predict 5 pathologies selected from a test set of 500 samples. This 
model outperformed 1.8 out of 3 radiologists.

Chen et al. (2019) conducted an experiment on the PLCO dataset for the detection of 
lung abnormalities using a conditional training strategy. First, they trained DenseNet-121 
on a subset of data and labeled all the parent nodes as positive. Then they finetuned 
DenseNet-121 on the whole data. They reported the highest AUC of 0.887. Similarly, 
Pham et al. (2019) experimented on the CheXpert dataset for the multilabel classification 
of 14 pathologies using conditional training and label smoothing. They ensemble different 
CNN architectures and achieved an AUC of 0.940 on a validation set of 5 pathologies and 
0.930 on the test set, respectively. Bressem et al. (2020) compared different CNN archi-
tectures for the classification of chest radiographs using the CheXpert dataset. The high-
est AUROC of 0.882 is achieved with ResNet-152. Allaouzi and Ahmed (2019) experi-
mented on ChestX-ray14 and CheXpert datasets. They extract the features from pre-trained 
DenseNet-121 using transfer learning. Furthermore, different techniques are adopted for 
problem transformation such as classifier chain (CC), binary relevance (BR), and label 
powerset (LP). An average AUC of 0.877 and 0.812 are achieved on ChestX-ray14 and 
CheXpert datasets, respectively. Wang et al. (2017) developed a Chest Xray dataset namely 
“ChestX-ray8” and evaluated the performance of four deep learning architectures like 
AlexNet, ResNet, VGGNet, and GoogLeNet. They achieved the highest average AUC of 
0.738. Rajpurkar et al. (2017) proposed a CNN model CheXNet based on the architecture 
of DenseNet 121. They employed ChestX-ray14 datasets and train the model to detect 14 
different pathologies. They used the F1 metric to exceed radiologist performance in the 
detection of pneumonia. The AUROC ranged from 0.7345 to 0.9371 on the detection of 14 
pathologies. Subsequently, in Rajpurkar et al. (2018), CheXNeXt, an improved version of 
CheXNet was developed that achieved equivalent performance to radiologists’ examination 
on 10 chest diseases. Their AUC ranged from 0.704 to 0.944 on detect of 14 pathologies. 
Yao et al. (2017) detect the dependencies between chest abnormalities using a variant of 
DenseNet and LSTM. They attained an average AUC of 0.798. Shen and Gao (2018) pro-
posed a CNN architecture by employing a routing-by-agreement mechanism. The routing 
was applied to two types of layer connection: connection in dense layers (between feature 
maps) and connection in the final classification layer (between primary capsules and pre-
diction capsules). An average AUC of 0.775 is achieved.

The transformers and attention mechanisms are also employed to enable the deep learn-
ing architectures to learn more discriminative features. Integrating visual attention mech-
anism into deep learning has gained great progress on numerous computer vision tasks 
such as segmentation (Hong et  al. 2016), localization (Cao et  al. 2015), visual question 
answering (Yang et al. 2016), and tracking (Bazzani et al. 2011). The vision transformers 
and attention mechanisms were also deployed in the literature for the detection of thoracic 
pathologies. Guan and Huang (2020) experimented on the Chest X-ray14 dataset. They 
worked on multi-label thorax disease classification by employing the category-wise resid-
ual attention learning (CRAL) framework. This framework consists of feature embedding 
and attention-learning modules. They achieved an average AUC score of 0.816. In Guan 
et al. (2018), they extracted the specific regions of chest diseases using an attention mecha-
nism with CNN. For this setup, they deploy DenseNet121 and achieved an average AUC 
of 0.871. In Guan et al. (2020) a three-branch attention-guided convolution neural network 
(AG-CNN) is used to identify thorax diseases. The ResNet-50 is used as a backbone and 
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achieved the average AUC of global, local, and fusion branches of 0.845, 0.846, and 0.851, 
respectively. Wang and Xia (2018) also used an attention mechanism with residual blocks, 
called ChestNet, and achieved an average AUC of 0.7810. In Wang et  al. (2021), they 
conducted an experiment on the ChestX-ray14 dataset using triple attention learning and 
achieved the average AUC of 0.826 per class.

3.2 � Single‑label disease detection systems

An automated deep learning-based system detects either multiple diseases from chest 
radiographs or a single specific disease. Specialized algorithms of CAD and deep learning 
have been designed to detect different specific pathology such as the detection of lung nod-
ules or lung cancer, pneumonia, tuberculosis, etc. The following subsections discuss the 
notable contributions of four major chest pathologies.

3.2.1 � Pneumonia

One of the lung infectious diseases is pneumonia which is caused by bacteria, viruses, or 
fungi. The infection of pneumonia influence the small balloon-shaped bags at the end of 
the bronchioles named pulmonary alveoli. The air sacs fill with pus or water liquid, caus-
ing fever, cough with phlegm or pus, chills, and difficulty breathing. When the infection 
affects one of the five lobes of the lung it is termed lobar pneumonia and when an infection 
reaches bronchial tubes it is called bronchopneumonia. Pneumonia becomes too severe for 
children (age < 5 years) and old individuals (age > 60 years) if not treated timely. In 2017, 
2.56 million people died from pneumonia, among them, 15% are children younger than 5 
years and 1.16 million are people who are 70 years and above.

Viruses, bacteria, and fungi are the three main causes of pneumonia. Viral pneumonia 
is caused by different types of viruses including the flu (influenza) which is responsible for 
about one-third of all pneumonia cases. Bacterial pneumonia is caused by different types of 
bacteria and mostly occurs when the human immune system is weakened. The difference 
between bacteria and viruses is that antibiotic drugs typically kill bacteria, but they are not 
functioning against viruses. Fungal pneumonia is caused by either pervasive or opportun-
istic fungi.

Pneumonia remains one of the chest pathologies that have taken the attention of 
researchers last decade. The advent of deep learning and the availability of large datasets 
made it possible to computationally analyze this deadly disease. Rajpurkar et  al. (2017) 
designed a model, CheXNeX, based on the DenseNet-121 framework. The model was 
trained on open-source datasets to detect 14 different lesions. Sirazitdinov et  al. (2019) 
experimented on 26,684 images taken from the Kaggle Pneumonia Detection Challenge. 
They used two deep learning frameworks: Mask R-CNN and RetinaNet for the localization 
and detection of pneumonia. Toğaçar et al. (2019) experimented on 5,849 chest X-Rays to 
classify pneumonia from normal subjects. They deployed AlexNet architecture, VGG-16, 
and VGG-19 networks for feature extraction to recognize a specific region. The classifica-
tion was performed on reduced features using SVM, KNN, decision trees, linear discri-
minant analysis, and linear regression. They achieved the highest accuracy of 99.41 while 
classifying automated features with linear discriminant analysis. Liang and Zheng (2019) 
developed deep learning architecture by combining residual block and dilated convolution 
for the classification of child pneumonia. They experimented on 5856 chest X-rays and 
attained 96.7% accuracy.
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Asnaoui et al. (2020) performed binary classification of pneumonia by comparing dif-
ferent deep-learning models. They experimented on 5856 images using VGG16, VGG19, 
Resnet50, DenseNet201, InceptionResNetV2, InceptionV3, Xception, and MobileNetV2 
and attained highest classification rate of 96%. Bhandary et  al. (2020) designed a deep-
learning framework for the detection of lung pneumonia and cancer. The chest X-Ray 
images were classified into normal and pneumonia using modified AlexNet and SVM. 
Rajaraman et al. (2020) proposed modality-specific transfer learning with ensemble tech-
niques for the detection of disease detection in chest X-rays. Different CNN models were 
trained on CheXpert and then repurposed the features on RSNA CXR dataset as a modal-
ity-specific transfer learning technique. Finally, the predictions of CNN models were inte-
grated using different ensembling techniques like averaging, weighted averaging, majority 
voting, and stacking. Tobias et al. (2020) used pre-trained MobileNetV2 as CNN architec-
ture to classify the normal and pneumonia images. Stephen et  al. (2019) augmented the 
data with shear, rescale rotation, zoom, width and height shift, and horizontal flip. They 
developed the CNN architecture and attained a training accuracy of 0.9531 and a validation 
accuracy of 0.9373. Hashmi et al. (2020) performed transfer learning with the aid of data 
augmentation and ensembling techniques. They ensembled the weights of DenseNet121, 
ResNet18, MobileNetV3, Xception, and InceptionV3 optimally and achieved 98.43% test 
accuracy. Acharya and Satapathy (2020) employed the deep Siamese CNN framework for 
robust classification using the symmetric structure of the two input images.

3.2.2 � Tuberculosis

Tuberculosis (TB) is a chest pathology epidemic in different countries of the world that 
caused 1.6 million deaths in 2017, and 1.5 million in 2018. TB can be categorized into 
latent and active. Latent TB has a low chance of infectious spread and is classified by 
fibronodular changes whereas active TB has a high risk of infectious flow and is classified 
by the existence of radiographic signs like consolidation and cavitary lesions.

Artificial intelligence (AI) has been used as a solution to assist in the diagnosis of TB. 
The AI-based CAD systems used for TB diagnosis since 1996 Jaeger et al. (2013). Further-
more, advancement has continued in the detection of TB using CAD. In 2018, Vajda et al. 
(2018) proposed a TB detection system that segments the lung regions and then extracts 
the features from the images. The extracted features demonstrated certain shapes that are 
used to analyze the presence of TB. The algorithm was tested on the Shenzhen dataset and 
achieved an accuracy of 95.6% and an AUC of 0.99. CAD4TB is the commercially avail-
able software for the detection of TB which is also called Delft Imaging Systems. Pande 
et  al. (2016) evaluated the performance of CAD4TB using five different studies on the 
patients of different countries i.e. United Kingdom, South Africa, Zambia, and Tanzania. 
The algorithm of CAD4TB achieved AUC ranging from 0.71 to 0.84. However, in Pakistan 
Zaidi et  al. (2018) and Bangladesh Rahman et  al. (2017), CAD4TB has been used as a 
screening tool for the diagnosis of TB. Melendez et al. (2016) integrated the clinical fea-
tures (such as elevated axillary temperature, the presence of night sweats, or hemoptysis) 
and algorithm score. The proposed system achieved an AUC of 0.84 and 95% specificity. 
Consequently, the use of clinical features leads to an improvement in the performance of 
the CAD4TB algorithm. With the rapid development of technology, CAD4TB has been 
replaced by a deep learning model. The recent version of CAD4TB was introduced in 2019, 
trained on 500 images from Pakistan Murphy et al. (2020). The system attained a specific-
ity of 98% and sensitivity of 90% on the detection of TB. The first deep-learning-based 
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model for the detection of TB was developed in 2016 by Hwang et al. (2016). The authors 
used a pre-trained AlexNet model with the help of transfer learning. They experimented 
on 10,848 chest X-ray images collected from the KIT dataset, 138 images from the NIH 
dataset, and 662 images collected from the hospital of China, Shenzhen No 3. They used 
70% of the KIT dataset for training and 15% of the NIH and Shenzhen datasets for test-
ing. They reported an AUC of 0.964 on the KIT dataset, 0.88 on the NIH, and 0.93 on 
the Shenzhen dataset, respectively. Lakhani and Sundaram (2017) used the AlexNet and 
GoogLeNet in two ways to detect TB in 1,007 images. They performed data augmenta-
tion techniques in preprocessing and ensembling techniques to attain the best performance 
of the system. The highest AUC of 0.99 was achieved on the ensembling of AlexNet and 
GoogLeNet. Pasa et al. (2019) proposed an optimized CNN model for TB detection. They 
conducted experiments on NIH, Shenzhen, and Belarus Tuberculosis Portal datasets. They 
reported an AUC of 0.811 on the NIH dataset, 0.9 on Shenzhen, and 0.925 on a combined 
dataset. Furthermore, they also performed tuberculosis visualization using test saliency 
maps and gradCAMs. Lopes and Valiati (2017) classified tuberculosis by extracting fea-
tures from pre-trained VggNet, GoogLeNet, and ResNet. They used SVM for classification 
and attained AUC ranging from 0.900 to 0.912 respectively. Rajaraman and Antani (2020) 
proposed modality-specific transfer learning with ensemble techniques for the detection of 
TB. Different CNN models were trained on RSNA, Indiana, and Pediatric pneumonia data-
sets. Finally, the predictions of CNN models were integrated using different ensembling 
techniques like stacking, majority voting, averaging, and weighted averaging. The highest 
AUC of 0.995 was achieved using the stacking ensembling technique. The CNN models 
are trained to extract local and region-based features and the classification is performed 
with linear support vector machine (SVM) (Cao et al. 2016; Liu et al. 2018; Stirenko et al. 
2018; Andika et al. 2020). Abideen et al. (2020) improved the accuracy of tuberculosis rec-
ognition by exploiting CNN model uncertainty and Bayesian confidence

3.2.3 � Pulmonary nodule detection

Pulmonary nodules are small oval or circular low-contrast tissue masses in the lung. The 
Pulmonary nodules may be malignant or benign. The malignant pulmonary nodules are 
lung cancer which is one of the leading causes of death. In 2018, lung cancer caused 1.76 
million deaths. It is estimated that in 2030 it will lead to 17 million deaths (Siegel et al. 
2019). However, the early detection of lung cancer will decrease the death rate.

Usman et  al. (2020) performed 3D segmentation on LIDCIDRI dataset. First, they 
applied a deep residual U-Net model along with ROI to obtain the surrounding slices. 
In the next step, they deployed 2D patch-wise segmentations using two extra residual 
U-Nets on sagittal and coronal planes. Finally, a 3D segmented nodule was achieved 
with a dice score of 87.55%, positive predictive value (PPV) of 88.24%, and sensitivity 
of 91.62%, respectively. Masood et al. (2019) designed a multi-region proposal Network 
(m-RPN) and cloud-based 3D deep CNN (3DDCNN) for lung nodules detection. They 
modified the VGG-16 baseline to detect the levels of RPN. They conducted experiments 
on SPH6, LIDC-IDRI, ANODE09, and LUNA 16 datasets. They attained an FROC 
score of 0.946 and a sensitivity of 98.4%. Another attempt by the same author was in 
Masood et  al. (2018). Dataset was collected from Shanghai Hospital, LUNA, LIDC-
IDRI, and ANODE09. They deployed DFCNet to classify pulmonary nodules into four 
lung cancer stages. They achieved a sensitivity of 84.58% in this work. Cao et al. (2019) 
conducted an experiment on LUNA 16 by ensembling three architectures of CNN: 
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DenseNet, ResNet, and VGGNet. 3D lung image was fed to each network at different 
scales. The nodule was predicted by fusing the probability achieved by each network 
individually. CPM score of 87.3% is claimed in the proposed experiment of MBEL-3D-
CNN. Han et al. (2019) worked on the LIDC dataset. They generated 3D diverse nod-
ules using a multi-conditional generative adversarial network (MCGAN). Furthermore, 
the bounding box nodule detection was achieved by feeding the 3D diverse nodules into 
3D Faster R-CNN. They attained a CPM score of 0.550 and a sensitivity of 86.42%. 
Nasrullah et al. (2019) combined the structures of ResNet and DenseNet to achieve bet-
ter feature extraction and named the architecture to CMixNet (Mixed Link Network). 
They experimented on LUNA 16 and LIDC-IDRI datasets. The nodule is detected using 
Faster R-CNN with an FROC score of 94.21%. da Silva et  al. (2018) used the PSO 
algorithm on the LIDC-IDR dataset to optimize the hyperparameters of the network. 
They eliminate the requirement of manual search for optimal parameters and attained 
an accuracy of 97.62%, a sensitivity of 92.20%, and a specificity of 98.21%, respec-
tively. Another contribution by the same author was to analyze three different CNN 
architectures for the classification of malignancy of lung nodules (Silva et  al. 2016). 
They reported an accuracy of 82.3%, a sensitivity of 79.4%, and a specificity of 83.8%. 
Monkam et al. (2018) conducted experiment on LIDC-IDRI. They extracted the patches 
of non-nodules and micronodules by employing three CNN models. They achieved 
an accuracy of 88.28%, a sensitivity of 83.82%, an AUC of 87%, and an F score of 
83.45% which shows the effectiveness of 2D CNN depth. In Monkam et al. (2018), five 
3D-CNN architectures were ensemble. They fed five different scales of lung image to 
distinguish between non-modules and micro-modules. They attained an accuracy of 
97.35%, a sensitivity of 96.57%, an AUC of 0.98, and an F score of 96.42%. Sahu et al. 
(2018) deployed MVCNN to classify benign and malignant lung cancers. The input con-
tains eight view angles of cross-sections of lung nodules for the first CNN. They applied 
element-wise view pooling and passed the result to a second CNN for classification. 
They experimented on the LIDC-IDRI dataset and achieved an accuracy of 93.18%. 
Bhandary et al. (2020) modified AlexNet CNN architecture for the classification of lung 
CT images. They extract the features using transfer learning of AlexNet and performed 
classification using SVM to improve the accuracy. An accuracy of greater than 97.27% 
was reported on the LIDC-IDRI dataset. Lin et al. (2020) experimented on LIDC-IDRI 
and SPIE-AAPM datasets. They deployed Taguchi parametric optimization technique to 
estimate the optimal combination of parameters. The input image was fed to 2D CNN 
architecture for the classification of benign and malignant. They achieved an accuracy 
of 98.83% on the LIDC-IDRI dataset and 99.97% on the SPIE-AAPM dataset. Toğaçar 
et al. (2020) employed AlexNet, LeNet, and VGG-16 on the TCGA-LUAD dataset. The 
features were extracted from the combination of three CNN architectures and passed 
to six classifiers (Soft-max, SVM, k-NN, LR, DT LDA) for the classification of lung 
images. Moreover, they deployed PCA, mRMR, and KNN for feature optimization for 
improving classification results. They reported an accuracy of 99.51%, specificity of 
99.71%, and sensitivity of 99.32%.

Kasinathan et al. (2019) worked on the LIDC-IDRI dataset. They used the input image 
of 256 x 256 for Enhanced CNN (E-CNN). Their proposed E-CNN contains 3 convolution 
layers with ReLU pooling, dropout layer, and FC layer for classification. They attained an 
accuracy of 97%, a sensitivity of 89%, and a specificity of 95.01% respectively. Nishio 
et al. (2018) conducted experiments on their private dataset and LIDC-IDRI dataset. They 
modified the VGG-16 network and FC layers to the proposed 2D-DCNN architecture. An 
average validation accuracy of 68% was reported in their experiments.
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3.2.4 � COVID‑19

Coronavirus disease 2019 (COVID-19) the fatal disease caused by the novel coronavirus 
known as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2 or 2019-nCoV), 
which was first recognized as an outbreak or pandemic of respiratory disease cases in the 
city of China, Wuhan. This virus spread throughout the entire world. Till 2 November 
2022, the coronavirus has affected 631 million of which 6.59 million died2. According to 
clinical studies, the symptoms of COVID-19 include sore throat, fever, cough, headaches, 
congestion or runny nose, muscle or body aches, tiredness, nausea, loss of taste or smell, 
shortness of breath or difficulty breathing, diarrhea, and vomiting. These symptoms are 
used for the diagnosis of COVID-19, however, it is a time-consuming task and prone to 
false negative detection. Furthermore, hospitals and clinical setups lack several COVID-19 
test kits. Thus chest radiography is used for the early analysis of COVID-19 detection and 
diagnosis. We discussed some of the noble contributions of deep learning to the detection 
of Covid-19 in this section.

Ozturk et  al. (2020) experimented on chest images taken from the Cohen JP dataset. 
They proposed CNN-based architectures named DarkNet and DarkCovidNet for Covid-19 
detection. They attained the highest accuracy of 98.08%. Gozes et al. (2020) experimented 
on 157 international patients from China and US to design an automated AI-based system 
for COVID-19 detection. The effect of the virus on the lungs was visualized by deploying 
2D and 3D deep-learning CNN architectures. They claimed a sensitivity of 98.2%. Wang 
et  al. (2020) deployed the Inception model using transfer learning. They used 1,119 CT 
images of COVID-19 and achieved an accuracy of 89.5%. Chen et  al. (2020) deployed 
UNet++ for the identification and detection of COVID-19 from CT images. They experi-
mented on CT images of COVID-19. They attained the highest accuracy rate of 95.24%. 
Jiang et al. (2020) differentiate COVID-19 pneumonia from viral pneumonia i.e. Influenza-
A using ResNet with Location-attention. They experimented on 618 CT scans and achieved 
an accuracy of 86.7 %. Shan et al. (2020) proposed a deep learning model VB-Net for the 
segmentation of COVID-19 infection regions from CT scans. They achieved a dice similar-
ity coefficient (DSC) of 91.6% by using 300 images in the validation set and 249 images in 
the training set.

Song et  al. (2020) extracted the deep detail information from CT images to acquire 
the image-level predictions. They developed the deep neural architecture Details Rela-
tion Extraction neural network (DRE-Net). They experimented on CT scans of 86 healthy 
persons, 101 patients with bacterial pneumonia, and 88 patients with COVID-19. They 
achieved 94% accuracy. Pathak et al. (2020) deployed ResNet-32 using transfer learning. 
They conducted an experiment on 413 images of positive COVID-19 and 413 images 
of normal and pneumonia affected. The highest accuracy of 96.2% was achieved on the 
training set and 93.01% on the test set. Apostolopoulos and Mpesiana (2020) used 504 
healthy images, 224 COVID-19 positive images, and 700 pneumonia for the detection of 
COVID-19. They deployed VGG-19 for transfer learning and achieved 93.48% accuracy. 
Narin et al. (2021) deployed pre-trained ResNet50, InceptionResNetV2, and InceptionV3 
on 50 Covid-positive and 50 Covid-negative images. They attained the highest accu-
racy of 98% on ResNet50. Minaee et  al. (2020) conducted an experiment on the Cohen 
JP dataset. They performed data augmentation to create a large number of images. They 

2  https://​ourwo​rldin​data.​org/​explo​rers/​coron​avirus-​data-​explo​rer.

https://ourworldindata.org/explorers/coronavirus-data-explorer
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employed transfer learning using DenseNet-161, ResNet18, SqueezeNet, and ResNet50. 
They reported a specificity of 90% and sensitivity of 98% respectively. Jaiswal et  al. 
(2020) used DenseNet201 for the detection of Covid-19. They experimented on 2492 CT-
scan images from the Kaggle website and reported 96.25% on the test set. Rehman et al. 
(2022) performed transfer learning for the detection of COVID-19. They employed several 
CNN architectures like AlexNet, SqueezNet, GoogLeNet, VGG, MobileNet, ResNet18, 
ResNet50, ResNet101, and DenseNet on the Cohn JP dataset. They attained the highest 
accuracy of 98.75% using the ResNet101 model. Pedrosa et al. (2022) worked on four pub-
lically available datasets: BIMCV, COVIDGR, a private dataset, and a collection of multi-
ple public datasets. They deployed ResNet18 and DenseNet121 in the experimentation to 
develop an automatic COVID-19 detection system that supports clinical decisions. They 
reported an AUC between 0.610.88 in their experiments. Muhammad et  al. (2022) pro-
posed a self-augmentation mechanism by applying reconstruction-independent component 
analysis (RICA) for data augmentation in feature space instead of data space. They used 
the X-ray image dataset, the COVID-19 X-ray scan database, and The SARS-CoV-2 CT-
scan dataset in their framework. The framework was composed of a deep convolutional 
neural network (CNN), a feature augmentation mechanism, and BiLSTM. They reported 
97%, 84% and 98% accuracy in three datasets, respectively.

Aviles-Rivero et  al. (2022) deployed a graph-based deep semi-supervised framework 
for the classification of COVID-19. They conducted an experiment on COVIDx dataset. 
Deep learning techniques along with pseudo labelling were used for feature extraction and 
graph construction. They reported the highest accuracy of 94.6%. Lessage et  al. (2022) 
deployed transfer learning and finetuning using VGG16, MobileNet, InceptionV3, and 
EfficientNet. They applied regularization techniques to avoid underfitting or overfitting 
in training. They achieved the highest accuracy of 97.5% and 99.3% using VGG16 and 
MobileNet respectively. de Moura et al. (2022) conducted experiment on RSNA, Covid-19 
Image Data Collection and SIRM dataset. They employed VGG-16, VGG-19, ResNet-18, 
ResNet-34, DenseNet-121, and DenseNet-161 for the classification of pneumonia, Covid, 
and normal classes. The highest accuracy of 98.39% was achieved in their experimentation. 
Srivastava et al. (2022) experimented on finetuning using InceptionV3, DenseNet169, and 
EfficientNet model. They also proposed the CNN model named as CoviXNet. They worked 
on the publically available dataset and achieved 96.61% accuracy respectively. Kumar et al. 
(2022) proposed SARS-Net for the detection and classification of COVID-19. They worked 
on the COVIDx dataset by combining group convolutional networks and CNN mod-
els. They reported an accuracy of 97.60% and a sensitivity of 92.90% respectively. Aslan 
et al. (2022) deployed thirteen different deep CNN experiments on 15,153 X-ray images 
of the COVID-19 Chest X-ray dataset, the Viral Pneumonia Chest X-ray dataset, and the 
Normal Chest X-ray dataset. They increase the performance of the system by employing 
Iterative ReliefF (IRF) feature selection methods and Iterative Neighborhood Component 
Analysis (INCA). They achieved the highest accuracy of 99.14% using the VGG16 net-
work. Narin (2021) extracted deep learning based features using three CNN architectures 
ResNet50, ResNet101, and InceptionResNetV2. They employed the particle swarm optimi-
zation (PSO) algorithm and ant colony algorithm (ACO) for the selection of features. The 
selected features were fed to the support vector machines (SVM) and a k-nearest neighbor 
(k-NN) for the classification approach, they attained the highest accuracy of 99.86%.

Nasiri and Alavi (2022) conducted experiment on ChestX-ray8 dataset. They deployed 
DenseNet169 for feature extraction. To reduce the time complexity and computations, they 
selected the features using, analysis of variance (ANOVA). The selected features were 
passed to the eXtreme Gradient Boosting (XGBoost) for classification. They reported 
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98.72% accuracy for the classification of COVID-19 and No-findings and 92% accuracy 
for the classification of COVID-19, No-findings, and Pneumonia respectively. In Nasiri and 
Hasani (2022), features were extracted using DenseNet169 and given to XGBoost for clas-
sification. They retrieved 98.23% and 89.70% accuracy in two and three class problems, 
correspondingly.

Balaha et al. (2022) deployed deep learning and transfer learning techniques for the rec-
ognition of COVID-19. They worked on CT images of Egyptians. The size of the data-
set was increased by data augmentation techniques like generative adversarial networks 
(GANs), CycleGAN and CCGAN. They reported 99.61% accuracy by using EfcientNetB7 
architecture without augmentation, 99.57% and 99.14% accuracy by using MobileNetV1 
and VGG-16 with CycleGAN and CC-GAN data augmentation techniques. The over-
all highest accuracy of 98.70% was attained using the Ensemble Bagged Trees approach. 
Ieracitano et  al. (2022) extracted fuzzy features and relevant features from CXR images 
for the detection of COVID-19. The relevant features were extracted using the deep learn-
ing model CovNNet and fed to the Multilayer Perceptron (MLP) for classification. They 
reported up to 81% using the experimentation of fuzzy features and deep learning features 
respectively.

The review of chest pathologies detection systems using deep learning techniques are 
summarized in Table 2. The criteria for organizing the papers in Table 2 is the same as 
the papers discussed in the subsections of State of Art in Sect. 3. The table discussed the 
papers on multi-class chest pathologies and then single-class chest pathologies. The stud-
ies are compared based on their contributions, datasets, methods used, and the achieved 
results.

4 � Commercial products and real world applications

Computer-aided chest x-ray analysis has been researched for many years. Chest radiogra-
phy is one of the most commonly used examination methods to diagnose, segment detect, 
and manage life-threatening pathologies. Automated chest radiograph examination, at 
the level of practicing physicians, could give significant advantages in different medical 
tasks to speed up clinical decisions and prioritize the workflow in highly extensive health-
care working environments. The key advantages of chest X-ray images include their low 
cost and easy operation. Even in underdeveloped areas, modern digital radiography (DR) 
machines are very affordable. Thus, chest radiography is commonly used in the diagnosis 
and detection of chest pathologies. Chest radiography encompasses enough details about 
the health of the patient. CXR was one of the first imaging modalities for which a com-
mercial product for automatic analysis became available in 2008. In spite of this promising 
start, with the tremendous improvement in deep learning, translation to clinical practice is 
relatively slow. Artificial intelligence (AI) products have been used in radiological work-
flow and clinical decisions.

An up-to-date list of commercial products for medical image analysis was searched for 
products applicable to chest X-ray. AI-Rad Companion Chest X-Ray is the commercial 
product of Siemens Healthineers company that provides localization, scoring, and report 
of Effusion, Pneumothorax, lesion or opacity, etc. Auto Lung Nodule Detection is the prod-
uct of Samsung Healthcare company that provides localization of nodule. CAD4 COVID-
XRay is the product of Thirona company that provides localization and scoring of Covid19. 
CAD4TB is the product of Thirona company that provides localization and scoring of 
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Tuberculosis. Chest|MSKAI has been developed by Arterys company that provides prior-
itization, localization, and scoring of Nodules, Effusions, Pneumothorax, lesions, or opac-
ity. Chest X-Ray Classifier has been presented by Quibim company for the localization, 
scoring, and report generation of Pneumonia, Cardiomegaly, Nodules, Effusions, Pneumo-
thorax, Edema, and others. Critical Care Suite is used for the localization and scoring of 
Pneumothorax. InferReadDRChest is developed by InferVision, used for the localization 
and scoring of Tuberculosis, Effusions, Pneumothorax, Lung Cancer, and others.

JLD-O2K is proposed by JLK company that is used for the localization and scoring of 
Lung Cancer. LunitINSIGHTCXR is the commercial product of Lunit company used for the 
localization, Prioritization, scoring, and report generation of Tuberculosis, Cardiomegaly, 
Nodules, Effusions, Pneumothorax, and others. qXR is developed by qure.ai and employed 
for localization, Prioritization, scoring, and report generation of Triage/Abnormal, 
Covid19, Tuberculosis, and others. VUNOMed-ChestX-Ray is proposed by VUNO com-
pany used for the localization and scoring of Lesion or Opacity, Nodules, Effusions, Pneu-
mothorax, and others. Riverain Technologies developed ClearReadXray-BoneSuppress for 
BoneSuppression, ClearReadXray-Compare for subtraction image of Lung Cancer, Clear-
ReadXray-Confirm for the localization of CatheterorTube, ClearReadXray-Detect for the 
localization of Nodule and Lung Cancer. RedDot is presented by behold.ai that is used for 
localization of Triage/Abnormal and Pneumothorax. ZebraMedicalVision developed Tri-
agePleuralEffusion for the localization and prioritization of Effusion and TriagePneumo-
thorax for the localization and prioritization of Pneumothorax.

Table  3 presents the commercial products along with the peer-reviewed publications. 
The commercial products are FDA-cleared (United States) or CE-marked (Europe), there-
fore, available for clinical practices and uses. Table 3 presents the commercial products in a 
wide domain of pathologies areas like Effusion, Pneumothorax, Lesion or Opacity, Nodule, 
Covid19, Tuberculosis, Cardiomegaly, Lung Cancer, Catheter or Tube, Bone Suppression, 
and others. The products give clinical outputs like Localization, Scoring, Prioritization, 
and Report generation.

There are some real-world tools and software that are used to assist radiologists in 
detecting and diagnosing chest pathologies. Sonic Imaging is one of the largest diagnostic 
imaging providers in Australia incorporated by annalise.ai to deploy the artificial intelli-
gence-powered chest x-ray platform across its 100 radiology clinics. Japan introduced Fuji-
film CXR-AID that detects major abnormal findings from chest radiographs, such as chest 
nodules, consolidation, and pneumothorax. VinBrain, an artificial intelligence healthcare 
software developer in Vietnam, recently came up with an AI model for the diagnosis and 
screening of tuberculosis. SenseTime, an artificial intelligence company, has earned a CE 
mark to market its latest AI-powered diagnostic software that detects abnormalities in chest 
x-ray readings. Oxipit, a computer vision software start-up specializing in medical imag-
ing, is offering free CE-marked ChestEye to hospitals facing reduced radiologist resources 
due to COVID-19. These commercial products, tools, and software ensure workflow prior-
itization and optimize the radiologist’s speed and efficiency.

5 � Main findings

It is obvious from the literature that deep learning techniques are widely deployed for 
the analysis of chest pathologies. A substantial amount of contributions have been pub-
lished between 2017 and 2022. Furthermore, significant contributions with the aid of CNN 
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architectures are still ongoing with the breakthrough of pandemic chest pathology. In the 
last three years, deep learning models are the prior choice for chest image examination. 
(Wang et al. 2017; Singh et al. 2018; Qin et al. 2018; Pasa et al. 2019). These approaches 
assist radiologists, reduce errors in diagnosis, analyze typical abnormalities or uncertain-
ties, localize skeptical regions, and overcome the limitations of human bias and perception. 
In some cases, it is possible to have more than one pathology in a radiograph such as tuber-
culosis, lung cancer or pulmonary nodule, edema and etc. An automated deep learning-
based system either detects multiple diseases from a single radiograph or a single specific 
disease. This survey provides detail of state-of-the-art single and multiple disease detection 
systems.

In literature, there are many reviews on medical image analysis using deep learning 
models (Litjens et  al. 2017; Feng et  al. 2019; van Ginneken 2017; Sahiner et  al. 2019) 
and chest X-ray (CXR) analysis with deep learning (Qin et al. 2018; Kallianos et al. 2019; 
Anis et al. 2020). However, these reviews are very specific and focus on single diseases 
like pneumonia (Khan et al. 2021), lung cancer (Pratim and Nachamai 2022), tuberculosis 
(Oloko-Oba and Viriri 2022), pulmonary nodule detection (Li et al. 2022), and COVID19 
detection (Chen et al. 2020). Thus, there is a need to review the multi-disease and single-
disease chest pathology detection systems in terms of a comprehensive literature evalua-
tion, methodology framework, and description of datasets.

The focus of this article is to evaluate and synthesize the state-of-the-art multi-disease 
and single-disease chest pathology detection systems, particularly deep learning. For this 
purpose, numerous articles are reviewed with a special focus on datasets, feature extrac-
tion, model architecture, and analysis of results. Moreover, attention is paid to the expla-
nation and evaluation of mathematical concepts. More specifically, we try to answer the 
following questions.  What is the taxonomy of deep learning-based systems of chest pathol-
ogies detection? What are the publically available datasets of chest radiographs and what 
are their main characteristics? Which approaches are used for feature extractions and fea-
ture selections and what are their pros and cons? Which of the state-of-the-art methods are 
used for single and multi-pathologies detection? What are the challenges in chest pathol-
ogies detection systems and what can be done for their improvement?. After a thorough 
evaluation of the recent literature related to chest pathologies detection using deep learning 
the following important points are concluded.

The literature revealed that most of the studies experimented on X-ray images due to the 
easy availability of X-ray machines and equipment. CT images lead to the second widely 
used imaging modality. Other types of modalities like histopathology, ultrasound, and spu-
tum smear microscopy have less contribution to the literature. Due to the low-cost X-ray 
and CT scans being widely used for Covid-19 detection. CT scans provide more detailed 
information than standard X-rays. However, CT scans are cost-effective and require high 
patient dose (Kroft et al. 2019). A high patient dose means it has a risk of ionizing radia-
tion, a known human carcinogen, posing a potential downside for public health. Mounting 
health worries over radiation risks are now driving efforts to limit avoidable CT scans and 
to reduce radiation doses where possible. The drawbacks of CT scans are overcome with 
X-ray images and highly useful diagnostic techniques for Covid-19. Figure 5a depicts that 
75% of the studies are using X-ray images, 21% studies are using CT scans, and the rest of 
4% studies are combined in the other.

Data augmentation is an emerging preprocessing technique used to artificially increase 
the quantity of training image samples for deep learning models. There are different types 
of data augmentation techniques such as rotation, translation, flipping, salt and pepper 
noise, brightness, sharpening etc. Data augmentation prevents the issue of over-fitting 
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in deep learning networks where high variance occurred. Data augmentation generates 
enough amount of training data that improves the generalization of the deep networks. Fig-
ure 5b depicts that 70% of publications used data augmentation techniques in preprocess-
ing and 30% of publications were without data augmentation.

Feature extraction can be characterized into two main types on the basis of deployed 
techniques: handcrafted features and automatic features learned from deep learning archi-
tectures. Hand-crafted features are statistical features that contain the geometric charac-
teristics of image objects, color features, and histogram details. These features are used in 
computer-aided detection (CAD) based chest pathologies detection systems. Prior to the 
breakthrough of AlexNet, different handcraft features, and learning techniques were promi-
nently used. With the emergence of deep learning models replaces the handcrafted features 
engineering on automated learning. In the late 1990s, medical images were analyzed using 
supervised learning-based techniques. A huge number of medical images are trained using 
this technique to extract discriminative features. Therefore, deep learning models become 
the foremost choice for the analysis of chest pathologies.

A radiograph may contain multiple pathologies such as tuberculosis, lung cancer or pul-
monary nodule, and edema. Specialized algorithms of CAD and deep learning have been 
designed to detect different specific pathology such as the classification of lung cancer or 
nodule, pneumonia, tuberculosis, etc. However, it is a challenging task to detect the pres-
ence of multiple chest diseases from a single X-ray. Recently, a large-scale dataset CheX-
pert has been introduced which is used by different researchers to automatically detect 

Fig. 5   Statistics of current trends a acquistion techniques b data augmentation c diseases detection d feature 
extraction
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abnormalities or pathologies from chest X-rays. The majority of the current trend was 
directed at COVID-19 detection, followed by, pneumonia, tuberculosis, lung nodule detec-
tion, and multiclass chest pathologies detection as shown in Fig. 5c. It can be conclude,d 
from the studied papers that mostly the systems were based on CNN architectures. 98% 
CNN-based systems are found in multi-label detection systems, 94% are CNN-based sys-
tems of pneumonia, 93% are CNN-based systems of lung nodules detection, 97% are CNN-
based systems of COVID-19, and 83% are CNN-based systems of tuberculosis as shown in 
Fig. 5d.

6 � Challenges and future recommendations

This survey provides the detail on the deep learning techniques deployed for the detection 
of multiple and single specific chest pathology. A significant amount of work has been 
presented between 2017 and 2021 using deep learning techniques that reduce the difficulty 
of handcrafted features. Previous CAD methods can detect one or multiple pathologies by 
examining chest radiographs. However, the deep learning method can analyze the appear-
ance information of different types of diseases at the same time directly from chest images 
which assists radiologists’ interpretation. Meanwhile, deep learning techniques have nota-
ble challenges in the literature that are discussed in this section.

The most common facing challenge to researchers is the availability of public datasets 
in many domains. However, this issue is not faced in chest imaging due to the availabil-
ity of massive amounts of datasets for chest pathologies. Several governmental and non-
governmental organizations have provided datasets for chest pathologies for researchers to 
deploy deep learning models. The primary issue is the acquisition of labeled and anno-
tated chest images Syben et  al. (2020). The available datasets are labeled with the help 
of expert radiologists which is not more than 90% accurate. With the innovation of deep 
learning techniques, text mining is required to generate radiological reports. There is no 
image labelling technique that can be easily used for image annotation. We can say that 
there was a scarcity of labelled datasets for chest imaging. If the labelling dataset is created 
by a group of radiologists, then it is also a challenging task. Different radiologist label the 
same dataset which create uncertainty and required sophisticated algorithm. Most patients 
suffer from more than one chest disease, so for binary classification and segmentation, this 
uncertain data does not work accurately. Most of the researchers have difficulty training the 
model on uncertain data so they avoid it.

One of the foremost challenges in the chest pathology detection system is data imbal-
ance. It can be noted from the publically available datasets that one class has a higher num-
ber of samples than other different classes. For example, pneumonia has a large number 
of images than other pathologies like COVID-19, edema, consolidation, atelectasis, etc. 
This results in a biased model that leads to misclassification. The original size of the chest 
images is huge size. Handling huge size of images is also a challenging task for computer 
researchers. Training the model on original images having large sizes is very expensive 
computationally. Similarly, training complex deep learning network is also time-consum-
ing even with the aid of GPU hardware. Another barrier to using a deep learning model 
is selecting an optimized set of hyperparameters, the number of layers, depth size, kernel 
size, number of filters, filter size, etc.

Many convolutional networks (CNN) based deep learning (DL) algorithms have been pro-
posed for chest X-ray screening and lung diseases classification (Singh et al. 2018; Qin et al. 
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2018; Pasa et al. 2019). These approaches assist radiologists to analyze a typical pathology, 
localize suspicious regions, and overcome the limitations of human bias and perception. How-
ever, these approaches are disease-specific such as lung cancer (Ausawalaithong et al. 2018), 
pneumonia (Jaiswal et al. 2019), and tuberculosis (Pasa et al. 2019). Thus, building a deep 
learning model to detect multiple chest pathologies from CXRs remains a challenging job and 
requires further research efforts. There are different deep learning-based systems in the litera-
ture that detect multiple chest pathologies. These systems use a deep complex network like 
DenseNet and ResNet etc. The generality of the complex networks trained on multiple detec-
tions is insufficient.

7 � Conclusion

In this review article, we presented deep-learning techniques for chest radiograph detection. 
The effective implementation of chest radiograph detection can help in clinical setups like 
treatment, diagnosis, surgical planning, radiograph intervention and examination, enhanced 
workflow prioritization, and clinical decision support to extensive screening and international 
population health initiatives. These potential advantages of chest radiography encouraged the 
interest in the development of computational deep learning-based models. The emergence 
of deep learning models gives an improved and promising performance in automatic chest 
pathologies detection. The survey aims to review, evaluate, and synthesize the quality of 
evidence for computer-aided chest pathologies detection systems. This review aims to cover 
the significant and well-known approaches which are introduced in the field of multi-class 
and single-specific chest pathologies detection and classification using deep learning. In this 
review article, we provide the taxonomy of image acquisition, datasets, feature extraction, and 
deep learning classification. The article discusses the mathematical concepts of features and 
deep learning structure. Furthermore, the review is demonstrating the evolution of the deep 
learning systems for chest pathologies detection that was introduced over the past five years 
from 2017 to 2022 in Google Scholar, Science Direct, PubMed, and Springer databases. The 
article discusses the mathematical concepts of features and deep learning structure. More spe-
cifically, we try to answer the following questions. What is the taxonomy of deep learning-
based systems of chest pathologies detection? What are the publically available datasets of 
chest radiographs and what are their main characteristics? Which approaches are used for fea-
ture extractions and feature selections and what are their pros and cons? Which of the state-of-
the-art methods are used for single and multi-pathologies detection? What are the challenges 
in chest pathologies detection systems and what can be done for their improvement? The stud-
ies are compared based on their contributions, datasets, the methods used, and the achieved 
results. We also present the main findings from the review article that visualize the current 
trends, challenges, and future recommendations.
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