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Abstract
Among the world’s most common cancers, colorectal cancer is the third most severe form 
of cancer. Early polyp detection reduces the risk of colorectal cancer, vital for effective 
treatment. Artificial intelligence methods such as deep learning have emerged as leading 
techniques for polyp image segmentation that have gained success in advancing medical 
image diagnosis. This study aims to provide a review of the most recent research studies 
that have used deep learning methods and models for polyp segmentation. A comprehen-
sive review of deep learning-based image segmentation models is provided based on exist-
ing research studies that are essential for polyp segmentation. Convolutional neural net-
works, encoder–decoder models, recurrent neural networks, attention-based models, and 
generative models were the most popular deep learning models which play an essential role 
in detecting and diagnosing polyp at an early stage. Additionally, this study also aims to 
provide a detailed classification of prominently used polyp image and video datasets. The 
evaluation metrics for assessing the effectiveness of different methods, models, and tech-
niques are identified and discussed. A statistical analysis of deep learning models based on 
polyp datasets and performance metrics is presented, with a discussion of future research 
trends and limitations.

Keywords  Colorectal cancer · Polyp · Deep learning · Medical image segmentation · 
Kvasir-SEG · Review

1  Introduction

Recent advances in artificial intelligence (AI), particularly deep learning, have enabled 
automated image analysis to improve its diagnostic performance. Deep Learning (DL), 
a novel area of research in the field of AI (Spring et  al. 2022), is based on the training 
and uses of the healthcare domain. With the advancement in AI (Castiglioni et al. 2021), 
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new approaches are coming in the healthcare domain to increase accuracy and efficiency 
(Palanisamy and Thirunavukarasu 2019). Already, AI has achieved great heights in dif-
ferent sectors of the healthcare domain like cancer, mental health, heart diseases, genetic 
diseases, COVID-19, and so on (Gupta and Sinha 2022; Gupta et al. 2022). Currently, can-
cer is a prominent area of research, and it is a complex disease characterized by a vari-
ety of genetic and epigenetic variants. Worldwide, it ranks as the second most common 
cause of death. Every year, about 10 million individuals die due to cancer (Lewandowska 
et al. 2019). It is estimated that 70% of deaths caused by cancer occur in countries with 
low to middle incomes. Approximately 3.7M lives could be protected every year through 
the implementation of appropriate strategies for prevention, early detection, and treatment. 
There is an estimate that the total financial cost of cancer is US $1.16 trillion per year 
(Eloranta et al. 2021). There are various types of cancer including colorectal cancer, lung 
cancer, breast cancer, skin cancer, kidney cancer etc., and in the maximum type of cancers, 
either research work started or is in the nascent stage. It is estimated that more than one 
third of all cancers can be prevented if timely measures are taken. Developed countries are 
doing progress in the segmentation and prediction of cancer.

The methods and techniques of AI for the identification of mutated genes and abnormal 
protein interactions have the potential to identify these diseases at an early stage. In modern 
biomedical research, artificial intelligence technologies are also being brought to clinicians 
safely and ethically (Messina et al. 2022). Likely, AI-aided pathologists and physicians will 
substantially improve the diagnosis, prognosis, and therapeutic prediction of disease (Fer-
nando et  al. 2022). Machine learning (ML) and AI applications in cancer treatment and 
diagnosis will be the upcoming therapeutic guidance as they will enable the rapid mapping 
of a new treatment for each patient. Using an AI-based system approach, researchers may 
communicate in real-time and exchange data online, to accelerate the knowledge of readers 
(Iqbal et al. 2021).

Nowadays, colorectal cancer (MBiostat et al. 2022) is one such type of cancer in which 
the research work in current years has increased. Colorectal cancer (CRC) is the result of 
the growth of this type of tumor in the colon or rectum (Singh et al. 2022). Polyps, which 
are noncancerous growths, arise from CRCs that form in the mucosa of the colon or rec-
tum. There are two types of polyps: sessile polyps with a broad base and pedunculated 
polyps with a narrow base. A polyp may occur anywhere in the human body, but it is most 
common in the nose, urinary bladder, and gastrointestinal tract, particularly the rectum and 
colon. It is estimated that half of the individuals who undergo colonoscopy who have an 
average risk of 50  years or older will have polyps (Cufí Jou 2022), with the prevalence 
being higher in older individuals and among men in comparison to women. However, 
less than 10% of polyp growth to invasive cancer, a method that normally occurs slowly 
throughout 10 to 20 years and becomes more likely as the polyps grow.

As of 2022, there are 106,180 new colon cancer cases and 44,850 new colorectal cancer 
cases in the United States (Gangcuangco et al. 2022). Adults over the age of 50 are most 
affected by polyps. A total of 17,930 cases are detected in people younger than 50 years 
of age (Segev et  al. 2020), which is equivalent to 49 new cases being diagnosed every 
day. According to their growth pattern, polyps are classified as either adenomatous (i.e., 
adenoma), which is the most common cancer precursor, or serrated due to their saw-tooth 
appearance under a microscope. Cancerous polyps may invade the blood vessels and lymph 
vessels removing fluid and waste from the colon and rectum if they turn into cancerous 
polyps.

It is important to conduct screening tests like colonoscopy to detect polyps before they 
develop into cancer. Additionally, these tests can detect colorectal cancer at an early stage, 
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when there is a good chance of recovery (Yu and Helwig 2022). Though colonoscopy has 
been successful in reducing cancer rates, the predictable adenoma miss rate is approxi-
mately 6–27%, and this rate is expected to increase for other colorectal cancer types. 
Another reason for the missing polyps is that either the polyp is not in the visible area or it 
is not known despite being in the visual area due to the fast extraction of the colonoscope. 
Due to different sizes, shapes, colors, and appearances, it becomes difficult to detect the 
polyps. Polyp segmentation is crucial in the segmentation of polyps and removing the pol-
yps if it is cancerous (Rahim et al. 2021). Robust use of technology in the segmentation 
and prediction of polyps can solve this issue. If properly implemented, the accuracy and 
efficiency of the segmentation of the polyp can be increased. Deep learning is one such 
field that can make tedious tasks easy for us.

Image segmentation is a challenging technique in polyp segmentation. It is the process 
of grouping elements of an image that correspond to a similar object class (Chou and Chen 
2022). This is also known as pixel-level categorization. Alternatively, it involves the divi-
sion of images and video frames into many parts or objects. Deep Learning-based Image 
Segmentation has been effectively applied in the field of remote sensing to segment sat-
ellite pictures, including approaches for urban planning and precision agriculture (Dong 
et al. 2022; Ghosh et al. 2020). Additionally, images captured by drones (UAVs) have been 
fragmented using Deep Learning-based models, giving the ability to solve vital environ-
mental issues linked to weather change. There are various deep learning image segmen-
tation models like Recurrent-Neural- Networks (RNN), Generative-Adversarial-Networks 
(GANs), and Convolution-Neural-Networks (CNN) with different efficiency and accuracy, 
which also can be used for the segmentation of the polyp from the image and video clip. 
It may not only help in accurate polyp segmentation but also help in increasing efficiency 
(Pacal and Karaboga 2021).

1.1 � Scope and motivation

The study’s scope including the nature of feature representation, the feasibility of various 
deep learning image segmentation techniques and models used in polyp segmentation, 
standard datasets, and performance metrics in polyp image and video datasets.

The motivation for this study comes from analyzing research studies on image seg-
mentation techniques, and DL-based models. This study used these techniques for a bet-
ter understanding of the readers in polyp segmentation. Polyp segmentation is already 
a challenging domain because there is a limited review of the existing problems that 
includes a comparison analysis of retrieved publications. Most of the review papers on 
polyps do not properly explain the segmentation techniques in terms of the models and 
the available datasets on polyps. Some of the review studies discussed the endoscopy 
domain and some of the papers only represent the summarized study which does not 
show any significant understanding of polyp. According to our knowledge, there are not 
properly defined papers that discuss the detailed understanding of the DL-based image 
segmentation models with a detailed description of image and video datasets. Our 
approach analyses how the different image segmentation techniques are used in a polyp, 
a detailed comparative study of all image and video datasets available on a polyp, what 
type of DL-based segmentation models were used, and shows the performance metrics 
mathematically in detail. This study motivates researchers to analyze all available data-
sets on polyp, analyze different performance metrics, and understand a variety of image 
segmentation techniques. This paper is helpful for those researchers who work in the 
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healthcare domain using AI technologies, especially in colorectal cancer and polyp seg-
mentation. The above factors serve as part of the motivation for this study, and in the 
following section, the research contribution was discussed.

In this review study, over 100 papers have been reviewed from the last 6 years 
(2018–2023) on polyp segmentation using deep learning image segmentation models 
shown in Fig. 1. It provides a comprehensive review including the model architectures, 
datasets descriptions, and models performance with their key contributions.

This study contributes to the following areas:

•	 The generalized image segmentation techniques have been discussed including seman-
tic segmentation, instance segmentation, and panoptic segmentation.

•	 A detailed analysis of deep learning-based image segmentation models on polyp, 
including convolutional neural networks, recurrent neural networks, attention-based 
models, encoder–decoder models, and generative models, is presented in this study.

•	 This study presents a detailed classification of all the image and video polyp datasets.
•	 According to the existing literature review, this article discusses various evaluation 

metrics for judging the effectiveness of various methods on polyp segmentation.
•	 Future research trends and challenges for polyp segmentation have been suggested.

In the remainder of this survey, each section is presented as follows: Sect.  2 rep-
resents Literature Search and Review Procedures. Section  3 discusses the image seg-
mentation techniques. Section 4 classifies all deep learning-based image segmentation 
models used in polyp segmentation. Section 5 shows all image and video datasets used 
for polyp segmentation. Section 6 reviews the study of the performance of models with 
their metrics. Section 7 represents the review outcomes and the comparative analysis of 
the review study. Section 8 discusses the main limitations and future research contribu-
tions based on polyp segmentation using DL-based image segmentation models, polyp 
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datasets and performance metrics. Section 9 shows the conclusion of the whole review 
study.

2 � Literature search and review procedures

The purpose of this study was to develop an in-depth understanding of the literature review 
process encountered by the researchers when working with polyp segmentation and explo-
ration of review study methodologies, based on insights obtained from three perspectives: 
existing literature review studies on polyp segmentation, identifying and synthesizing prior 
research approach, and research papers selection criteria.

2.1 � Related reviews

There have been many survey papers published in the field of colonoscopy  that cover 
image and video datasets in current years. This section presents a wide variety of previous 
survey methodologies developed for polyp segmentation. There are limited review papers 
on polyp segmentation but available in different categories.

In this review paper, Barua et al. presented polyp segmentation technologies based on 
AI during colonoscopy aiming to improve lesion detection and colonoscopy quality (Barua 
et al. 2021). To establish the utility of AI-based polyp segmentation approaches for polyp 
and colon cancer detection, authors presented a systematic survey study and meta-analysis 
of prospective studies and conducted systematic research in the databases i.e., MEDLINE, 
EMBASE, and Cochrane CENTRAL. Through the calculation of relative and absolute 
risks and the difference in means, they compared colonoscopy with and without the use 
of AI for the segmentation of polyps, adenomas, and colorectal cancer. Gopakumar (2020) 
reviewed some current works for polyp detection and segmentation in-depth. In the field of 
healthcare, segmenting polyps from colonoscopy images remains a difficult task. Numer-
ous experiments are used in this situation, and deep learning has demonstrated effective 
performance over other approaches. Each of the models covered in this study has its own 
merits and demerits. Additionally, each model has been shown to perform well in a variety 
of image segmentation tasks. In this paper, Mi et  al. evaluate the efficiency of WCE in 
detecting polyps using AI models like DL, a meta-analysis was carried out because the full 
studies had small-size samples and various algorithms (Mi et al. 2022). For possibly suit-
able research published up to December 8, 2021, the search was conducted by two inde-
pendent reviewers using Embase, the Cochrane Library, PubMed, and, the Web of Science. 
These papers were then individually evaluated for each image. This meta-analysis was 
performed with STATA RevMan and Meta-DiSc. Prasath (2017) reviewed several polyp 
segmentation methodologies for VCE imaging and provided a systematic analysis with the 
limitations that standard image processing analysis and computer vision systems confront. 
In this paper, the study was to determine endoscopy imaging which is different from our 
study on polyp segmentation. Many groups of researchers have been focused on automatic 
polyp identification throughout the previous decade and M. Luca et  al. give a summary 
of these recent studies (Luca et al. 2019). Deep learning has just begun to be applied in 
various fields, and try to highlight the relevant applications for colonoscopy in this study. 
It does not show any relevant work on the polyp except the summary of papers and the 
applications. In this research (Pacal et  al. 2020), the first section of this paper provides 
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an outline of prominent deep learning frameworks used in the study of colon cancer. The 
studies that relate to colorectal cancer are then grouped under the domain of deep learning 
and colon cancer. These studies are further subdivided into five groups: detection, survival 
prediction, segmentation, classification, and inflammatory bowel disease. The research was 
gathered under each section and then thoroughly summarised and listed. This paper repre-
sents the colonoscopy so it does not highlight the polyp in detail as compared to this study. 
In this review paper, Sánchez-Peralta et al. (2020) show the summary study of 35 research 
papers. The current systematic review analyses these techniques, indicating advantages and 
drawbacks for the various categories applied; analyzes performance metrics for seven pub-
licly accessible datasets of colonoscopy images, and discusses future limitations and rec-
ommendations. It shows a good study of polyps but it primarily emphasizes the research 
gaps of the polyp and does not give proper solutions to that research gaps. It indicates 
only the drawbacks and advantages of the polyp. According to researchers (Wittenberg 
and Raithel 2020), AI-based detection of adenomas and polyps during colonoscopy has 
evolved significantly over the last 35 years, beginning with “handcrafted geometrical fea-
tures” and simple classification systems, progressing to the development and use of “tex-
ture-based features” and machine learning algorithms, and concluding with recent growths 
in the area of deep learning using CNN. This study only shows the review of deep learn-
ing-based models which only used CNN but our study shows all the DL-based models 
in detail including CNN for polyp segmentation. The purpose of this review by Sánchez-
Montes et  al. (2020) is to provide gastroenterologists with computational methodologies 
and endoscopic imaging specificities that affect the  image segmentation analysis. Cur-
rently, the Segment Anything Model (SAM) is receiving considerable attention in both the 
field of natural and medical image segmentation. In several image benchmark tests, SAM 
demonstrated superior performance and shows significant potential for the segmentation 
of medical images. Li et al. (2023) present Poly-SAM, a fine-tuned SAM model for polyp 
segmentation, and compare its performance with that of several state-of-the-art models. 
The two transfer learning strategies of SAM with and without finetuning its encoders are 
also compared. This study (Macháček et al. 2023) presents a conditional diffusion proba-
bilistic model (DPMs) framework for producing synthetic GI polyp images based on gener-
ated segmentation masks. According to the experimental results, the system can produce 
an unlimited number of high-fidelity synthetic polyp images along with the corresponding 
ground truth masks.

There were several review studies on polyp segmentation mentioned above, but they dif-
fer from our work in the following ways:

•	 Different authors target different organs, but not exclusively polyps.
•	 Several reviews have been published in other domains that use the biological field to 

explain their research, which differs from ours.
•	 Many studies have focused on gastroenterologists or endoscopic imaging for polyp seg-

mentation, but this study reviews the use of colonoscopy for polyp segmentation.
•	 In most research on polyps, deep learning-based image segmentation models, polyp 

datasets or performance metrics are not adequately described.
•	 The classification and comparative studies relevant to polyp datasets have not been 

properly reviewed in the existing literature.
•	 A limited literature study discusses performance metrics on polyp segmentation in 

detail, but our research work correctly determines the commonly used performance 
metrics by analyzing datasets and deep learning-based image segmentation models.
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Our research aims to provide a comprehensive study of image segmentation methods, 
and techniques, the DL-based image segmentation models, the types of polyp datasets clas-
sified as image and video polyp datasets, as well as prominent polyp segmentation perfor-
mance metrics.

Accordingly, the four key steps for conducting literature reviews were followed in this 
study as suggested by Chu et al. (2020), Patel and Tyagi (2022). (1) define the search strat-
egy, (2) The data to be extracted from each primary study should be identified by screen-
ing, (3) maintain lists of included and excluded studies, (4) final review and the selection 
of research papers for the review study. An overview of identifying and synthesizing prior 
research approach is presented in Fig. 2.

2.2 � Identifying and search of research studies

The preliminary search process began by identifying papers by keywords and narrowing 
the search space by including papers published within the last 6 years, i.e., 2018–2023 
shown in Step-1 in Fig. 2. To find the relevant papers, a search space strategy was devel-
oped. The papers searched were all popular indexed articles, such as Scopus, SCI/SCIE, 
PubMed, etc., from reputable journals and conferences. The search platform selected was 
Google Scholar, ACM digital library, Wiley, MDPI, Elsevier, Arxiv, and so on that claim 
to possess the largest database of research studies and citations. Over a wide range of dis-
ciplines, it covers many peer-reviewed conference papers and journal articles. Keywords 
used for the search were Polyp Segmentation, Deep Learning, and Review study. In Step-1, 
an initial search yielded 1210 records as shown in Fig. 2.

2.3 � Screening of research studies

After Step-1 was completed, in Step-2 the results obtained were filtered to provide a more 
accurate representation of the research. The studies were chosen further after duplicated 

Step-1: Initial Search of Papers

• Identify the papers by keywords and narrow 
down the search space by including last six 
years (2018-2023).

• Develop a search strategy to find the papers.
• Records find after database searching by 

keywords on google scholar (n=1210 papers)

Step-2: Screening of Research Studies

• Remove the duplicated results
• Check the publication source, language, title, 

abstract and conclusion.
• Check the results after filtering in Step-1
• After applying the selection criteria on the 

papers, Total selected n=834 papers

Step-3: Inclusion and Exclusion criteria

• Include and exclude the paper according to 
Step-2.

• Establish in-depth review questions and 
analysis for inclusion and exclusion.

• After applying the selection criteria on the 
papers, Total selected n=420 papers

Step-4: Final Review phase of papers

• 200 papers were filtered out because they are 
not fully focused on polyp segmentation.

• 42 papers are not available in full-text.
• 45 papers were removed because of technical 

aspects.
• Finally, Total selected n=132 papers out of 

which 117 papers were reviewed in the 
context of polyp segmentation.

Fig. 2   Identifying and Synthesizing Prior Research Approach
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results were removed. During the screening process, the research studies were screened 
based on the publication source, the title of the paper, the abstract of the paper, as well as 
the conclusion of the research study. A total of 834 research studies were selected for fur-
ther analysis after applying the screening process in Step 2 in Fig. 2.

2.4 � Inclusion and exclusion criteria

First, most of the papers are excluded by applying the Step-2 in Fig. 2. Now in Step 3, a 
set of in‐depth review questions were developed and used it for data extraction from 834 
research studies for inclusion and exclusion criteria. These questions covered information 
such as the research question, study focus, research method, and key results. The in‐depth 
review questions for data extraction were:

•	 How does the study approach the proposed research question and what is the main 
research question it intends to address?

•	 What is the overall research methodology or the models used in the paper?
•	 What is the focus and the motivation of the study?
•	 What are the key findings and the analysis of the study?
•	 Do the findings of the research study suggest any suggestions or recommendations 

regarding polyp segmentation models and their performance analysis?
•	 Which evaluation metrics are commonly used in polyp segmentation like Dice Coef-

ficient, Intersection over Union etc.?

After applying the above in-depth review questions, the 420 research papers were 
selected in step-3 in Fig. 2 for further analysis of this review study.

2.5 � Final review phase of research study

After applying the step-3, from 420 research papers, 200 papers were filtered out because 
all the papers were not focused fully on polyp segmentation, 72 of the papers were on 
image classification and localization, 63 papers were on colon cancer and contain polyp but 
also discuss the other organs with polyp like haemorrhoids, ulcerative-colitis-grade and so 
on and 65 papers were discussed the polyp segmentation but not clearly understand their 

Table 1   Papers collection count 
and their associated resources

Resources of papers 
collection

Numbers of papers collected/cited from 
Journals/Conferences

IEEE Journals-8, Conferences-23, Transactions-5
Springer Journals-21, Conferences-7
Elsevier Journals-25
Arxiv Journals-10
ACM Journals-5, Conferences-1
Nature Journals-6
MDPI Journals-5
Wiley Journals-2
Hindawi Journal-1
Others Journals-8, Conferences-3, Book Chapters-2
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approaches. The 42 papers are not available in full text due to which these papers were 
removed. Afterward, 45 papers were removed due to technical aspects like they explain 
methodology and improvements but their technical approach or models were not explained 
properly with their advantages, issues, and performance metrics. At last, only 132 papers 
were final for this review study discussed in Table 1.

In Table 1, all publication resources are listed with the number of papers that have been 
collected from transactions, journals, conferences, and book chapters. IEEE considers to be 
one of the top publishing sources. This review study only considered papers published in 
reputable journals and some good conference papers. A total of 132 papers were collected 
and cited, through which 117 papers were reviewed.

Figure 3 illustrates the distribution of the selected articles for this study across different 
journal databases. The collection shows that IEEE leads the way with 36 articles. This is 
followed by Springer, Elsevier, Arxiv, ACM, Nature, MDPI, Wiley, Hindawi etc. with 36, 
28, 25, 10, 6, 6, 5, 2 and so on.

One of the challenges of conducting a literature review is to keep track of the sources 
and citations of the papers that are relevant to the polyp segmentation. To overcome this 
challenge, a reference management software is used to organize, annotate, and cite the 
papers easily. It also helps to generate a bibliography of the sources in the format that need 
for this review paper and save time and effort for managing the citations.

3 � Image segmentation techniques

Image segmentation involves the division of an image into parts based on its properties and 
features. Image segmentation could be divided into two sub-tasks: semantic segmentation, 
instance segmentation, and panoptic segmentation shown in Fig.  4. Semantic segmenta-
tion is used to classify each pixel in the image, whereas instance segmentation classifies 
each object in the image and panoptic segmentation is a combination of both semantic 
and instance segmentation. In this section, a detailed description for semantic, instance and 
panoptic segmentation is given.

Fig. 3   Distribution of papers by 
Publication Resources

ACM
6

Nature
6

MDPI
5

Wiley
2

Hindawi
1

Others
14

Elsevier
25

Arxiv
10

Springer
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IEEE
36
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3.1 � Semantic segmentation

In computer vision, semantic segmentation assigns a class label to every pixel of an input 
image, which might seem to be an elementary but difficult task. Semantic segmentation is 
capable of producing class information at the pixel level of images, so several real-world 
applications are taking advantage of it, including self-driving (Xu et al. 2018), pedestrian 
detection (Hsu and Yang 2023) and computer-aided diagnosis (Ruan et  al. 2023). There 
have been several methods proposed for semantic segmentation before the advent of deep 
learning (Chuang et al. 2023) that are characterized using handcrafted features and bottom-
up approaches. As deep learning has become more advanced, that have shown remarkable 
performance over traditional methods. Several semantic segmentation techniques are com-
monly used, including SegNet (Badrinarayanan et al. 2017), U-Net (Safarov and Whangbo 
2021; Al Jowair et al. 2023), DeconvNet (Mukherjee et al. 2019), and FCNs (Yun Guo and 
Matuszewski 2019; Wen et al. 2023).

3.2 � Instance segmentation

The term instance segmentation refers to the assignment of different labels to differ-
ent instances of an object belonging to the same class. Thus, instance segmentation may 
be considered a technique for dealing with both object detection (Padilla et  al. 2020) 
and semantic segmentation problems (Yanming Guo et  al. 2018) simultaneously. It has 
emerged as one of the most significant, sophisticated, and challenging topics in computer 
vision research. Instance segmentation has a significant impact on robotics, autonomous 
driving, surveillance, and many other areas (Alfred Daniel et al. 2023). The introduction 
of deep learning led to the development of several frameworks for instance segmentation, 
notably CNNs, in which segmentation accuracy increased rapidly. There are three types 
of instance segmentation methods: multi-stage methods, single-stage methods, and semi-
supervised or weakly supervised methods. Some of the most commonly used instance seg-
mentation techniques are Mask R-CNNs (Cong et al. 2023; Gupta et al. 2023; Manshadi 

(a) (b) (c) (d)
Input Image Semantic Segmentation Instance Segmentation Panoptic Segmentation

Fig. 4   Various image segmentation methods (Chen et al. 2021)
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et al. 2023), Faster R-CNNs (ELKarazle et al. 2023; Manshadi et al. 2023), PANets (Quan 
et al. 2023), and YOLACTs (Hafiz and Bhat 2020).

3.3 � Panoptic segmentation

The panoptic segmentation technique is proposed as a solution to the lack of scene under-
standing in semantic segmentation and instance segmentation (Chuang et  al. 2023). 
According to its basic concept, panoptic segmentation involves identifying and segment-
ing the stuff and things within an image. The segmentation results of stuff and things are 
distinguished by different colors (Elharrouss et al. 2021). Comparatively, to semantic and 
instance segmentation, panoptic segmentation examines each component of the entire 
scene globally, significantly improving the ability to perceive the scene, making it a suit-
able tool for automating driving, video surveillance, and analyzing medical images. Due to 
the perceived defects in both semantic segmentation and instance segmentation, early pan-
optic segmentation algorithms are direct combinations of the semantic segmentation model 
and the instance segmentation model. Mask R-CNN is the most used method for panoptic 
segmentation (Li and Chen 2022). The UPSNet (Lei et al. 2023; Mao et al. 2023), FPSNet 
(Nie et al. 2023; Simeth et al. 2023), and VPSNet (Gopinath et al. 2023; Choudhuri et al. 
2023) are some of its backbone architectures.

4 � Deep learning‑based polyp image segmentation models

There are various forms of deep learning models used in polyp segmentation in previous 
research. From these researches, there are various DL models were found used in polyp 
whereas Machine learning models were hardly used in the polyp. Afterward, all tech-
niques, methods, and models’ data were gathered. The polyp-based deep learning mod-
els categorized into various forms including Convolution based models which consist of 
Fully convolutional networks (FCNs), Region-based CNN, and DeepLab-or Dilation CNN, 
Encoder–Decoder-based models consisting of UNet and its variations, Recurrent neural 
networks-based models consist of RNN and Long-Short-Term-Memory (LSTM), Atten-
tion-based models and GAN models.

4.1 � Convolutional neural networks‑based models

It is a kind of artificial neural network known as a Convolutional-Neural-Network com-
monly used to recognize and classify images and objects. In image processing, CNNs are 
widely used for tasks such as segmentation and localization, video analysis, obstacle recog-
nition in autonomous vehicles, and recognition of speech for natural language processing 
(NLP) (Guo et al. 2019).

In this section, this research work describes the variations of convolution neural net-
works consisting of Fully convolution networks (FCNs), Region-based CNN, and DeepLab 
or Dilation CNN elaborately which were used in prior research studies to detect the polyp.
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4.1.1 � Fully convolution networks

Fully-Convolutional-Networks (FCNs), a significant advancement in DL-based semantic 
image segmentation models, was introduced by Shelhamer et  al. (2017). The FCN  with 
only convolutional layers can provide a segmentation map that is similar in size to the 
input layer. In this study (Yun Guo and Matuszewski 2019; Yunbo Guo et al. 2020), a deep 
fully convolutional neural network called Dilated ResFCN is described and represented 
the architecture in Fig. 5. It was created specifically for polyps’ segmentation in colonos-
copy images. The benchmark methods FCN8s and ResFCN have been used to compare 
the Dilated ResFCN model. It has been observed that properly selected dilation kernels 
can greatly enhance polyp segmentation performance on several evaluation measures. The 
Dilated ResFCN approach has been proved to be the best method for polyp segmentation 
with the largest value of the Dice coefficient. It is also effective at matching the polyp’s 
shape to the smallest and most consistent Hausdorff distance value. M. Akbari et al. pro-
vided a new polyp segmentation approach based on FCN and Otsu thresholding (Akbari 
et al. 2018). FCN was used because of its strong capability in semantic segmentation, and 
it was implemented on the CVC ColonDB database using the Caffe framework, achiev-
ing an 81% dice score in this database. A new method for the automatic segmentation of 
polyps in colonoscopy frames is presented in this study (Wen et al. 2023) which integrates 
an atrous FCN with a ResNet50 backbone for the proposal of regions and a classification 
CNN for the refinement of regions.

4.1.2 � Region‑based CNN

It is well known that region-based CNNs, such as those depicted in Fig. 6, employ a selec-
tive search method to identify feasible object regions and then classify these regions on 
the cropped window to determine the most suitable location based on the probability 

Fig. 5   Polyp segmentation network for Dilated ResFCN. Frome left to right, Blue color shows the Feature 
extraction part; Yellow shows the Dilation convolution; Green shows the Skip connection (Yun Guo and 
Matuszewski 2019)
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distribution of the output (Girshick et al. 2014). When using the selective search technique 
(Uijlings et al. 2013), pixels are clustered into objects by analyzing several characteristics 
such as texture, color, or intensity. Qadir et al. developed and analyzed instance segmenta-
tion technique called Mask RCNN (Qadir et al. 2019) for the segmentation of polyp using 
three new CNN feature extractors, namely Resnet-50, Resnet-101, and Inception-Resnet 
(v2). In this research, R-CNN was trained to detect and locate polyps in colonoscopy vid-
eos using masked region-based convolutional neural networks (Mazumdar et al. 2023).

Bernal et  al. divides off-the-shelf polyp segmentation algorithms into three catego-
ries: hybrid, end-to-end learning, and hand-crafted (Jorge Bernal et  al. 2017). Mo et  al. 
developed an extremely powerful model for polyp instance segmentation (Mo et al. 2018), 
namely the Faster R-CNN. In compared to the informed findings of state-of-the-art algo-
rithms on polyp segmentation, the experiments determine that the Faster RCNN produces 
extremely competitive outcomes and is an effective method for medical studies.

4.1.3 � DeepLab or dilation CNN

X.  Sun et  al. provide an innovative  end-to-end DL system for polyp segmentation (Sun 
et  al. 2019). The model  comprises a decoder to extend the feature maps into a polyp 

Fig. 6   A framework for R-CNN mask. Resnet-50, Resnet-101, and Resnet-Inception v2 should be evaluated 
as feature extractors for detecting and segmenting polyps. In the second stage, the confidence value is pre-
dicted, as well as offsets and masks within the proposed box (Qadir et al. 2019)

Fig. 7   DeepLab_v3 and LSTM parallel modules (Xiao et al. 2018)
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segmentation map and an encoder to retrieve multi-scale information. The authors use 
dilated-convolution to learn high-level semantic features without degrading the resolu-
tion of the encoder, thus improving the encoder’s feature representation abilities. Authors 
(Tomar et al. 2023) present a novel network named DilatedSegNet for the segmentation of 
polyps in this study. A pre-trained ResNet50 architecture is used along with a dilated con-
volution pooling block to capture a wider range of reliable and diverse features for better 
delineation. In this study, authors (Xiao et al. 2018) proposed the DeepLabv3 deep neu-
ral network for polyp segmentation in colonoscopy images. The location of polyps may 
not be efficiently transferred or kept due to their enormous structure. To solve the prob-
lem, the DeepLabv3 and LSTM networks were merged to improve the signal of the pol-
yp’s position shown in Fig. 7.

4.2 � Encoder decoder‑based models

In encoder–decoders, data points are transferred from an input class to an output class 
through a two-stage network.

By using an encoding function, the encoder represents:

By compressing the input x, the encoder produces a latent-space representation 
called z. The decoder, on the other hand, uses a decoding function to:

forecasts the output y from z. The latent, or feature (vector), structure captures semantic 
data from the input image that is used to predict the output.

As a result of using such models, various applications in Natural Language Process-
ing (NLP) and image translation can be derived, such as the de-blurring of the resolu-
tion of images, or the segmentation of images.

Mulliqi et al. show several ways for polyp segmentation, but encoder–decoder-based 
models have recently shown considerable performance (Mulliqi et al. 2020). Colorectal 
polyp segmentation is performed in encoder–decoder-based models by applying typical 
CNN architectures in the contracting path with repetitive down-sampling layers such 
as pooling layers. Down sampling layers enable local translation invariance, minimize 
representation spatial size, and extract reduced-level  feature maps. There are various 
models of encoder–decoder based on image segmentation in which U-Net (Liu et  al. 
2021a; Minaee et al. 2022; Ghosh et al. 2020) is the base model for image segmenta-
tion in biomedical analysis. Currently, there are limited studies that discuss the clas-
sification of encoder–decoder-based models and all variations of U-Net that are used to 
polyp segmentation in detail. In this literature study, the various models of U-Net are 
shown to be incredibly efficient and outperform the original U-Net. The various types 
of models are:

4.2.1 � U‑Net

Initially, Weng and Zhu (2015) proposed that if an image is sent through an encoder 
that constantly decreases the spatial size of the feature block, the network will special-
ize in storing just the most important features and reject the others. Figure 8 represents 

(1)z = g(x)

(2)y = f (z)
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the architecture of the U-Net. Tran et al. (2022b) propose a novel model in this study 
that is based on the UNet model and is known as TDC-Unet. Segmentation of nuclei, 
polyp, left atriums, and skin lesions are one of the implementations in this research. 
Tashk et  al. implement a novel U-Net framework (Tashk et  al. 2019). This frame-
work is applied to the CVC-ClinicDB, the CVC-ColonDB, and the ETIS-Larib, which 
are international standard optical colonoscopy datasets. In terms of accuracy, precision, 
recall, and F-Score, the proposed U-Net gives existing competitive techniques for auto-
matic polyp segmentation based on the results of the implementation and evaluation. 
Specialists and physicians can use it to locate polyps more accurately and efficiently.

Fig. 8   U-Net Architecture (Weng and Zhu 2015)

Fig. 9   Various versions of convolutional and recurrent convolutional networks a Forward convolutional net-
work, b Recurrent-convolutional-network, c Residual-convolutional network, d Recurrent-Residual-convo-
lutional-network (RRCN) (Alom et al. 2018)
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4.2.2 � R2U‑Net

Md Zahangir et  al. first introduced the RCNN and a recurrent-residual-convolutional-
neural network (RRCNN) based on UNet models, known respectively as RUNet and 
R2UNet (Alom et al. 2018). In this, four various architectures are analyzed (Fig. 9). A 
novel model based on the recurrence residual UNet was proposed by Tran et al. (2022a). 
By reusing convolutional units, the proposed model reduces the network size and 
achieves better results. It is difficult to optimize feature maps due to the large number of 
filters included in the convolution node. To decrease the network size while maintaining 
the quality of the feature map, double blocks have been used. In comparison with the 
current model, the introduced model yields improved outcomes with a reduced size. The 
outcomes determine the effectiveness of the introduced model in polyp segmentation.

4.2.3 � Attention‑based Unet

The attention gate model described in Fig. 10 was first introduced by Oktay et al. (2018). 
Sang et al. introduce AG-CUResNeSt, a unique neural network architecture that improves 
Coupled UNets with enhanced techniques for integrating skip connections and attention 
gates (Sang et al. 2021). To suppress the redundant low-level information from the encod-
ers, attention gates are implemented into skip connections within each UNet. To achieve 
high accuracy in polyp segmentation, the network is capable of efficiently merging multi-
level characteristics and utilizing semantic information flow.

4.2.4 � ResUnet

The ResUnet  network is made up of stacked layers initially proposed by (Diakogiannis 
et al. 2020). Figure 11 shows the architecture of the ResUnet-a d6 network in which the 
encoder is situated on the left (downward) branch and the decoder is located on the right 
(upward) branch. Jha et al. (2019) present ResUNet++, an upgraded version of the ResU-
Net structure for the segmentation of colonoscopic images, for the development of an auto-
mated system for the segmentation of polyps at the pixel level. Jha et al. (2021b) show that 

Fig. 10   An illustration of the Attention U-Net segmentation model (Oktay et al. 2018)
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Fig. 11   A layout of the ResUNet-a d6 network. a The architecture’s encoder is located on the left (down-
ward) branch. The decoder is located on the right (upward) branch. There are as many channels in the final 
convolutional layer as there are distinct classes. b A ResUNet-a network building block. In the residual 
block, each unit has the same number of filters. Here, d1,…, dn represent a range of dilation rates. c Pool-
ing layer for pyramid scene parsing. Pooling occurs in 1/1, 1/2, 1/4, and 1/8 sections of the original image 
(Diakogiannis et al. 2020)

Fig. 12   Differentiation of a UNet, b UNet++, and c UNet3+ architectures (Huang et al. 2020)
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Conditional Random Field (CRF) and Test-Time Augmentation (TTA) may significantly 
enhance the overall predicted performance of the Resunet++ architecture on colorectal 
polyp segmentation. As researchers designed the new ResUNet++ architecture, the resid-
ual block, ASPP, and attention block served as our inspirations.

4.2.5 � UNet 3+

The UNet3+ model was first proposed by Huang et al. (2020), which can decrease network 
parameters to increase computing efficiency in addition to improving accuracy. Figure 12 
represents the comparison of the framework of UNet, UNet++, and UNet3+ in which plain 
skip connections, nested and dense skip connections, and full-scale skip connections are 
used. M. Wang et al. provide an improved multi-scale network for efficient polyp segmen-
tation in this research (Wang et al. 2021). It consists of four Local Context Attention (LCA) 
modules, three Receptive Field Block (RFB) modules, a multi-scale backbone (Res2Net), 
and a multi-scale linked baseline (U-Net3+).

4.2.6 � TransUnet

Chen et  al. (2021) introduced that TransUNet is a powerful alternative to Transformers 
and U-Net for segmenting medical images shown in Fig. 13. Tomar et al. present the Tran-
sResU-Net architecture (Tomar et al. 2022), which focusses on the benefits of the trans-
former’s encoder block, residual block, and dilated convolution as its core component for 
segmenting polyps in real-time colonoscopies. The self-attention network built into the 
transformer and the dilated convolution block both improve the architecture’s performance 
on polyp segmentation.

Fig. 13   A description of the framework. a Transformer layer layout; b Proposed TransUNet framework 
(Chen et al. 2021)
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4.2.7 � SwinUNet

SwinUnet, is a pure Transformer with Unet-like features (Cao et  al. 2021) for medical 
image segmentation. Swin-Unet is the first entirely Transformer-based U-shaped design, 
and it comprises encoders, bottlenecks, decoders, and skip connections. The Swin Trans-
former block is the foundation on which the encoder, bottleneck, and decoder are built 
as represented in Fig.  14 (Liu et  al. 2021b). Park  et al. provide SwinE-Net, a new deep 

Fig. 14   The architecture of SwinUNet (Cao et al. 2021)
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learning model for polyp segmentation that successfully integrates a CNN-based Efficient 
Net and a Vision-Transformer (ViT)-based Swin Transformer (Park and Lee 2022).

Earlier in this section, all encoder–decoder-based U-Net variations with their archi-
tectures were discussed. This section describes how these models differ from U-Net 
and their functionalities.

The comparative study is presented in Table  2 and categorizes all the encoder 
decoder-based U-net variations relating to polyp datasets and performance metrics.

4.3 � Recurrent neural network based models

Recurrent neural networks help to simulate the short and long-term connections among 
pixels to enhance the segmentation map estimate.  In this paper, Bychkov et al. used a 
mix of convolutional and recurrent architectures (Fig.  15a) (Bychkov et  al. 2018) to 
train the deep learning model to forecast the results of colorectal cancer using visuals 
of tumor tissue samples. To address two pertinent clinical imaging challenges, (Huang 
et  al. 2018) trained two already existing deep neural networks, SegNet and DeepLab. 
The first involves locating colorectal polyps within colonoscopy images, while the sec-
ond involves the delineation of axial lung structures within CT images. The inverted 

Fig. 15   A description of the pipeline used for image analysis and the LSTM prognosis model. An image 
of tissue microarray (TMA) areas is defined tile-by-tile using a pre-trained CNN (VGG-16). VGG-16 cre-
ates high-dimensional feature vectors for every tile from an input image. These parameters are then fed into 
classifiers that have been trained to predict five-year disease-specific survival (DSS) (a). LSTM Networks 
calculate the patient risk score based on the whole image of the tissue microarray area based on observed 
image tiles (b) (Bychkov et al. 2018)



A systematic review of deep learning based image segmentation…

1 3

Page 23 of 53  7

type of the long short-term memory (LSTM) network is merged with the two networks 
through a parallel connection to improve their segmentation abilities. The  adding 
of LSTM helps segment polyps but not so much for delineating the lung. In this paper 
(Öztürk and Özkaya 2021), an AI technique is used for accurately classifying datasets of 
GI Tract Images with a less amount of labeled data. The CNN architecture is used in the 
proposed AI technique, and each pooling layer’s features are transported to an LSTM 
network represented in Fig. 15 (b). By integrating all LSTM layers, a classification is 
obtained. GoogLeNet, AlexNet, and ResNet are used in all investigations to properly 
assess the contribution of the introduced residual LSTM structure.

4.4 � Attention‑based models

Research on attention processes has been ongoing in image segmentation and has evolved 
through time, thus it is not unexpected to discover researchers that use them for semantic 

Fig. 16   An architecture of  the SSN model. An input consists of polyp colonoscopy images, and an out-
put consists of segmentation masks created. BuB is for Building Block in ResNet, RB stands for Residual 
Block, MaL stands for Main Loss, and AuL stands for Auxiliary Loss (Feng et al. 2020)

Fig. 17   The fundamental structures of DAM and MFM, with a 3 × 512 × 512 example (Feng et al. 2020)
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segmentation. Attention models improve on the average and maximum pooling baselines 
and allow one to visualize the relevance of features at different locations and sizes (Jha 
et al. 2021b).

In this study, (Feng et al. 2020) create a new stair-shape network (SSN) for colonoscopy 
image polyp segmentation in real-time represented in Fig. 16. The novel model performs 
better for polyp segmentation than U-Net while being substantially faster. As part of the 
encoder stage, four blocks are used to extract spatial characteristics. The next skip connec-
tion is shown in Fig. 17, in which a Dual Attention Module is applied for every block and 
a Multi-scale Fusion Module is applied to fully fuse features of various scales. A polyp 
segmentation model based on the proposed method can learn more data due to the abun-
dance of data augmentation and the effective supervision of auxiliary losses. Fan et al. pro-
posed an effective polyp segmentation method which is a challenging process due to two 
main factors (Fan et al. 2020): (i) polyps of the same type exist in varying sizes, colors, 
and textures; and (ii) the boundary between a polyp and the mucosa around it is not well 
defined. So, a parallel reverse attention network (PraNet) was developed for precise polyp 
segmentation in colonoscopy images to address these issues. A deep convolutional neural 
network architecture, SR-AttNet, has been proposed in this paper (Alam and Fattah 2023) 
to facilitate the systematic segmentation of polyps with the help of a utilitarian attention 
system. Encoder and decoder pipelines use un-dilated and dilated filters to provide local 
context and depth perception.

4.5 � Generative models and adversarial training

A generative adversarial network (GAN) has been proposed (Goodfellow et al. 2020) for 
training deep representations without requiring lengthy training data with annotations. The 
back-propagation signals are obtained by involving two networks in a competitive process. 
According to Z. Qian et  al., an innovative polyp segmentation framework was proposed 
(Qian et al. 2022) based upon two principles: (i) extending the training datasets through 
the application of a Conditional-Generative-Adversarial Network (CGAN), with the Gen-
erator utilizing the Efficient-Spatial-Pyramid (ESP) and the Discriminator employing the 
Patch-GAN; (ii) improving YOLOv4 structure through dilated convolution and skip con-
nections. J.M. Poorneshwaran et  al. investigate the deep generative convolutional frame-
work for polyp segmentation (Poomeshwaran et al. 2019). The pix2pix CGAN was used 
to investigate polyp segmentation. Due to their flat and inconspicuous shape, sessile-ser-
rated-lesions (SSLs) are a colorectal cancer precursor with a substantially increasing miss 
rate. Endoscopists might benefit from colonoscopy CADe systems; nevertheless, present 
methods perform badly in identifying SSLs. To detect disorganized or simply missed pol-
yps, a polyp segmentation technique is used  that replicates the morphological properties 
of SSLs (Fig. 18). A generative- adversarial-network (GAN) was applied to simulate high-
resolution complete endoscopic images, including SSL, to construct a well-trained system 
using unbalanced polyp data. According to the results of this study (Tang et al. 2023), the 
accuracy of polyp segmentation was greater after implementing the proposed GAN method 
to generate rare polyp images than after using a common augmentation technique. Results 
indicated that obtaining a better GAN outcome required a higher sample number as com-
pared with non-GAN training. The sensitivity of colon polyp detection and classification 
was improved using GAN and DeblurGAN-v2 in hybrid with the YOLOv5 method. In this 
paper (Yoon et  al. 2022), the issue of insufficient labeled data for computer-aided polyp 
segmentation tasks is taken into consideration. Fan He et al. developed a data augmentation 
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framework that uses GAN and the adversarial attack to directly generate false negative 
colonoscopy images (He et al. 2021).

5 � Polyp datasets

Any research and implementation would be incomplete without a dataset. There are vari-
ous types of polyp datasets available for the research community. Some of the datasets 
were publicly accessible, and some can be made available on request. In prior research, 
various polyp image and video datasets were found. In this study, all prominent datasets 
were classified into two forms: the image polyp dataset and the video polyp dataset. The 
historical development of the polyp datasets from the discovery to the present period has 
been comprehensively discussed in this section.

The various polyp datasets have been studied for this study. The prominent datasets 
were taken from various review studies on polyps and classified into two types: image 
polyp dataset and video polyp dataset shown in Fig.  19. First, image datasets consist of 

Fig. 18   a Conditional GANs polyp segmentation architecture (Poomeshwaran et al. 2019), b GAN is used 
to build an automated polyp segmentation system with SSL enhancement. “A” denotes a learned affine 
transform in the generator network, while “B” controls the noise broadcast (Yoon et al. 2022)
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five datasets including CVC-Colon DB (Bernal et al. 2012), ETIS-Larib (Silva et al. 2014), 
CVC Clinic DB (Jorge Bernal et  al. 2015), Kvasir (Pogorelov et  al. 2017), and Kvasir-
SEG (Jha et al. 2020). Second, video datasets consist of mainly six datasets including CVC 
Clinic Video DB (Bernal et al. 2012), ASU-Mayo Clinic DB (Tajbakhsh et al. 2016), EDD 
2020 (Ali et al. 2021), Hyperkvasir (Borgli et al. 2020), Kvasir-Capsule (Smedsrud et al. 
2021), and LD Polyp Video DB (Ma et  al. 2021). These datasets were discussed elabo-
rately in further sections. A comprehensive history of polyp datasets has been described 
in Fig.  20 from the time of discovery to the present (2012–2022). Specifically, the first 
image polyp dataset was published in 2012, named CVC-Colon DB, and the latest dataset, 
Kvasir-SEG, was created in 2019. The initial video dataset was introduced in 2012 namely 
CVC Clinic Video DB (Bernal et al. 2012) and the recent was in the year 2021 consisting 
of the Kvasir capsule (Smedsrud et al. 2021) and LD Polyp Video DB (Ma et al. 2021). 
The LD Polyp Video DB was recently launched, so it contains limited research studies. 
Hyperkvasir and LD Polyp Video DB databases are less used in polyp segmentation.

Fig. 19   Classification of all Polyp Datasets
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5.1 � Image datasets on polyp

In this section, the datasets have been categorized and provide a comprehensive study of 
the image polyp datasets including CVC-Colon DB (Bernal et al. 2012), ETIS-Larib (Silva 

Fig. 20   Historical development of Image and video datasets on Polyp from the year 2012 to 2022

Kvasir-SEG

CVC Clinic DB/ 
CVC Colon DB

ETIS-LARIB DB

Kvasir

Fig. 21   Available image datasets on polyp
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et al. 2014), CVC Clinic DB (Jorge Bernal et al. 2015), Kvasir (Pogorelov et al. 2017) and 
Kvasir-SEG (Jha et al. 2020). All image polyp datasets are openly accessible.

5.1.1 � CVC‑ Colon DB

The CVC-Colon DB was the first dataset proposed for polyp segmentation. It was created 
at the Computer Vision Center and Computer Science (CS) Department of Universitat 
Autonoma de Barcelona situated in Barcelona, Spain by Bernal et al. (2012). The dataset 
contains fifteen random cases in which physicists annotate polyps in all sequences, as well 
as 20 random frames each with a frame size of 500 × 574 pixels represented in Fig. 21. A 
cropping procedure was used to remove the non-functioning black borders. By rejecting 
similar frames, the experts ensured that all 20 frames presented a significantly different 
angle within the image. Images from different databases were used to collect the data. Con-
sequently, 300 different images must be included in the database to cover the wide variety 
of polyp presences.

5.1.2 � ETIS‑Larib

The ETIS-Larib Polyp DB database was developed at the ETIS lab. ETIS (Information 
Processing and System Teams) is a combined research laboratory of CY Cergy Paris Uni-
versity, ENSEA, and CNRS (UMR 8051) (Silva et  al. 2014). There are a total of 1500 
images in this database, 300 of which are polyps and 1200 of which are not polyps. The 
images are labeled by a specialist. According to existing studies, ETIS- Larib DB contains 
196 polyp frames from colonoscopy videos with masks of 1225 × 966 and 44 different 
polyps from 34 sequences shown in Fig. 21. Registration is required to access this data-
base. This dataset is based on the psycho-visual methodology employed by doctors during 
endoscopic examinations. A total of 196 ETIS-LARIB images have been included in the 
testing dataset, out of which only 156 images have been used for training with a resolution 
of 384x384 pixels.

5.1.3 � CVC Clinic DB

The CVC-ClinicDB database was created in association with the Hospital Clinic of Barce-
lona, Spain introduced by Bernal et al. (Jorge Bernal et al. 2015). To create CVC-ClinicDB, 
23 separate video studies were combined with white light. Across all research studies, all 
sequences containing a polyp were retrieved, resulting in 31 sequences, each containing 
a unique polyp (Fig.  21). There were no frames with exceptional patient preparation or 
poor visibility quality as a result of visual blurring that was discarded. Therefore, 31 frame 
sequences consisting of an average of 25 frames were created, with a special emphasis on 
obtaining as many polyp appearances as possible. The CVC-ClinicDB database contains 
612 images of polyps with an overall size of 576 × 768. Ma et al. (2021) represent 612 
images with a resolution of 384 × 288 with 29 videos on polyps. Park and Lee (2022) show 
that the training dataset contains 550 images and the testing dataset contains 62 images 
from the CVC ClinicDB with a resolution of 384 × 384 pixels.
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5.1.4 � Kvasir

The Kvasir dataset contains images of the gastrointestinal (GI) tract and was first intro-
duced by Pogorelov et al. (2017). It is gathered using the apparatus called colonoscope at 
Vestre Viken Health Trust (VV) situated in Norway. The images are categorized according 
to three major anatomical landmarks and three clinically relevant observations. There are 
4000 images in the dataset containing 8 classes displaying anatomical landmarks, patholog-
ical findings, or endoscopic processes within the gastrointestinal tract, with a total of 500 
images per class. A range of pathological findings can be observed, including esophagitis, 
polyps, and ulcerative colitis, while anatomical markers include the Z-line, the pylorus, 
and the cecum. As shown in Fig. 21, the database contains images with resolutions rang-
ing from 720 × 576 pixels to 1920 × 1072 pixels, which have been organized into various 
folders according to their content. Park and Lee (2022) show 900 training images of Kvasir 
and 100 testing images in the dataset. As pixel-by-pixel segmentations, the ground truth 
annotations for each image are included in the dataset. To facilitate training and testing, 
each image was reduced to 384 × 384.

5.1.5 � Kvasir‑SEG

Jha et  al. proposed the Kvasir-SEG database derived from the prior Kvasir (Pogorelov 
et al. 2017) database. It is the latest launched image dataset in polyp segmentation given in 
Fig. 21. The Kvasir-SEG (Jha et al. 2020) is divided into two groups: images and masks. 
There are 1000 images in each folder interpreted by expert scientists from the Hospital of 
Oslo University placed in Norway (Jha et  al. 2019). A JSON file contains the bounding 
boxes for the matching images. As a result, the Kvasir-SEG includes a folder of images, a 
folder of masks, and a JSON file. The image and its associated mask have an identical file-
name. JPEG compression is used to encode the image files, and web surfing is made easier. 
All images do have not the same resolution, they vary from 332 × 487 to 1920 × 1072 pix-
els. The dataset contains 196 polyps less than 10 mm in size that are categorized as Paris 
class 1 sessile or Paris class IIa (Jha et al. 2021b). Figure 21 represents some Kvasir-SEG 
dataset images and their corresponding mask from the actual image.

5.2 � Video datasets on polyp

In this section, it provided a comprehensive description of the video datasets for polyp 
segmentation including CVC Clinic Video DB (Bernal et al. 2012), ASU-Mayo Clinic DB 
(Tajbakhsh et al. 2016), EDD 2020 (Ali et al. 2021), Hyperkvasir (Borgli et al. 2020), Kva-
sir-Capsule, (Smedsrud et al. 2021) and LD Polyp Video DB (Ma et al. 2021). Every data-
set consists of video frames and sequences with their corresponding images. It includes 
segmented, labeled, and unlabelled images. In comparison to image datasets, video data-
sets are larger. In existing research, it was observed that the video datasets convert into 
image datasets to find the results.

5.2.1 � CVC‑Clinic Video DB

The CVC-ClinicVideoDB database is the first video-annotated database that is publicly 
available, introduced by Bernal et  al. (2012). There are 15 separate standard-definition 
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(SD) video sequences illustrating a polyp. The sequences were captured using OLYMPUS 
QF190 endoscopes and an Exera III video-grabber. There are 10924 frames in CVC-Clin-
icVideoDB, each measuring 768 × 576, of which 9221 have a polyp. For each frame, the 
ground truth corresponds to a binary image in which white pixels represent all pixels in 
the image. According to Jha et al. (2021b), only the information contained in the “CVC-
VideoClinicDBtrainvalid” folder included ground truth masks. CVC-ClinicVideoDB uses 
an ellipse to estimate the polyp’s border as its ground truth. Figure 22, exhibits various 
instances of original images and their associated ground truth. Ma et al. (2021) show that 
there are 18 videos, 18 polyps, and 11945 images in this dataset with a resolution of 560 
× 480 pixels. A study published by Ma et al. (2021) found that the CVC-ClinicVideoDB, 
currently the largest database of colonoscopy videos in existence, was four times smaller 
than the LDPolypVideo dataset proposed in their study. According to the author, an intel-
ligent annotation tool that utilizes object tracking has been developed to increase the effec-
tiveness of polyp annotation.

CVC-Clinic Video DB

LD Polyp Video DB

ASU-Mayo Clinic Polyp DB

EDD 2020

Hyperkvasir

Kvasir Capsule

Fig. 22   Available video datasets samples on polyp
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5.2.2 � ASU‑Mayo clinic polyp database

The colonoscopy videos proposed by Tajbakhsh et al. (2016), are known as the ASU-Mayo 
database. The copyrighted dataset can only be accessed by contacting Arizona State Uni-
versity. It was not available publicly. There were ten videos without polyps and ten videos 
with polyps in the ASU-Mayo Clinic Colonoscopy Video Database (Borgli et  al. 2020), 
entered as part of the Endovis 2015 sub-challenge. However, due to licensing problems, the 
test subset is not accessible. A total of 5200 instances of 10 different polyps are contained 
in 19,400 frames. There are 20 annotated short videos in the online database. The big-
gest polyp has an area of 29026 pixels, while the smallest has an area of 247 pixels. Polyp 
radius ranges between 96 and 9 pixels when assumed to be round. The polyp axes range 
from 8 and 119 pixels assuming an elliptical form with a 3/2 major to minor axes ratio. The 
median polyp area is 2440 pixels, while the mean polyp area is 3122 pixels. The authors 
use a scanning window of 120 × 120 pixels in size since the great majority of polyps have 
an area of fewer than 10,000 pixels (Figure 22). In the experiments, (El Khatib et al. 2015) 
display some statistics on the polyps detected in nine of the database’s short videos (3477 
frames with polyps). Jha et al. (2021b) used all 20 videos for experimentation while train-
ing, validation, and testing with an 80:10:10 split on the database ASU-Mayo. Jha et al. 
(2020) show that the dataset’s images are extremely similar to one another, which raises the 
issue of overfitting.

5.2.3 � EDD 2020

Ali et al. (2021) proposed the EDD2020 sub-challenge consists of endoscopic video frames 
gathered from seven universities across the world, illustrating three distinct modalities, 
as well as five different organ systems (Ali et al. 2021). For polyp segmentation, endos-
copy video frames were annotated. An overall of 280 videos of patients were used in this 
dataset from various organs and institutes. For this task, 45,478 annotations were executed 
on frame-by-frame and sequence-by-sequence video recordings. The given training set 
(Fig. 22) included 385 video frames from 137 distinct patients used in the research studies, 
each having 817 unique annotations. Among the diagnoses were non-dysplastic Barrett’s 
oesophagus (NDBE), suspicious, high-grade dysplasia (HGD), cancer, and polyps. There 
are three distinct endoscopic modalities (white light, narrow-band imaging, and chromoen-
doscopy) that were derived from four varieties of clinical facilities and involved four vari-
ous gastrointestinal organs (Jha et al. 2021a).

Table 3   Description of the Hyperkvasir dataset

Dataset filenames Number of files Explanation Dataset size

Labeled Images 10,662 images 23 classes of training 3.9 GB
Unlabelled images 99,417 images Unlabelled records with differ-

ent classes
29.9 GB

Segmented images 1000 images Segmentation of original images 
with their mask

57 MB

Video dataset 374 videos 30 various classes 32.5 GB
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5.2.4 � Hyperkvasir

Hyperkvasir is the biggest image and video collection of the gastrointestinal system intro-
duced by Borgli et al. (2020). The information is gathered during actual gastro- and colo-
noscopy tests at Norway’s Baerum Hospital from 2008 to 2016 and has been partially 
labeled by experienced gastroenterologists. A total of 110,079 images and 374 videos are 
included in the dataset, which depicts both anatomical landmarks and pathological ones. 
The various organ datasets were included in anatomical landmarks i.e., cecum, ileum, and 
rectum images, and pathological findings, it includes hemorrhoids, polyps, and ulcerative-
colitis organ datasets (Jha et al. 2021a). A total of one million images and video frames 
have been captured and shown in Fig. 22. Table 3 represents the full overview of the hyper-
kvasir dataset.

5.2.5 � Kvasir‑Capsule

The Kvasir Capsule database is accessible through the Open Science Framework and 
was introduced by Smedsrud et  al. (2021) in their research study. The dataset contains 
47,41,621 primary data records in total, including 47,238 images with bounding box masks 
and labels, 43 related labeled videos, and 74 unlabelled videos (Jha et al. 2021a). From all 
the videos combined, 46,94,266 unlabelled images may be recovered. The dataset is around 
89 GB in size. During data uploading, unlabelled images are not included due to excessive 
data duplication but can be retrieved easily from video files. There are various types of 
datasets in samples of this dataset represented in Fig. 22. It includes  labeled images that 
comprise archive files for each annotated class of images. Labeled videos database that 
contains all the videos from which results were retrieved, and an unlabelled videos data-
base that contains all the videos from which results cannot be retrieved.

5.2.6 � LD Polyp Video dataset

LDPolypVideo is a large-scale colonoscopy video library containing a wide range of pol-
yps and immensely complex bowel conditions. In a research study conducted by Ma et al. 
(2021), clinical colonoscopy videos were gathered from normal clinical findings at a public 
hospital to create a large-scale database of colonoscopy videos. The database has 160 colo-
noscopy video clips and 40,266 polyp-annotated frames, making it four times in size as the 
major existing colonoscopy video repository i.e., CVC ClinicVideoDB. All patient-related 
metadata was eliminated. A professional clinician chooses video segments with polyps. 
Then resized the video frames to 560 × 480 after removing the black borders and sampled 
160 videos with 40,266 frames each with 200 polyps, ensuring that each video had at least 
one polyp. There are a total of 33,884 frames with at least one polyp. The LDPolypVideo 
dataset (Fig. 22) sets a new standard for computer-aided polyp identification and diagnostic 
research.

5.3 � Discussion about datasets

In this section, a detailed description of the datasets with the comparative study of all types 
of datasets is discussed in Sects. 5.1 and 5.2. The comparative study of datasets shows the 
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author’s description, the type of organ through which the dataset belongs, categories, size 
of the dataset with the resolution, memory size, the method used, and availability of the 
dataset (Table  4). This module also describes the existing research study on datasets in 
detail.

From existing research, it was observed that CVC ColonDB shows good performance 
but is not better than CVC ClinicDB (Akbari et  al. 2018; Alam and Fattah 2023; Feng 
et al. 2020; Qian et al. 2022; Tashk et al. 2019). (Pozdeev et al. 2019) trained their model 
using CVC ClinicDB and aimed to forecast segmentation masks for the dataset Kvasir but 
were unable to provide experimental results due to missing ground truth. Kvasir plays an 
essential  role in training and testing for different image retrieval and objects localization 
technologies such as search-based systems, video analysis, neural-networks, deep learning, 
information retrieval, machine learning (Park and Lee 2022; Pogorelov et al. 2017), object 
identification, computer vision, big data processing and data fusion (Borgli et al. 2020; Jha 
et al. 2021a). The Kvasir-SEG dataset was designed recently so it was less used and pro-
gressed with new and enhanced methodologies for polyp segmentation, localization, and 
classification. ETIS-Larib is used only for segmentation which shows poor performance in 
most of the research studies as compared to other datasets (Jha et al. 2020, 2021a, b; Ma 
et al. 2021; Park and Lee 2022; Qian et al. 2022; Silva et al. 2014; Tashk et al. 2019; Tran 
et al. 2022a).

In this research literature survey, various video datasets for polyp segmentation were given. 
CVC Clinic Video DB, in which the ground truth is denoted by a circle or oval. It is clear, 
however, that pixel-wise annotations of this collection would require significant human labor 
from skilled endoscopists and engineers. It should be noted that CVC-VideoClinicDB, only 
used data from the “CVC Video ClinicDB trainvalid” folder since only this data had ground 
truth masks. CVC-VideoClinicDB is extremely unbalanced, which has resulted in poor perfor-
mance (Sun et al. 2019; Jha et al. 2021b; Ma et al. 2021), (Bernal et al. 2012; Tajbakhsh et al. 
2016). ASU-Mayo Clinic DB contains licensing problems due to which the test subset is not 
accessible (Borgli et al. 2020). Due to the similarity in images, the dataset shows overfitting 
(El Khatib et al. 2015; Jha et al. 2020; Jha et al. 2021b; Tajbakhsh et al. 2016). The EDD 2020 
consists of four different types of GI organs. It does not target the polyp only, it includes four 
organs in which polyp is the one part of the dataset (Jha et al. 2021a; Ali et al. 2021). The data-
set includes Hyperkvasir in which researchers can quickly start using the database for standard 
machine learning tasks such as classification using a series of text files and scripts. This data-
set is available on GitHub (Borgli et al. 2020). The dataset is further split into three official 
splits for cross-validation experiments. To keep a fair contrast of results, it is important to 
maintain a consistent split between methods. Reproducibility and transparency are enhanced 
by including scripts for generating plots, folding data, and generating annotations. Current 
research in the field of GI image and video analysis encourages future contributions (Ali et al. 
2020). A dataset can be used for comparative analysis and reproducibility of experiments, as 
well as for publication and sharing of novel data in the future (Jha et al. 2021a; Borgli et al. 
2020). Kvasir-Capsule (Jha et al. 2021a; Smedsrud et al. 2021) is similar to Kvasir but it was 
detected by the instrument capsule and it contains video frames to detect polyps. Currently, 
less research is being conducted on LD Polyp Video DB. The dataset was four times wider 
than the CVC Video Clinic DB and should be explored further by the research community to 
determine its efficiency (Ma et al. 2021).
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6 � Performance metrics on polyp segmentation

For the polyp segmentation, researchers applied well-established image segmentation per-
formance measures such as Dice Coefficient (DSC), Intersection over Union (IoU), Preci-
sion (P), Recall (R), Average Precision (AP), and pixel accuracy. To assess the clinical via-
bility of the segmentation techniques in terms of inference time throughout the test, some 
authors additionally included Frame Per Second (FPS) for videos (Jha et al. 2021a). The 
following section summarizes the different evaluation metrics used for judging the perfor-
mance of various methods found in the literature review for polyp segmentation.

6.1 � Dice coefficient

The DSC (Jha et al. 2021a; Shamir et al. 2019) is a commonly used statistic for comparing 
the pixel-by-pixel outcomes of forecasted segmentation with ground truth. It is described 
as:

where A stands for the anticipated set of pixels and B represents the actual image’s target 
object.

Let TP, FP, TN, and FN stand for true positives, false positives, true negatives, and false 
negatives, respectively, to define each metric.

6.2 � Intersection over union (IoU)

There is a popular statistic in polyp segmentation known as intersection-over-union (IoU). The 
IoU metric measures the number of pixels common between the target and prediction masks 
divided by the total number of pixels present across both masks. It ranges from 0 to 1 where, a 
value of zero indicates that there is no overlap, while a value of one indicates flawless overlap. 
An average of the IoUs of each class is used to calculate the mean IoU of an image for binary 
segmentation (two classes) or multi-class segmentation. The overlap between two bounding 
boxes A and B is determined by calculating the ratio of their overlap areas (Rezatofighi et al. 
2019).

6.3 � Pixel accuracy

A model’s accuracy parameter measures the model’s performance across a variety of classes. 
When all classes have equal significance, it is helpful. A prediction accuracy rate is calculated 
by dividing the number of accurate predictions by the number of predictions overall (Coleman 
et al. 2019).

One alternative method of evaluating image segmentation is to simply report the percent-
age of pixels in the image that were correctly classified. Each class’s pixel accuracy is com-
monly reported separately, as well as on a global basis across all classes.

(3)DSC (A,B) =
2 × |A ∩ B|
|A| + |B|

=
2 × TP

(2 × TP) + FP + FN

(4)IoU(A,B) =
A ∩ B

A ∪ B
=

TP

TP + FP + FN
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A binary mask is used to evaluate the per-class pixel accuracy. True positives are pixels 
that are accurately predicted to belong to a specific class (according to the target mask), and 
true negatives are pixels that are accurately identified as not belonging to that class (Ye et al. 
2018).

6.4 � Precision

Precision is defined as the fraction of automatic segmentation boundary pixels that correspond 
to ground truth boundary pixels. Precision is calculated by dividing the number of Positive 
image samples that were correctly classified by the number of Positive image samples that 
were classified as Positive (Qadir et al. 2019; Wang et al. 2020; Xu et al. 2019).

6.5 � Recall

The recall is defined as the percentage of ground truth boundary pixels that were correctly 
identified by automatic segmentation. A recall is a measure of the proportion of Positive 
image samples accurately classified as Positive compared to the total number of Positive 
image samples. It is a measure of how well the model can identify positive samples. The 
higher the recall, the more positive samples are detected (Aguiar et  al. 2019; Xu et  al. 
2019).

6.6 � Average precision

Average precision is defined as the weighted mean of precisions achieved at each thresh-
old, with the increase in recall as the weight for each threshold:

where Pn and Rn are the precision and recall at the nth threshold. This implementation is 
not interpolated and is different from computing the area under the precision-recall curve 
with the trapezoidal rule, which uses linear interpolation and can be too optimistic (Perez-
Borrero et al. 2021; De Moura Lima et al. 2023).

This section explains the different metrics that are used to evaluate the performance of 
image segmentation methods. For polyp segmentation, the most relevant metrics are Dice 
Coefficient and Intersection over Union, found in existing research studies based on polyp 
segmentation. Other metrics, such as Precision, Average Precision, Recall, and Pixel Accu-
racy, are also used in polyp segmentation, but they are not as important.

(5)Pixel Accuracy =
TP + TN

TP + TN + FP + FN

(6)Precision =
TP

TP + FP

(7)Recall =
TP

TP + FN

(8)Average Precision =
∑

n

(Rn − Rn−1)Pn
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7 � Review outcomes and comparative analysis

This section aims to discuss the comparative analysis as well as the outcomes of the review 
study. As shown in Table 5, it was possible to compare the analysis of all the models and 
datasets with their performance metrics. This article also discusses a statistical analysis of 
polyp models based on popular datasets and their performance metrics.

This study provided the comparative analysis of polyp segmentation in which deep 
learning-based image segmentation techniques, methods, and models are represented in 
Table 5 with polyp datasets and evaluation metrics including dice coefficient, Intersection 
over the union, Precision, Recall, and F2 from prior review studies. The various research 
studies show that CVC-ColonDB, CVC-ClinicDB, Kvasir-SEG, and ETIS-LaribPolypDB 
are mostly used for training and testing for the segmentation of polyp. In the remaining 
section, this study presented the statistical analysis of prominently used performance met-
rics i.e., the dice coefficient of various deep learning-based models used in polyp datasets. 
From various research literature, it was found that the dice coefficient is the most important 
metric used in the polyp.

The statistical analysis in Fig. 23 shows the performance of different DL models used in 
polyp segmentation according to the dice coefficient and the CVC ColonDB dataset. In this 
study, according to results from existing studies, PraNet models show poor performance 
with a 70.9% dice coefficient, and SegNet-VGG models show the best performance with a 
95.9% dice coefficient.

Figure 24 presents the results of the performance of various DL models used in polyp 
segmentation based on the dice coefficient and the CVC ClinicDB dataset. Based on previ-
ous studies, the hybrid model of ResUnet++ with conditional random field and test time 
augmentation has demonstrated poor performance with a 67.12% dice coefficient, and the 
FasterRCNN model has shown the best performance with a score of 99.6% dice coefficient.

As shown in Fig. 25, different deep-learning models are compared based on the dice 
coefficient and the Kvasir-SEG database. As reported in existing studies, the hybrid model 
of ResUnet++ with conditional random field (CRF) and test time augmentation (TTA) per-
formed poorly with a 47.64% dice coefficient, and on the other hand, the SwinE-Net model 
has shown the best performance with a dice coefficient of 92%.

According to Fig. 26, different deep learning models are compared based on the dice 
coefficient as well as the ETIS-Larib dataset to determine the most effective dataset and 
model. Several studies have shown that the hybrid ResUnet++ model with CRF and TTA 
has performed poorly with a dice coefficient of 39.97%, whereas, SegNet-VGG has shown 
superior performance with a dice coefficient of 96.3%.

In this review study, Fig. 27 presents benchmark datasets including CVC-ClinicDB, CVC 
ColonDB, Kvasir-SEG, and ETIS-LaribPolyp used by most researchers for polyp segmenta-
tion, along with dice coefficients based on various deep learning polyp image segmentation 
models. Figure 27 aims to classify the minimum dice coefficient value, the maximum dice 
coefficient value, and the average value of the minimum and maximum dice coefficients of 
commonly used datasets. In comparison to other datasets, ETIS-Larib DB displays the low-
est dice coefficient of 39.97%, while CVC Clinic DB displays the highest dice coefficient of 
99.6%. However, CVC Clinic DB displays the best results with an average dice coefficient of 
83.36% compared to the other datasets. According to all datasets, hybrid ResUnet++ mod-
els with conditional random field (CRF) and test time augmentation (TTA) performed poorly 
with fewer dice coefficients, whereas SegNet-VGG and Faster RCNN performed best with 
maximum dice coefficients.
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8 � Challenges and future trends

In current years, deep learning algorithms have assisted in the segmentation of polyps. The 
challenges and trends in this section are divided into three parts: the image segmentation 
models, the datasets, and the evaluation metrics. However, despite the achievement of deep 
learning models, the scientific community will face new challenges in the coming years. 
The purpose of this section is to determine the challenges, and future trends and organize 
discussions.

•	 Based on DL-based image segmentation models: A detailed description of image seg-
mentation models used for polyp segmentation has been provided in this review study, 
including convolution neural network-based models, recurrent neural network-based 
models, attention-based models, encoder–decoder-based models, generative adversar-
ial training models. In addition to supervised and unsupervised learning methods, the 
efficiency, and challenges of CNNs, encoder–decoders, RNNs, Attention, and GAN-
based models for polyp segmentation have already been extensively investigated. In 
most research studies, CNNs and encoder–decoder-based models are used to segment 
polyps, including UNet and ResNet. According to various research studies, no research 
has been conducted on hybrid models that combine ML and DL algorithms in polyp 
segmentation. A novel segmentation model based on variations of U-Net and ResNet 
might be developed in the future using machine learning and deep learning algorithms 
to detect polyps. Researchers may be able to explore this area in the future. Nowadays, 
the transformer model, Segment Any model (SAM), and diffusion models are in trend 
for image segmentation in deep learning. So, it may be possible to use these models 
for polyp segmentation to enhance its evaluation metrics and efficiency. In addition, 
attention-based models are gaining popularity in polyp segmentation, where research-
ers may combine attention-based models with machine learning and DL algorithms to 
improve the performance of the model. The ability of recurrent networks to describe 
temporal connections may facilitate the model development for polyp videos that con-
sider temporal information. Considering that GANs perform well in polyp segmen-
tation, they can be used for future polyp segmentation research. GANs may also be 
combined with CNN-based models, deep learning, and machine learning algorithms, to 
produce effective results. It is anticipated that a hybrid GAN model using encoder- and 
decoder-based models will be developed in the future to provide better results and pro-
vide higher evaluation metrics.

•	 Based on datasets used : Multiple polyp segmentation datasets, including image and 
video datasets, were analyzed for this study. There are five types of image datasets 
commonly used in polyp segmentation prior research, namely Kvasir, Kvasir-SEG, 
CVCClinicDB, CVCColonDB, and ETIS-Larib, as well as six types of video datasets 
consisting of Hyperkvasir, CVC Clinic Video DB, EDD 2020, Kvasir-Capsule, LD 
Polyp Video DB, and ASU-Mayo Clinic DB. To make it easier for readers to distin-
guish between image datasets and video datasets, this review study compares all the 
image datasets and video datasets. The polyp datasets have several limitations, includ-
ing the fact that they are small and have a texture or appearance that is like that of the 
skin. This makes it difficult to identify the exact location of the polyp in the region. 
According to existing research, most of the models proposed for polyp segmentation 
have been applied only to single image datasets, however, there may be potential for 
applying their proposed models to multiple image datasets. This may result in the tun-
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ing of models for all types of datasets. The researchers may be able to generate a polyp 
dataset where classification or machine learning models have been applied since clas-
sification on polyp detection has not yet been explored. The available polyp datasets do 
not include information about a person’s age or gender, if such information is included 
in the dataset, then it will be used for classification and segmentation. Therefore, if the 
gender of the individual in the polyp dataset is known, it may be possible to determine 
if the polyp is predominantly present in males or females. In addition, it may be pos-
sible to determine whether the polyp size is larger in males or females. In the same way, 
if the patient’s age is available in the polyp database, it may be possible to determine 
the probability that the polyp will have an adverse effect on the patient based on its 
age. There will be further exploration of these datasets by the research community as 
well as the development of datasets that include other information on polyp segmenta-
tion. Based on the research work on the polyp video dataset, it has been found that 
fewer models have been applied to video frames for polyp segmentation. As a result, 
most of the researchers are facing complexities and related issues regarding video polyp 
datasets, so they have taken images from video datasets converted them into images, 
and used the images to polyp segmentation. Due to the limited use of video datasets in 
polyp segmentation, there will be more opportunities to develop some models that use 
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video data directly to detect polyps in a real-time manner. Many video datasets have 
been released recently, and only limited research has been conducted on those datasets. 
Therefore, they will be more useful in polyp segmentation research in the future.

•	 Based on performance metrics: This section aims to assess the performance metrics 
found in existing studies that are commonly used for polyp segmentation. As part of 
existing research on polyp segmentation, several metrics are available, including the 
dice coefficient, the intersection over union, the Jaccard index, precision, recall, F2, 
and accuracy. The DSC and IoU are the two most significant evaluation metrics used 
by various authors to assess the performance of polyp segmentation. The accuracy of 
the model used for polyp segmentation has also been used as a metric for evaluating 
polyp segmentation. As this is a computer vision problem, there may be a need to use 
more performance metrics to accurately locate or segment a polyp. The dice coefficient 
may be combined with intersection over union in the future to improve the performance 
of the evaluation metrics in polyp segmentation. Due to the limited research on video 
polyp datasets, frames per second were computed to identify the frames and to find the 
evaluation metrics. The evaluation metrics may show good and efficient results when 
the image dataset is larger in quantity. A new performance metric can be proposed that 
improves the accuracy, robustness, and effectiveness of comparing deep learning algo-
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rithms for predicting returns over time and assets in polyp segmentation. It may be pos-
sible to classify polyps using machine learning classifiers and then show the perfor-
mance of all ML algorithms based on their classification metrics. It may be possible for 
accuracy to produce effective results for both polyp segmentation and classification if 
it is combined with dice coefficients or IOUs. Therefore, if it is feasible, classification 
and segmentation can employ the same evaluation metrics to obtain reliable results for 
polyps.

9 � Conclusions

Polyp cancer is the third most fatal and severe form of cancer in the world. It is crucial 
to diagnose cancer at an early stage to treat it effectively. In recent years, deep learning 
applications have gained popularity due to their advantages and accomplishments in the 
early diagnosis and screening of malignant tissues and organs. A review of the most recent 
research studies utilizing DL techniques and models for polyp segmentation has been con-
ducted in this study.
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The current study presents a comprehensive and systematic review of more than 100 
research studies for the segmentation of polyps using DL approaches from 2018 to the cur-
rent year. This review work was categorized into six major categories to make it easier to 
understand. First, a discussion of image segmentation methods was presented, including 
semantic segmentation, instance segmentation, and panoptic segmentation. Second, a com-
prehensive review of DL-based image segmentation models was conducted based on exist-
ing research studies that are most relevant to polyp segmentation. The most popular deep 
learning models found in prior research are categorized into convolutional neural networks 
(CNNs), encoder–decoder models, recurrent neural networks (RNNs), attention-based 
models, and generative models (GANs) in polyp segmentation. In this research study, 
encoder–decoder models play an important role in deep learning image segmentation as 
they are widely used in polyp segmentation research. U-Net is one of the most important 
encoder–decoder image segmentation models in polyp segmentation and various variations 
of U-Net have been found in existing research. As a result, a comparative and comprehen-
sive analysis of U-Net and its variations was presented. The third is to provide a detailed 
classification of all the image and video datasets used in the polyp segmentation, as well 
as their associated issues and comparative analysis. The five image polyp datasets and six 
video polyp datasets are presented as public databases for polyp segmentation. Fourth, dis-
cusses evaluation metrics for assessing the effectiveness of different methods, models, and 
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techniques found in the literature review regarding polyp segmentation. Fifth discusses the 
comparative analysis as well as the outcomes of the review study and presents a statisti-
cal analysis of polyp models based on prominent datasets and their performance metrics. 
The sixth is to present a discussion of future research trends and limitations associated 
with deep learning models, polyp datasets, and performance metrics for polyp segmenta-
tion. While deep learning approaches have achieved great success, validation, testing, and 
application still need to be a priority. Further, the creation of larger, more diverse, public 
datasets, new algorithms requiring fewer training samples, and the creation of a common 
evaluation criterion will maintain the upward trend and will result in increased efficiency 
and polyp segmentation.
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