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Abstract
Advances in Deep Learning (DL), Big Data and image processing have facilitated online 
disinformation spreading through Deepfakes. This entails severe threats including public 
opinion manipulation, geopolitical tensions, chaos in financial markets, scams, defamation 
and identity theft among others. Therefore, it is imperative to develop techniques to pre-
vent, detect, and stop the spreading of deepfake content. Along these lines, the goal of 
this paper is to present a big picture perspective of the deepfake paradigm, by reviewing 
current and future trends. First, a compact summary of DL techniques used for deepfakes 
is presented. Then, a review of the fight between generation and detection techniques is 
elaborated. Moreover, we delve into the potential that new technologies, such as distributed 
ledgers and blockchain, can offer with regard to cybersecurity and the fight against digi-
tal deception. Two scenarios of application, including online social networks engineering 
attacks and Internet of Things, are reviewed where main insights and open challenges are 
tackled. Finally, future trends and research lines are discussed, pointing out potential key 
agents and technologies.

Keywords  Artificial intelligence · Deep learning · Deepfake · Digital deception · 
Blockchain · GAN

1  Introduction

We live in the digital era. The exponential evolution of the Information and Communica-
tions Technologies (ICT) sector has transformed society, from the way we do daily things 
such as purchasing goods, e.g., e-commerce, to the way we communicate among each 
other. The worldwide adoption of Internet, together with the irruption of social networks 
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and media content platforms, has entirely changed the information paradigm and increased 
massively the amount of online data. The proliferation of budget-friendly digital devices 
such as smartphones, tablets, laptops, and digital cameras has led to an explosive surge in 
multimedia content across the online realm. Moreover, the advancement of social media in 
the past decade has enabled individuals to swiftly share their captured multimedia content, 
resulting in a substantial rise in content creation and convenient accessibility to it  Masood 
et al. (2021). In this rapidly expanding global information landscape, the task of discerning 
truth and establishing trust in the veracity of information has grown increasingly challeng-
ing, potentially leading to severe repercussions (Girgis et al. 2018). Reports indicate that 
the unaided human capacity to detect deception stands at a mere 54% (Girgis et al. 2018). 
Presently, we find ourselves residing in an era characterized as “post-truth,” where the 
deliberate dissemination of disinformation is employed by malicious entities to manipulate 
public opinion. This prevalent phenomenon, commonly referred to as “fake news,” poses a 
substantial threat to democracy, journalism, and the fundamental principles of freedom of 
expression (Zhou and Zafarani 2020). Figure 1 outlines an example of the fake news data. 
It shows a real news and a fake news about the famous Algerian soccer player Riyad Mah-
rez. In fact, Riyad Mahrez played with his former team Leicester City in 2017. However, 
as far as I know, he still plays at Man City. Note that the fake news was generated by the 
authors using worldgreynews website.1

Disinformation can cause severe damage: election manipulation, creation of warmon-
gering situations, defaming any person, etc Masood et al. (2021). The majority of individu-
als in developed economies will consume more false than true information by 2022 Fraga-
Lamas and Fernández-Caramés (2020). Digital deception is commonly recognized as 
deceptive or misleading content created and disseminated to cause public or personal harm 
(e.g., post-truth, populism, and satire) or to obtain a profit (e.g., clickbaits, cloaking, ad 

Fig. 1   Example of the real and fake news data collected

1  https://​www.​world​greyn​ews.​com/​add-​news.

https://www.worldgreynews.com/add-news
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farms, and identity theft). In the context of mass media, digital deception originates usually 
either from political institutions, governments or non-state actors, including media corpo-
rates and fraudsters, that publish content without economic or educational entrance barri-
ers. As a consequence, these horizontal and decentralized communications cannot be con-
trolled with traditional tools. In addition, this lack of supervision allows for security attacks 
(e.g., social engineering). Moreover, the veracity of information seems to be sometimes 
negotiable for the sake of profit, as the competition is increasingly tough  (Fraga-Lamas 
and Fernández-Caramés 2020). At the same time, we have witnessed tremendous advance-
ments in the field of Artificial Intelligence (AI) (especially Deep Learning (DL)), Big Data 
and cloud computing. This powerful technology combination is able to provide real-time 
data-driven intelligence, leveraging large amounts of collected data into useful information.

Thanks to these advances, together with those in image processing, the concept of Deep-
fake has appeared. It can be defined as the generation of fake digital content or manipula-
tion of genuine one through the use of DL techniques.The content includes video, image, 
audio, and text among other sources. Its popularity comes mainly from the manipulation 
of facial appearance (attributes, identity, expression), usually classified into the following 
categories: (i) entire face synthesis, (ii) attribute manipulation, (iii) identity swap, and (iv) 
expression swap (i.e., reenactment) (Juefei-Xu et al. 2021).

Deepfake technology itself is neutral, and can be applied for good purposes in many 
fields including education, entertainment, online social media, healthcare, fashion, and 
marketing (Westerlund 2019). It has been used to create digital avatars or virtual assis-
tance to improve the quality of experience in video conferencing (Wang et  al. 2021a). 
For instance, in Caporusso (2020), the authors utilize deepfake algorithms to extract an 
accurate model of an individual and generate new content specifically designed for benign 
purposes. They create an interactive Digital Twin of a subject, serving as a substitute for 
in-person or virtual presence. The proposed application aims to provide users with user-
friendly tools to create their own digital replicas for various uses, such as re-enactments, 
interactive stories, memorials, and simulations. Another example is the upcoming vir-
tual concert by the legendary band ABBA in 2022, which will feature digital versions of 
the band members (Abba 2021). Furthermore, deepfake technology has been employed 
in movie and TV show production to recreate the appearance of deceased celebrities or 
pay tribute to them in memorial concerts through facial visual effects. Additionally, it has 
gained popularity in smartphone applications for entertainment purposes, particularly in 
creating viral videos for social media platforms (FaceApp 2021; Facebrity 2021). Another 
case discussed in Kwok and Koh (2021) explores the potential benefits of deepfakes in the 
tourism industry and related marketing.

However, the malicious uses largely dominate the positive ones. Deepfakes, ena-
bled by advanced technologies, pose significant threats by facilitating the propagation 
of online fake news. The consequences of this are far-reaching, including the poten-
tial to ignite political or religious tensions between nations, deceive the public, disrupt 
financial markets, perpetrate acts of sabotage, fraud, scams, obstruct justice, and much 
more. Remarkably, deepfakes can even be employed to generate counterfeit satellite 
earth images with military implications  (Nguyen et  al. 2019). The most concerning 
aspect is that these technologies grant individuals with technical expertise the ability 
to create videos that undermine the very concept of truth. When combined with the 
widespread adoption of social networks, the proliferation of such manipulative content 
becomes immensely challenging to control or curtail  (Yazdinejad et  al. 2020b). Due 
to the gravity of the situation, it is crucial to develop techniques aimed at preventing, 
detecting, and mitigating the spread of deepfake content. Effective measures to combat 
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deepfakes include: (i) implementing legislation and regulations (Langguth et al. 2021), 
(ii) adopting corporate policies and voluntary initiatives, (iii) promoting education and 
awareness, and (iv) advancing countermeasures technology  (Westerlund 2019). This 
undertaking presents a formidable challenge, even if there exists a credible, secure, and 
trusted method to trace the origins of digital content. In response, the research commu-
nity, major technology corporations, and governments are directing their efforts towards 
proposing and implementing regulations to curtail digital deception.

After a thorough review of the literature, we could not find any similar article deal-
ing with the addressed topics in our contribution. Specifically, there exists vast litera-
ture dealing with the generation and detection of deepfakes. Therefore, our goal in this 
regard is to provide main insights for the reader to quickly delve into the topic. Regard-
ing authentication, blockchain technology in the field is explored, gathering some 
related published articles. As far as we know, this is one of the first publications sur-
veying this specific topic. We also provide scenarios of application for better understat-
ing the tackled issues and the potential research opportunities that the addressed tech-
nologies can offer. Finally, our extracted conclusions and lesson learned constitute an 
important contribution to the guidance for further research, and we believe they are the 
key point of this paper. All in all, the main impact of this paper is to position the reader 
in a perfect spot to further investigate all the aforementioned items with a big picture 
glimpse. Along these lines, we present a big picture perspective of the deepfake para-
digm, by reviewing current and future trends. This is supported by surveying the state of 
the art and providing insightful references for guidance and further research. Our main 
contributions in this work are the following:

•	 A compact summary of DL techniques used for deepfakes is presented to facilitate a 
non-familiar reader with the topic and to get involved with technical terms.

•	 A review of the fight between generation and detection techniques is elaborated, focus-
ing on the highest-impact literature to extract the current status and possible research 
spots.

•	 A discussion about the potential that new technologies, such as distributed ledgers and 
blockchain, can offer with regard to cybersecurity and the fight against digital decep-
tion.

•	 Two scenarios of application, including social media engineering attacks and Internet 
of Things (IoT) networks, are reviewed where main insights and open challenges are 
tackled.

•	 Future trends and research lines are discussed, mentioning potential involved agents 
and technologies that can play an essential role.

To the best of our knowledge, we could not find any similar paper in the literature tackling 
all the topics that we discuss and comprising useful information that can help to easily 
understand this ecosystem and the potential opportunities that it offers. Specifically, there 
exists a vast literature dealing with the generation and detection of deepfakes. Therefore, 
we provide a big picture overview in this matter, with main insights and focusing on hot-
topic challenges. Regarding authentication, we delve into the opportunities that block-
chain technology could provide, tackling several topics such as use cases and applications, 
content proof mechanisms and anomaly detection. Finally, our extracted conclusions and 
lesson learned constitute an important contribution to the guidance for further research 
(Table 1).
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The rest of the manuscript is organized as follows. A DL general overview is provided 
in Sect. 2. A discussion about the battleground between generation and detection is pre-
sented in Sect. 3. Leveraging blockchain technology as a way to guarantee digital content 
authentication is addressed in Sect. 4. In Sect. 5, scenarios of deepfake application are pre-
sented, focusing on social and communication networks. Future trends and potential chal-
lenges are proposed in Sect. 6. Finally, Sect. 7 summarizes our conclusions.

2 � Deep learning outline

Machine Learning has revolutionized the way we comprehend data, opening up endless 
possibilities. Its objective is to empower machines with the ability to learn autonomously, 
without rigid programming (Goodfellow et al. 2016). Deep Learning, a significant break-
through in ML, has rapidly gained traction across various application domains such as 
computer vision, speech recognition, and natural language processing, among many others. 
Unlike traditional human-crafted ML systems, a DL model automatically learns features 
and decision-making processes through its multi-level representation.

The purpose of this section is to provide the reader with an overview of DL, laying the 
foundation for a better understanding of the subsequent content in this paper. Consequently, 
the next section presents an outline of the key DL models utilized in the generation, detec-
tion, and prevention of deepfakes.

2.1 � Deep learning architectures

In the following, some of the most common DL architectures used within deepfakes topic 
are presented. General Adversarial Networks (GANs) were the first used to build up deep-
fakes. In this way, architectures combining GANs with other models dominate the literature 
for generation purposes. Regarding detection, approaches based on Convolutional Neural 
Networks (CNNs) are the most common strategy, due to the nature of the used data, i.e., 
image and video. As for authentication, Recurrent Neural Networks (RNNs), and specifi-
cally Long Short-Term Memory (LSTM) networks, networks, are the most used models for 
content traceability. Nonetheless, these are general trends where endless problem-tailored 
solutions can be found mixing any of the following architectures.

Table 1   State of the art comparison

References Generation Detection Authentication Scenarios 
of applica-
tion

 Yu et al. (2021) x ✓ x x
 Almars (2021) ✓ ✓ x x
 Juefei-Xu et al. (2021) ✓ ✓ x x
 Mirsky and Lee (2021) ✓ ✓ x x
 Shelke and Kasana (2020) x ✓ x x
 Hasan and Salah (2019) x x ✓ x
 Hasan and Salah (2019) x x ✓ x
This work ✓ ✓ ✓ ✓
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2.1.1 � Artificial neural networks

The structure of a feed-forward (where input only flows in one direction within the net-
work) Artificial Neural Network (ANN) consists of an input layer, intermediate hidden 
layers, and an output layer. This network is capable of learning linear and nonlinear 
relationships between input and output pairs by utilizing extracted features. Each layer 
consists of at least one neuron. These neurons employ specific activation functions and 
are interconnected with weights, which map their input to an output. Typically, neu-
rons within a layer employ the same activation function, thereby defining the layer type. 
The network type is determined by the combination of utilized layers and the structure 
of interconnections between neurons (Gambín et al. 2021). The Backpropagation (BP) 
algorithm is commonly used for training the network by finding weights for each neuron 
that minimize a specific error objective function (Trinh et al. 2020).

2.1.2 � Convolutional neural networks

A CNN is a feed-forward ANN that comprises one or more convolutional layers. A 
number of kernels is defined per layer, with a certain number of weights. These are 
convolved across the whole input. Thanks to this weights reuse, the network becomes 
sparse, providing reduced computational complexity with respect to fully-connected 
feed-forward neural networks (Trinh et al. 2020). Rectified Linear Unit (ReLU) model is 
usually utilized as an activation layer to recognize nonlinear correlations, whereas Max 
Pooling is used to reduce the input size (maintaining the positional information). CNNs 
work well with images as inputs, with relevant contributions within image classifica-
tion, object and computer vision in general (Sit et al. 2020).

2.1.3 � Recurrent neural networks

A Recurrent Neural Network (RNN) is a type of ANN that possesses a recursive struc-
ture, allowing it to store information within the network. Neurons in a recurrent layer 
can be interconnected, where the output of a neuron is connected to both the next neu-
ron within the same layer and the neuron(s) in the subsequent layer (Sit et al. 2020). A 
specific variant of RNN is the Long Short-Term Memory (LSTM) network. The neu-
rons in an LSTM network are referred to as Memory Cells (MCs). MCs have the abil-
ity to retain information from past network states by utilizing gates. A gate consists of 
a neuron with a sigmoid activation function and a multiplication block. This unique 
structure enables the MCs to incorporate the sequence of past states, making LSTM 
networks suitable for processing time series with long-term dependencies  (Hochreiter 
and Schmidhuber 1997). Another variant of RNN is the Gated Recurrent Unit (GRU). 
A GRU cell consists of a reset gate and an update gate. The reset gate determines how 
much past information should be forgotten, while the update gate determines what new 
information to incorporate in each iteration. This mechanism allows the model to decide 
the amount of relevant past information to be utilized in the future  (Cho et  al. 2014). 
RNNs are particularly effective in handling temporal and predictive problems.
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2.1.4 � Autoencoders

An Autoencoder (AE) is an unsupervised Artificial Neural Network (ANN) designed to 
replicate its input at its output  (Al-Garadi et  al. 2020). It consists of two main compo-
nents: an encoder and a decoder. Each component includes one or more hidden layers. 
The encoder takes the input and transforms it into a feature-based representation, thereby 
reducing the dimensionality of the data. The decoder then attempts to reconstruct the origi-
nal input from this representation. During the training process, the objective is to minimize 
the reconstruction error while prioritizing the learning of essential input characteristics. 
The Backpropagation (BP) algorithm is used in this regard. AEs are potentially important 
for automatic feature extraction and dimensionality reduction.

If encoder and decoder are not symmetrical, then other applications can be achieved 
and the ANN is called encoder-decoder network. Variational AE is another type of AE, 
where the encoder learns the posterior distribution of the decoder given a certain input. 
Variational AEs are usually better at generating content than standard ones, due to the fact 
that the concepts in the latent space, i.e., feature representation, are disentangled, and, thus, 
encodings respond better to interpolation and modification (Mirsky and Lee 2021). CNNs 
and RNNs can be used as AEs, increasing the model complexity to solve certain prob-
lems (Pu et al. 2016) and (Chung et al. 2016).

2.1.5 � General adversarial networks

The concept of a General Adversarial Network was first introduced in 2014 Goodfellow 
et al. (2014), inspired by the zero-sum game from game theory. A GAN consists of two 
(deep) ANNs pitting one against the other: a generator and a discriminator, learning at the 
same time. The optimization process of Generative Adversarial Networks (GANs) aims to 
achieve a Nash equilibrium, where both the generative and discriminative models act as 
adversaries. The generator strives to deceive by generating samples using random noise, 
while the discriminator, typically a binary classifier, attempts to distinguish real training 
data samples from deceptive samples generated by the generator. A graphical representa-
tion of this process is shown in Fig.  2. GANs are particularly effective in tasks such as 
image, video, and voice generation. Over the years, numerous variations and enhancements 
of GANs have been proposed. In the context of deepfakes, two popular GAN-based image 
translation frameworks are pix2pix and CycleGAN (Mirsky and Lee 2021).

Fig. 2   GAN architecture
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GANs play an essential role in the development of deepfakes. In this regard, cyberse-
curity stakeholders are employing them with outstanding results in fields such as intrusion 
detection, steganography, password cracking, and Anomaly Detection (AD). Two interest-
ing papers for further research are Arora and Shantanu (2020) and Navidan et al. (2021). In 
the first, a systematic literature review of GANs applications in the cybersecurity domain 
is elaborated, including analysis of specific extended GAN frameworks, such as deep con-
volutional, bidirectional and cycle GANs. Moreover, several cybersecurity datasets are pre-
sented. The authors in Navidan et al. (2021) discuss about how GANs can benefit multiple 
aspects of computer and communication networks, including mobile networks, IoT, and 
cybersecurity.

2.1.6 � Transformers

Transformers are a type of Artificial Neural Network (ANN) first introduced in 2017 by 
Vaswani et al. (2017). They were developed to address the challenge of sequence transduc-
tion, which involves transforming an input sequence into an output sequence. This encom-
passes tasks such as speech recognition, text-to-speech conversion, and more. Transformers 
have gained significant popularity in the field of natural language processing. For instance, 
OpenAI utilized transformers in their language models (OpenAI 2021), and DeepMind 
employed them in the development of AlphaStar (DeepMind 2021).

In order for models to effectively perform sequence transduction, it is crucial to under-
stand the dependencies and connections within a given input, such as a sentence. Recurrent 
Neural Networks (RNNs) and Convolutional Neural Networks (CNNs) have been com-
monly used for this purpose due to their inherent properties. However, they also have limi-
tations. RNNs struggle with longer input sentences as they tend to lose context for words 
that are distant from the current word being processed. On the other hand, CNNs are not 
adept at capturing dependencies effectively. To overcome these challenges, attention mod-
els were introduced, which focus on relevant subsets of the input. The idea is that every 
word in a sentence may contain valuable information, and attention allows the decoding 
process to consider each word accurately.

Transformers often combine CNNs with attention models to enable parallelization and 
expedite the translation between sequences. A transformer consists of two main compo-
nents: an encoder and a decoder. Both components are composed of modules that can be 
stacked multiple times. These modules primarily consist of attention and feed-forward lay-
ers (Vaswani et al. 2017).

Transformers have demonstrated exceptional performance in modeling dependencies 
for various recognition tasks in computer vision and therefore hold promise in combating 
deepfakes. In the paper by Wang et  al. (2021b), they propose a multi-scale transformer 
that detects local inconsistencies at different spatial levels. To enhance the detection results 
and improve the method’s robustness against image compression, they combine frequency 
information with RGB features. Khan and Dai (2021) employ a video transformer with 
incremental learning. Another model that considers a video transformer is presented in Heo 
et al. (2021), where they introduce a distillation methodology using a patch-based position-
ing CNN model to effectively address false negative issues. Finally, a joint model based on 
CNN and vision transformer is discussed in Wodajo and Atnafu (2021). The CNN extracts 
features while the transformer categorizes them using an attention mechanism (Niu et al. 
2021).
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3 � Generation vs detection

Advances in deepfake generation and detection methods are growing at a fast pace. Both 
sides naturally form a battleground, where the attackers operate the generation, and the 
defenders perform the detection. Indeed, this incessant dispute is what pushes the topic 
forward and enhances its remarkable progress. The study of deepfakes has gained a lot of 
attention in recent years and the number of publications is increasing exponentially since 
the first works dating back to 2016. Moreover, the field itself is getting broader, not only 
including media content but also other topics. Due to this, and the scope of this work, we 
do not intend to provide a comprehensive survey in this section comprising every available 
work in the topic. Instead, a discussion including the highest-impact reviews found in the 
literature is presented, focusing on image, video and audio related works. In this way, we 
also support the reader with key references for further research.

The section is organized as follows. First, a state-of-the-art analysis is presented in 
Sect. 3.1. Moreover, a summary of the reviewed surveys is provided in Table 2 with key 
ideas and scope. Then, main insights regarding the reviewed literature are distilled in 
Sect. 3.2, where we elaborate on both generation and detection sides.

3.1 � State of the art

A thorough review is presented in Yu et al. (2021) with a focus on deepfake video detec-
tion, specifically addressing the generation process, various detection methods, and exist-
ing benchmarks. The authors classify algorithms into two categories based on the goal of 
facial image manipulation: face swapping and face reenactment. They further classify the 
techniques into the following categories: general Artificial Neural Network (ANN)-based 
methods, temporal consistency features, visual artifacts, camera fingerprints, and biologi-
cal signals. The study concludes that current detection methods are not yet ready for real-
world applications, and future research should prioritize generalization and robustness.

In Almars (2021), a survey on deepfake creation and detection techniques using Deep 
Learning (DL) is provided. The authors differentiate between image and video content for 
detection purposes. Within video detection, they propose two categories: analysis of bio-
logical signals and analysis of spatio-temporal features. The paper also provides access to 
several public datasets. The main conclusion is that current DL methods face scalability 
issues, necessitating the development of more robust models applicable to large, high-qual-
ity datasets.

A comprehensive overview and detailed analysis of deepfake generation and detection is 
presented in Juefei-Xu et al. (2021). The authors discuss the taxonomy of various genera-
tion methods and the categorization of detection models, focusing on the battle between 
these two sides. Interactive diagrams are provided for further exploration. The generation 
methods are classified into four categories: entire face synthesis, attribute manipulation, 
identity swap, and expression swap. For detection, the works are classified based on spatial 
features, frequency features, and biological signals. The paper also introduces the concept 
of evading deepfake detection, discussing adversarial attacks, removing fake traces in the 
frequency domain, and the use of advanced image filtering or generative models.

The purpose of Mirsky and Lee (2021) is to provide a deeper understanding of deep-
fake creation and detection, identify the shortcomings of current defense solutions, and 
highlight areas requiring further research. The paper discusses prevention and mitigation 
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as countermeasures for deepfake generation. Data provenance tracking through distributed 
ledgers is proposed for prevention. The paper also reviews works on adversarial Machine 
Learning (ML) as a means to disrupt and corrupt deepfake networks. The authors empha-
size that deepfakes extend beyond human visuals, impacting domains such as healthcare, 
social media, and finances, highlighting the need to address a wide range of potential risks.

Another extensive survey is presented in  Nguyen et  al. (2019) and  Deshmukh and 
Wankhade (2020). The detection methods are grouped into two major categories: image 
and video. Within video detection, two subgroups are distinguished: visual artifacts within 
single video frame-based methods and temporal features across frames-based methods. 
Temporal feature-based methods often utilize deep recurrent classification models, while 
visual artifacts methods are implemented using deep or shallow classifiers. The main con-
clusions emphasize the integration of detection methods with social media platforms, the 
potential of distributed ledger technology, and the promotion of explainable AI for effec-
tive understanding and utilization of information.

The work in Tolosana et  al. (2020) reviews techniques for manipulating face images, 
including deepfake methods, as well as tools for detecting such manipulations. Four types 
of facial manipulation are discussed: entire face synthesis, identity swap, attribute manip-
ulation, and expression swap. For each group, the paper provides details on techniques, 
existing databases, and key benchmarks. The concluding remarks highlight the need for 
research on the generalization ability of fake detectors against unseen conditions and sug-
gest fusion techniques at a feature or score level to improve adaptability. The exploration 
of novel schemes beyond image/video information is also suggested for more robust tools.

An analysis of existing tools and ML-based approaches for the generation and detection 
of both audio and video deepfakes is presented in Masood et al. (2021). The authors dis-
cuss manipulation approaches, public datasets, and the performance evaluation of deepfake 
detection techniques along with their results for each category of deepfake.

Shelke and Kasana (2020) review video forgery detection using passive techniques. 
Although their main focus is not DL, their survey provides insights into video counterfeit-
ing based on features, identified forgeries, used datasets, and performance parameters. The 
paper also discusses anti-forensics strategies aimed at deceiving forensic investigation by 
removing or hiding traces left after the forgery.

In Amerini et al. (2021), the authors examine image and video manipulations created 
with editing tools and discuss DL approaches employed to counter these attacks. They also 
analyze issues related to source camera model and device identification, as well as moni-
toring image and video sharing on social media platforms.

3.2 � Main insights

Regarding generation, several open challenges can be highlighted:
Generalization DL models are data-driven, and therefore they reflect the learned fea-

tures during training (Masood et al. 2021). To generate high-quality deepfakes, large data 
volumes are required, and obtaining this is a challenging task in most cases. Due to this, 
generalized models that adapt properly to unseen data are needed to enable the execution 
of a trained model for multiple target identities.

Datasets There is a need for large-scale diversified datasets. Most of the existing ones 
only expand the diversity of the content-related factors such as gender, age, or loca-
tion. According to  Juefei-Xu et  al. (2021), the diversity regarding video, such as several 
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resolutions and compression degrees among others, have not been fully taken into account. 
Moreover, they claim there is a lack of ultra-high-resolution images to work with.

Image/Video conditions Existing deepfake techniques generate good results in con-
trolled environments with suitable conditions. However, several elements can compromise 
the final output. First, pose variations: the quality of manipulated content degrades signifi-
cantly for scenarios where a person is looking off-camera. Moreover, another big challenge 
is the facial distance of the target from the camera, as an increase in distance from captur-
ing devices results in low-quality face synthesis. Second, illumination: an abrupt change 
in illumination conditions such as in indoor/outdoor scenes results in color inconsistencies 
and strange artifacts in the resultant videos. Third, occlusions: when the face region of 
the source and victim are obscured with a hand, hair, glasses, or any other items, which 
eventually causes inconsistent facial features in the manipulated content. Finally, tempo-
ral coherence: the presence of evident artifacts like flickering and jitter among frames is 
another important drawback. These effects occur because generation frameworks work on 
each frame without taking into account the temporal consistency (Masood et al. 2021).

Synthetic audio There exists still a lack of realism in synthetic audio, including the lack 
of natural emotions, pauses, and speaking pace.

Regarding detection, the following issues need further attention:
Generalization Often adopted to evaluate a DL algorithm on unseen datasets, generali-

zation is an important factor regarding performance and the ability to adapt to real-world 
scenarios. Authors in  Yu et  al. (2021) indicate generalization performance of existing 
detection algorithms is still insufficient and an urgent problem to be addressed.

Datasets There is a need of publicly available datasets and consensus on which bench-
marks should be used for evaluation purposes. Furthermore, current DL methods are fac-
ing scalability issues. Most of the works use fragmented datasets, which translates into 
unacceptable results when applied to large-scale datasets. In this regard, high-quality and 
bigger datasets are required. Moreover, the authors in Juefei-Xu et al. (2021) suggest there 
is a lack of competitive baselines for comparison. Existing studies employ simple baselines 
rather than strong state-of-the-art to demonstrate that their DL models improve on prior 
studies.

Interpretability has been an inherent problem for ANN-based algorithms, i.e., mainly all 
DL architectures. Due to the black-box nature of DL models, their outputs are often diffi-
cult or in some cases even impossible to understand by human expertise. This is especially 
critical in practical forensic scenarios, such as those that the deepfake detection schemes 
are developed for. Although there has been some progress in other fields, interpretability 
within deepfakes is still an open issue.

Architecture evaluation Current deepfake detection approaches are formulated as 
a binary classification problem, where each sample can be either real or fake. However, 
for real-world scenarios, videos can be altered in ways other than deepfakes, so content 
not detected as manipulated does not guarantee the video is an original one. Furthermore, 
deepfake content can be the subject of multiple types of alteration, i.e. audio/visual, and 
therefore a single label may not be completely accurate. Therefore, the classification shall 
be enhanced to multi-class/multi-label (Masood et al. 2021).

Time efficiency The final goal of deepfake detection algorithms will be to widely use 
them on streaming media platforms. However, current models are far from this due to their 
high time consumption (Yu et al. 2021).

Robustness Assesses the ability of DL algorithms to maintain its performance when 
random noise or informed perturbations are present. Compared with original videos, 
compressed ones are more difficult to detect because they do not contain a lot of image 
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information. According to Yu et al. (2021), an effective way to improve robustness is 
to add noise within the detection networks.

Social media networks In order to save network bandwidth or to secure users’ pri-
vacy, some manipulations are performed by social media networks before uploading 
any content. This is known as social media laundering and removes clues with respect 
to underlying forgeries, and eventually increases false positive detection rates. A meas-
ure to increase the accuracy of deepfake identification approaches over social media 
laundering is to include simulations of these effects in training data  (Masood et  al. 
2021).

4 � Authentication

Although advances in combating deepfakes are improving, current solutions are limited. 
As we discussed in Sect.  3, there are huge efforts on how to deal with malicious deep-
fake applications, from research community to big technological cooperates. The main 
issue is that while defenses get better, offenses get smarter, and real-time detection, fact-
checking, and debunking of deepfakes is becoming increasingly difficult given the rate 
of technical advancement and the amount of content that is posted every day (Yazdinejad 
et al. 2020b). There are currently no recognized techniques for determining the originality 
of digital media content that has been released online. It is extremely difficult to deter-
mine in a trusted way the true origin of a posted digital item  (Yazdinejad et  al. 2020b). 
In this approach, the majority of research focuses on the creation of AI-based detection 
techniques, although authentication is one component that is absent. Techniques to give 
tamper-proof evidence of which data is authentic are a potent alternative to trying to iden-
tify what content is phony. Therefore, a Proof of Authenticity (PoA) system is required for 
online digital content in order to recognize reliable published sources. Distributed ledgers, 
and in particular Blockchain (BC) have great potential as solutions that can aid in thwart-
ing digital deceit. They allow for anonymity, security, and confidence in a decentralized 
peer-to-peer network that lacks a centralized controlling body. Blockchain is a new tech-
nology that secures network transactions using encryption. A blockchain provides a dis-
tributed database of transactions that every node on the network can access, also referred 
to as a digital ledger (Nofer et al. 2017). The network is a collection of hardware (such as 
computers) that must all approve a transaction for it to be validated and recorded. Transac-
tions can also be easily audited by all the relevant parties. A BC is merely a data format 
that enables the creation and distribution of an exchanges “tamper-proof digital ledger”. 
Therefore, compared to centralized systems, BC systems can make transactions more safe 
and transparent. Managing the ability to track of the media, the transmission infrastructure, 
and the transactions is the key to BC’s capacity to prevent digital deceit. However, there are 
still issues to be solved in terms of creating efficient methods for information identification, 
testing, transmission, and auditing (Fraga-Lamas and Fernández-Caramés 2020).

Therefore, the goal of this section is to leverage on BC technology as a way to guar-
antee digital content authentication. In this regard, we review in Sect. 4.1 several inter-
esting works that can help the reader to better understand the potential of this technol-
ogy as an open research spot and its future applications. Moreover, some insights are 
discussed in Sect. 4.2.
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4.1 � State of the art

A list of methods for demonstrating tamper-proof verification that content is authentic 
is offered (Yazdinejad et al. 2020b). They talk about possible use cases for BC’s func-
tions and features as well as ways to combat deepfakes. The authors assert that present 
research in BC about the authentication of digital content for deepfakes is still in its 
early stages and offer promising directions for further study. Fraga-Lamas and Fernán-
dez-Caramés (2020) is pursuing the same objective. The authors examine BC’s ability 
to counteract digital fraud, outlining the most pertinent applications and outlining their 
biggest unresolved issues. The three most promising solutions are (i) decentralized con-
tent moderation (ii) fact-checking applications with financial incentives (e.g., tokens), 
(iii) and decentralized social media platforms. Reliable fact-checkers can validate con-
tent for these rewards while the received rewards rise as the fact-checkers‘s reputation 
improves (Table 3).

A PoA of digital media looks a promising way of helping to eradicate the epidemic 
of forged content. A scheme using BC-based Ethereum technology, the second largest 
BC network, specifically Ethereum smart contracts, to track the provenance and history 
of digital content to its original source, even if it is copied multiple times, is presented 
in Hasan and Salah (2019). The smart contract utilizes hashes that store the digital con-
tent and its metadata. The metadata includes details on the camera used to record the 
video, the time and date, as well as any logs or manually added data that the producer 
of the video may have added, like a trust stamp. Their answer is based on the idea that 
content can be real and authentic if it can be reliably linked to a reliable or trustwor-
thy source. Additionally, a security analysis of their BC-based solution shows how it 
addresses important security objectives like integrity, accountability, authorization, 
availability, and non-repudiation. They assess whether their solution is resistant to well-
known attacks like Man in the Middle and ac DDoS.

A similar idea is discussed in Chan et al. (2020), where permissioned BC is coupled 
with LSTM. This indicates that original artist attestation of unaltered data would be 
required for media content. The smart contract merges many LSTM systems into a pro-
cedure that enables the historical provenance of digital content to be tracked. LSTMs 
are utilized as a deep encoder to provide distinctive biased features, that are subse-
quently reduced and hashed into a transaction. The end result is a theoretical framework 
that permits PoA for digital media via a decentralized BC.

The most popular BC network, Bitcoin, keeps all of its legal transaction history, mak-
ing it simple to track money. However, by combining many transfers from various users, 
mixing services-which are typically provided by third-party businesses which are utilized 
as an efficient way to conceal the true nature of a transaction address. This type of services 
are against the key idea of using BC as a way of authentication. They are not illegal but 
they provide an extra layer of anonymity, which can be suitable for privacy purposes but 
also can entails security concerns. Due to this, many authorities and third parties are look-
ing for solutions to stop or detect mixing services in order to control the cryptocurrency 
marketplace and prevent financial crime in general. Detecting the original user of a Bitcoin 
address within a mixing service goes into the AD field. Some insights about the opportu-
nities that AD can provide in combating deepfakes are discussed in Sect. 6. The authors 
in Nan and Tao (2018) show that mixing services can be viewed as cluster outliers and that 
Bitcoin event graphs have community features. They leverage on a deep Autoencoder (AE) 
to identify mixing services in a real Bitcoin ledger.



Deepfakes: current and future trends﻿	

1 3

Page 15 of 32  64

Ta
bl

e 
3  

S
um

m
ar

y 
of

 re
vi

ew
ed

 w
or

ks

Re
fe

re
nc

es
Sc

op
e

H
ig

hl
ig

ht
s

 Y
az

di
ne

ja
d 

et
 a

l. 
(2

02
0b

)
Le

ve
ra

gi
ng

 B
C

U
se

 c
as

es
: p

riv
at

e 
ke

ys
 &

 sm
ar

t c
on

tra
ct

s;
 C

ha
lle

ng
es

: p
ro

du
ct

 in
te

gr
at

io
n 

by
 in

du
str

y
 F

ra
ga

-L
am

as
 a

nd
 F

er
ná

nd
ez

-C
ar

am
és

 
(2

02
0)

Le
ve

ra
gi

ng
 B

C
A

pp
s:

 c
on

te
nt

 m
od

er
at

io
n 

&
 d

ec
en

tra
liz

ed
 so

ci
al

 m
ed

ia
; C

ha
lle

ng
es

: d
ist

rib
ut

ed
 le

dg
er

 te
ch

no
lo

gy

 H
as

an
 a

nd
 S

al
ah

 (2
01

9)
Po

A
C

on
te

nt
 tr

ac
ea

bi
lit

y;
 C

ha
lle

ng
es

: d
ec

en
tra

liz
ed

 a
pp

 fo
r a

ut
om

at
ic

 P
oA

 C
ha

n 
et

 a
l. 

(2
02

0)
Po

A
C

on
te

nt
 tr

ac
ea

bi
lit

y 
ba

se
d 

on
 sm

ar
t c

on
tra

ct
s;

 L
ST

M
 e

nc
od

er
 fi

ng
er

pr
in

tin
g

 N
an

 a
nd

 T
ao

 (2
01

8)
A

no
m

al
y 

D
et

ec
tio

n
B

C
 m

ix
in

g 
se

rv
ic

es
; A

D
 w

ith
in

 B
itc

oi
n 

ne
tw

or
k

 P
at

el
 e

t a
l. 

(2
02

0)
A

no
m

al
y 

D
et

ec
tio

n
A

D
 w

ith
in

 E
th

er
eu

m
 sm

ar
t c

on
tra

ct
s

 Y
az

di
ne

ja
d 

et
 a

l. 
(2

02
0a

)
Le

ve
ra

gi
ng

 B
C

C
ry

pt
oc

ur
re

nc
y 

m
al

w
ar

e 
de

te
ct

io
n



	 Á. F. Gambín et al.

1 3

64  Page 16 of 32

Because Ethereum smart contracts are immutable, neither developers nor attackers can 
alter them. They can, however, be canceled and replaced by new agreements. They are 
therefore at risk of assault and financial fraud inside of this BC. Furthermore, anonymity 
makes it difficult to spot irregularities in this vast network. In Patel et al. (2020), an AD 
method based on one-class graph Artificial Neural Network (ANN) is proposed and evalu-
ated on the publicly available Ethereum data. For the purpose of identifying bitcoin mal-
ware risks, Yazdinejad et al. (2020a) suggest a deep RNN learning model. Their method 
uses the operation codes of Windows apps as an illustration study. The suggested model 
uses five different LSTM architectures to train.

4.2 � Main insights

It is undeniable that the adoption of BC can help in combating pernicious deepfakes, 
thanks to its inherent features including scalability, decentralization, and transaction trans-
parency (Yazdinejad et al. 2020b). On the other hand, BC is still in its infancy and, indeed, 
most of the current proposals lack practical implementations as they are based on custom-
ized assumptions. However, and based on its growth speed, we believe it will shortly be 
massively adopted covering the entire digital ecosystem. Furthermore, the implementation 
of traceability and tracking services by major media platforms will have the biggest influ-
ence in the immediate future. Decentralized social media sites, for example, cannot be dis-
regarded, according to Fraga-Lamas and Fernández-Caramés (2020). The following issues 
with regard to open challenges will be highlighted:

Detection is not enough Research community is mainly focused on detecting verifiable 
false content, while other malicious uses within the digital deception field are barely inves-
tigated. Besides, strategies for guaranteeing trustworthy content sources are needed to be 
addressed.

BC-based solutions Vast majority of digital deception detection proposals are based on 
cryptographic hashes, which are sensitive to noise. Slight changes in a certain hash can 
imply the lost of information and/or content traceability. Moreover, cryptography schemes 
are vulnerable to certain quantum computing attacks. Therefore, solutions optimized for a 
better noise sensitivity, and post-quantum BC architectures must be further investigated.

Social media networks The integration of BC within common social media networks, 
e.g., Twitter, Whatsapp, Instagram, etc. is essential towards preventing the release of coun-
terfeit videos by deepfake technology (Yazdinejad et al. 2020b). In this matter, big giant 
tech companies such as Google, Facebook, etc play an essential role, since they have the 
potential and resources to develop, test and implement countermeasure against digital 
deception.

Web browsing The implementation of a BC-based web extension that is able to trace the 
video origin source is another powerful solution still to be addressed. In this way, decen-
tralized applications that are able to automate the establishment of PoA for any content 
shall be investigated and developed.

Cross-disciplinary partnerships The rapid evolution of digital deception requires mul-
tidisciplinary collaborations including corporates, academia, media and governments. Fur-
thermore, there is not a standard intervention technique that works for everyone (Fraga-
Lamas and Fernández-Caramés 2020).

Integration with AI BC technology alone is not able to fully solve the problem. Contex-
tual knowledge that supports media integrity, such as social context traits, domain setting, 
and temporal patterns, must be taken into account in order to recognize falsification attacks. 
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Therefore, the combination of BC and AI looks a promising solution that can be enhanced 
by the huge amount of available information and complex data interactions which social 
media platforms can provide. The ultimate goal in this sense would be to devote strategies 
to prevent counterfeit reality before its spreading (Fraga-Lamas and Fernández-Caramés 
2020).

5 � Scenarios of application

The goal of this section is to analyze deepfakes in specific contexts, evaluating possible 
impacts and problems that can generate, and highlighting challenges and potential opportu-
nities. In this way, we focus on two scenarios of application where digital deception is a hot 
topic by virtue of its devastating implications. First, in Sect. 5.1, social engineering attacks 
are presented where fake news generation within social media networks is addressed. Then, 
cybersecurity issues found in IoT networks are tackled in Sect. 5.2.

5.1 � Online social networks

Online social media platforms are crucial for facilitating human interaction and communi-
cation. However, they and other websites which do not have the security safeguards to safe-
guard this data may make sensitive information accessible. Social engineering attacks can 
be used by hostile persons to access communication networks (Salahdine and Kaabouch 
2019). These attacks use psychological tricks and dishonest tactics with the goal of obtain-
ing sensitive data, such as passwords, private information, incriminating evidence, and 
bank card numbers, among others, by deceiving people or businesses into taking actions 
that are advantageous to the attackers. The greatest threats to cybersecurity at the moment 
are social engineering assaults. With the Big Data advent, attackers use the vast amount 
of collected data for businesses purposes, selling it in bulk as goods within black markets 
(Salahdine and Kaabouch 2019).

There exist many types of social engineering attacks. Among them, the following are 
relevant to the scope of this paper: (i) Carding, where a malicious agent/bot performs 
device fingerprinting and ML-based behavioral analysis to commit fraud related to bank 
cards and accounts (Ryabchuk 2020). (ii) Phising, where the main goal is capturing access 
credentials, such as usernames and passwords, from relevant websites and accounts, by 
sending emails or instant messaging with fraudulent information. These attacks are moving 
towards spear phishing attacks, i.e., more sophisticated phising where highly targeted mes-
sages are sent after initial data mining on target users. (iii) Pharming, based on the words 
“farming” and “phishing”, is intended to redirect a website’s traffic to another deceptive 
site. This can be done by installing a malicious program on the victim computer or by 
exploitation of a Domain Name System (DNS) server vulnerability. Further, insights on 
these matters can be found in Krombholz et al. (2015) and Salahdine and Kaabouch (2019).

In recent years, these attacks have been combined to perform online identity theft. 
This is the ultimate and more sophisticated attack, where the scammer, after collecting 
confidential information from the victim through the aforementioned methods, is able to 
impersonate the victim and act online on his behalf without consent. Considering social 
networks credentials and bank details subtraction, the potential harm to the victim can be 
extremely severe, specially nowadays that our lives are based on online digital services. 
Regarding this, deepfakes can exponentially increase the potential damage, considering the 
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improvements that impersonation can achieve including video and text context generation 
(Table 4).

Deepfakes are thus predicted to be one of the biggest problems for social media plat-
forms in the next years. To recognize and combat deepfakes, Facebook and Adobe have 
already developed regulations. The most recent being Twitter, which just recently declared 
a new set of guidelines to lessen the impact of altered information. Google has addition-
ally made the decision to take action in order to curtail their influence by developing an 
algorithm to identify and instantly remove deepfakes posted to YouTube and other Google 
sites. For the purpose of assisting journalists in spotting faked photos, the Assemble tool 
was developed. Academic research on digital misinformation on social media has just 
lately started, despite the significant efforts of huge tech corporations (Pérez Dasilva et al. 
2021).

In this section, we examine the literature on the creation and dissemination of online 
text, particularly fake news on social media networks. Relevant state of the art is presented 
in the following, where main findings are also highlighted for each reviewed contribution.

The study in  Ahmed (2021) provides insights into the unintentional sharing of deep 
fakes and emphasizes the importance of political interest, a major driver of political 
involvement and a factor that is positively correlated with deep fake sharing. The main 
findings indicate that individuals who are politically interested and poor cognitively ability 
are more likely to unintentionally spread deepfakes. Furthermore, the association between 
political motivation and sharing is moderated by network size.

The authors in  Pérez  Dasilva et  al. (2021) investigate the deepfake trend on Twitter. 
To pinpoint key players and their relationships, NodeXL was employed. To find hidden 
patterns and dominant content, the underlying semantic connections of the messages were 
also examined. The fact that journalists and media organizations make up half of those 
participating in disseminating deep fakes is evidence of the anxiety that this sophisticated 
kind of deception incites among this group, according to the results. Furthermore, despite 
the fact that most deepfakes that circulate on the web are pornographic in nature, political 
deepfakes are the ones that have the most public attention due to their capacity to produce 
instability in a variety of contexts, including both within and across countries.

Systems for detecting deepfake social media posts must be developed. In order to 
achieve this, a publicly accessible collection of deepfake messages is offered in the 

Table 4   Summary of reviewed literature

References Scope Highlights

 Ahmed (2021) Misinformation spreading Role played by political interest within deepfake 
sharing

 Pérez Dasilva et al. (2021) Disinformation spreading Deepfake sharing through Twitter social network
 Fagni et al. (2021) Data collection Twitter data for deepfake detection
 Girgis et al. (2018) Disinformation spreading DL-based fake news detection mechanism
 Kaliyar et al. (2020) Disinformation spreading DL-based fake news detection mechanism
 Maddocks (2020) Misinformation spreading Political and pornographic deepfakes analysis
 Mjaaland (2020) Disinformation spreading DL-based fake news detection mechanism
 Sabeeh et al. (2020) Disinformation spreading Opinion mining-based fake news detection 

mechanism
 Sadr (2021) Disinformation spreading ML-based fake news detection mechanism
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reference (Fagni et  al. 2021). Every tweet that was gathered-including those from a 
whopping 23 in bots that were impersonating 17 in human accounts-was truly posted 
on Twitter. The bots are built using a variety of generational methods, including Markov 
Chains, RNN, and LSTM. Additionally, a small sample of randomly chosen tweets from 
the individuals that the bots imitated were chosen to provide an equal number of 25,572 
tweets. Finally, they assess a number of cutting-edge text detection techniques. Accord-
ing to their findings, a wide range of detectors based on ML or DL approaches and 
transformer-based utilizing transfer learning) had more trouble successfully identify-
ing a deepfake tweet than a tweet that was actually produced by a human. A classifier 
that can predict whether a piece of news is fake or not based only its content is built 
in  Girgis et  al. (2018), thereby approaching the problem from a purely deep learning 
perspective by RNN models, i.e., vanilla, Gate Recurrent Unit (GRU) and LSTM. They 
leverage on a public benchmark dataset called LIAR. Collected a decade-long, 12.8k 
manually labeled short statements in various contexts from Politifact, which provides a 
detailed analytical report and a link to its source level for each case.

News content and the existence of communities sharing the same opinions in the 
social network are taken into account for fake news detection in Kaliyar et al. (2020). 
The news-user engagement (relation between user profiles on social media and news 
articles) is captured and combined with user community information (users having the 
same perception about a news article) to form a 3-mode (content, context and user-com-
munity) tensor. A tensor is a multidimensional array that gives a higher dimensional 
generalization of matrices. The proposed technique is tested on real-world datasets, 
including BuzzFeed and Politifact. An ensemble machine learning classifier (XGBoost) 
and a deep neural network are employed for classification tasks. Results show the com-
bined content and context approach gives better results. As future work, they propose 
real-time text-based classification of news articles by utilizing these content and con-
text-based features.

Using Twitter as a source, the piece in Maddocks (2020) investigates the connection 
between sociopolitical and pornographic deepfakes and discovers that they both attempt 
to restrict dissenting expression. The authors contend that in order to address the injustices 
that cause this kind of technology to disproportionately harm women, policymakers should 
take into account the motivations behind the production and consumption of fake porn.

Because fake news is typically more dramatic than actual news, it spreads exponentially 
and more quickly. Retweets, also known as gossip path propagation hops, are more com-
mon in fake tweets. On the other hand, tweets about actual news typically grow slowly and 
steadily, reaching fewer people (Mjaaland 2020). The thesis in Mjaaland (2020) proposes a 
hybrid fake-news detection model that combines metadata with article content and rumor 
path propagation. These are represented as temporal patterns, used as inputs for a bidirec-
tional LSTM network. Some other DL architectures are also implemented for comparison. 
The dataset comes from Politifact website.

To improve the identification of fake news, the authors in Sabeeh et al. (2020) suggest 
it is necessary to explore the interaction between the user and the news. In this regard, they 
say credibility analysis is essential to verify the trustworthiness of news to improve the 
detection accuracy. The comments of the users on social networks are the most reliable 
signals of the user intent. The authors propose a model to detect fake news that incorpo-
rates opinion mining on user comment, and credibility analysis of Twitter metadata. Sen-
tiWordNet is used in their approach to take into account the text’s cognitive clues in order 
to help with opinion mining. In order to produce effective decisions, it also makes use of a 
bidirectional Gated RNN that incorporates objective criteria like emotion and a credibility 
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score. As future work, they point the need to improve feature selection, and to consider also 
media content and specific writing styles for improving the detection.

Another example of fake news identification can be found in  Sadr (2021), where a 
hybrid model of LSTM and bidirectional LSTM has been used on Persian texts and tweets. 
Word2Vec was employed for the embedding phase. Rumors are extracted from DataHeart 
database, upgraded and combined with own collected data.

An automatic approach embedded in Chrome web browser is presented in Sahoo and 
Gupta (2021), with the goal of detecting fake news on Facebook. Specifically, Sahoo et al. 
leverage on Facebook account features combined with news content to analyze the account 
behavior through LSTM. Other ML methods are also available in the add-on framework. 
As main limitations found on literature, authors from the latter article claim that further 
research on feature selection shall be conducted in order to reduce detection time. Moreo-
ver, online systems are needed for real-world scenarios.

It should be noted again the need for accurate, diverse and large enough datasets in 
accomplishing these tasks. Thus, further work on this should be conducted. Moreover, 
most of surveyed literature is focused on Twitter, because of its inherent characteristics as 
text sharing network. Therefore, additional research focused on other platforms, such as 
Whatsapp, Telegram, Instagram and Facebook, is still an open spot that shall be addressed 
(Table 5).

5.2 � IoT networks

Wireless Sensor Networks (WSN) collect large volumes of data through the rollout of a vast 
number of self-organized agents, including sensors, actuators and computers among others. 
Furthermore, IoT provides interconnectivity within the different involved things, with the 
goal of intelligently monitoring and controlling them (Gambín et al. 2021). The Internet of 
Things (IoT) is an interconnected system of embedded systems that communicate via wired 
or wireless technologies. It is made up of physical items that are integrated with electronics 
(such sensing and actuation), software, and network connectivity that allow them to collect, 
occasionally process, and transmit data. These devices also have some limited calculation, 
storage, and communication capabilities. The term “things” refers to various items from 
our daily lives, including intelligent household gadgets and more advanced ones like RFID 
gadgets, pulse sensors, accelerometers, and every form of sensor (Hussain et al. 2020). As 
a result of the intricate nature of IoT systems, ensuring security is difficult. The majority 
of IoT devices operate in an uncontrolled, occasionally unpredictable environment where 
an attacker might physically control the device by listening in. IoT devices’ low computa-
tional and power capabilities prevent them from supporting elaborate security mechanisms. 
Additionally, new attack strategies might rapidly emerge because to the interdependence 
and connectivity between the Internet of Things (IoT) devices and the remaining compo-
nents of the cyberphysical system (Al-Garadi et al. 2020). For all of these explanations, IoT 
systems need to go from simply enabling secure communication between devices to intel-
ligence provided by DL approaches to create robust, all-encompassing security solutions, 
as noted by the al2020survey. Indeed, DL has demonstrated advantages over conventional 
signature-based, rule-based, and classic ML solutions (Berman et al. 2019). Several secu-
rity aspects shall be considered in every IoT system (Al-Garadi et al. 2020):

Integrity The idea is to make sure that there is a reliable checking system in place to find 
any modifications made during communication across an unsecured wireless network. The 
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data saved in the IoT storage devices may be modified if there is a problem with integrity 
checks.

Authentication Before beginning any other step, entities/agents identity must be per-
fectly established. The nature of IoT systems, however, means that trade-offs are a signifi-
cant challenge in creating an efficient scheme because authentication requirements vary 
from system to system.

Authorization It is used to describe giving consumers access to the IoT system. The 
major issue is figuring out how to provide access effectively in a situation where users 
might include not only actual people but also actual objects or services.

Availability IoT system services must always be accessible to authorized entities. IoT 
systems can still be deemed inoperable by a variety of threats, including active jamming 
and ac DoS. Therefore, maintaining continual availability is essential.

Non-repudiation It produces access logs that can be used as proof in circumstances 
where IoT users are unable to object to a certain behavior. For many IoT systems, non-
repudiation is not seen as a critical security feature, although it can be in some circum-
stances, such as payment methods where a transaction cannot be revoked by either party.

These security properties can be threatened by numerous attacks, such as passive and 
active hazards. Deepfakes and deception falls within the active ones, where the two main 
potential deceptive attacks are the following: (i) impersonation (e.g., spoofing, man-in-the-
middle) pretends to be/act as an authorized IoT device or user. Active intruders may try to 
completely or partially pass as an IoT entity if a malicious path exists; (ii) data manipu-
lation is the act of purposefully altering (deleting or altering) information through unau-
thorized actions. The structure of the majority of attack detection systems is similar: (i) a 
data gathering module gathers data that may contain evidence of an attack; (ii) an analysis 
module identifies attacks after data processing; and (iii) an interface for reporting an attack.

The analysis module can be implemented using various methods, however, DL tech-
niques are the most suitable and dominant due to its powerful features regarding data 
examination and pattern learning, including AD based on IoT devices interactions. Further-
more, DL methods are good at prediction of new attacks, which are often different from 
previous ones (Asharf et al. 2020). In this section, we focus on reviewing literature related 
to digital deception within the IoT ecosystem. Due to the wideness of the topic, we do 
not intend to elaborate a comprehensive survey in this section, but just to review relevant 
state of the art, mainly high-impact surveys, where key findings are highlighted for each 
reviewed contribution.

A comprehensive survey of Machine Learning (ML) methods and recent advances in 
DL used to develop enhanced security within IoT systems is presented in Al-Garadi et al. 
(2020). IoT security threats and attack surfaces are discussed. Among the potential sur-
veyed applications, ML has been used mainly for intrusion detection, while DL for mal-
ware and anomalies detection. As main conclusions, the authors claim the need for diverse 
datasets within IoT security. The success of AI models depends merely on this. This is 
still an open issue due to the wide diversity of IoT devices in the ecosystem, as well as the 
privacy concerns related to critical information stored, such as industrial and medical data. 
Indeed, the heterogeneity present in IoT systems arises the need for multi-modal DL archi-
tectures, able to handle large-scale streaming, heterogeneous and high-noise data.

The authors in Asharf et  al. (2020) provides a summary of intrusion detection meth-
ods and reviews IoT technologies, protocols, topologies, and hazards arising from compro-
mised IoT devices. Besides, they analyze various ML and DL techniques suitable to detect 
cyberattacks. Several IoT security datasets are presented. Among the open challenges 
related to AD in IoT networks, they highlight that the security system may generate false 
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alarms in order to improve the attack detection. Moreover, they claim completely avoiding 
or minimizing false-positive and false-negative is another research challenge.

Security requirements and solutions within IoT systems, together with attack vectors are 
discussed in Hussain et al. (2020). The authors highlighted the security solutions’ short-
comings and the need for ML and DL methods. According to their research, DL mod-
els’ theoretical underpinnings need to be reinforced in order to enable quantification of 
performance based on factors including computational complexity, learning effectiveness, 
and parameter adjustment techniques. For intuitive and effective data interpretation, inno-
vative hybrid methods of learning and cutting-edge data visualization approaches will also 
be necessary. The authors in Ge et al. (2021) suggests an intrusion detection system based 
on DL. In order to distinguish between the traffic of these attack types and regular net-
work traffic, the multi-class classifier uses a feed-forward ANN with embedding layers to 
recognize four categories of attacks: denial of service (DoS), DDoS, data gathering, and 
data theft. Additionally, a transfer learning-based approach is used to extract the encod-
ing of high-dimensional categorical features, which are then used to a binary classifier. 
The authors consider as future work the use of GANs for data augmentation purposes, in 
order to generate synthetic data to carry additional experiments. Furthermore, they plan to 
improve the classifier to operate in real time, and to investigate feature ranking techniques 
for time-series feature-based classifiers.

Along the main insights from Sect. 4.2, a 5 G-enabled IoT security framework combin-
ing DL and BC technology is proposed in Rathore et al. (2021). The four levels of cloud, 
fog, edge, and user are described as their hierarchical architecture. To prove the frame-
work’s validity in real-world applications, it is assessed using a variety of common meas-
urements of delay, accuracy, and security.

6 � Open challenges

In this section, we distill the most relevant lessons learned throughout the reviewed litera-
ture and discuss open challenges. Our concluding remarks are presented in Sect. 6.1. Then, 
we elaborate on some research opportunities in Sect. 6.2, aiming at encouraging work in 
those together with the main agents and potential technologies involved.

6.1 � Concluding remarks

DL represents a cutting-edge technology, that combined with Big Data, cloud computing, 
IoT and image processing is revolutionizing a vast number of fields. The automatic feature 
extraction is a major advantage, providing proven high performances in complex scenarios, 
in contrast with the traditional ML based on human expertise for feature engineering. On 
the other hand, DL requires more computing power and time, as well as the need for larger 
well-balanced input data. Besides, DL models rely on sample data and suffer from low 
interpretability, which translates into specific gained experience from the addressed data-
set (Gambín et al. 2021).

One of the clearest conclusions we can extract after reviewing the literature, is the need 
for useful datasets. Data collection must be diverse and large enough in order to provide 
DL architectures with the right amount of information to learn from. In this way, output 
models will be able to adapt better to every possible scenario. Probably, one of the main 
reasons behind this lack of useful data is privacy implications. Regarding the observance 
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of domestic and international legislation, there are unresolved questions, including General 
Data Protection Regulation (GDPR) (Commission 2016), especially when dealing with 
feasibility of data anonymization, and the ease of subject rights. In this sense, the develop-
ment of mechanisms able to collect data and process it without the need of storing and/or 
analyzing critical information must be further investigated. Some related insights can be 
found in Zhou et al. (2008), where an evaluation of the available anonymization methods 
for releasing social network data is offered for privacy protection. Aligned with the need of 
data, performance evaluation within not ideal environments and contexts is mandatory to 
improve robustness in DL strategies. Therefore, generalization, scalability and robustness 
in DL schemes are still open challenges to be tackled. Further information can be found 
in Mayer and Jacobsen (2020), Wickramasinghe et al. (2018).

As for deepfakes, it can be concluded that, even being a neutral technology, malicious 
applications can be very harmful and disruptive in society. Therefore, techniques advocated 
for prevention, detection and detention of spreading are essential, where huge coordinated 
efforts from research community, governments and private institutions should be promoted. 
Moreover, the detection of digital deception content is not enough, due to the fast develop-
ment on the generation side. Therefore, further research has to be carried out regarding 
authentication. Guaranteeing a trusted content origin source in combination with a tracked 
history of it are powerful tools to combat online fake content.

Regarding its spreading, we can state that online social networks are the cornerstones, 
where content related to politics, finance and porn are the main topics. Besides, the main 
misinformation spreading actors within social media networks are people with low educa-
tion and/or strong affiliation to certain institutions or school of thought, easily manipulated 
(Ahmed 2021). As for disinformation spreading, the usual origin source are third-party 
companies specialized in social media, hired by a private corporate, public agency or gov-
ernment with the aim of inferring public opinion manipulation in order to attain certain 
financial and/or geopolitical benefits. In this sense, it seems to constitute a demagogic para-
dox, the fact that worldwide governments support and fund the fight against digital decep-
tion and disinformation spreading publicly, while they also leverage this technology behind 
the scenes in favor of their own interest.

As for its generation and detection, it has been and still is a hot-topic where the num-
ber of publications is massively increasing every year. However, some concerns arise 
when referring to detection research. These are related to the fact that most of the avail-
able research is focused on how to detect fake content and/or fake spreading accounts, i.e., 
spambot accounts that spread fake content, based on supervised learning techniques, that 
require a labeled dataset. And this is the crux of the question: the labeling process is not 
trivial. Specially when bot accounts are very sophisticated, it becomes almost impossible 
to distinguish between human and machine. Hence, this is generating a lot of research that 
can be biased by the available datasets used as ground-truth, and its labeling accuracy can 
be questioned. In this regard, interesting insights can be found in Rauchfleisch and Kaiser 
(2020). The authors analyze the fake bot classifier Botometer (Davis et al. 2016).

This classifier has been widely utilized in academic articles as a result of its successful 
introduction as a method to calculate the amount of bots in an identified set of accounts. 
Their findings demonstrate that Botometer ratings are inaccurate for estimating bots, par-
ticularly when used in an alternate language. They also demonstrate that Botometer’s lim-
its, even when applied very conservatively, are subject to fluctuation, which can result in 
both false positives and false negatives (i.e., the classification of humans as bots) and false 
negatives (i.e., the classification of bots as humans). The majority of social science studies 
employing the program will inadvertently count a significant portion of human consumers 
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as bots and vice versa, which has direct implications for academic research. Moreover, 
the authors in  Gallwitz and Kreil (2021) identifies critical theoretical shortcomings in 
social bot research. In peer-reviewed studies, numerous profiles that had been tallied or 
even identified as social bots were examined. Their findings indicate that they were able to 
locate even one social bot. They come to the conclusion that research purporting to look 
into the presence or impact of online bots have, in fact, just looked into false positives and 
byproducts of the inadequate detection techniques used.

In this way, the focus for long-term research has to be put on unsupervised, semi-super-
vised and reinforcement learning strategies, that do not depend on prior information and 
are able to adapt to the context. Anomaly detection and pattern recognition are thus the 
main potential actors in solving these issues. We continue the discussion of these topics in 
the following subsection. These tools could also be enhanced through descriptive digital 
forensic analysis (Rauchfleisch and Kaiser 2020).

Furthermore, future research has to focus on group behavior and user networks (Bild 
et  al. 2015; Ediger et  al. 2010). Some elements such as neighborhood properties, user 
account metadata, content trends and relationships among accounts sharing the same type 
of information are key for improving detection mechanisms. Another strategy to improve 
the detection would be to concentrate in a small portion of data. This can be referring to 
a specific area or country, language, or topic. In this sense, meaningful information can 
be obtained more easily, especially if network interactions and group characterization are 
expected to be analyzed.

Finally, vast research has been carried out over the Twitter platform, due to its inherent 
features, and with strong focus on text content analysis through Natural Language Process-
ing (NLP) (Kanakaraj and Guddeti 2015). However, we believe there is a lack of research 
considering other major platform such as Telegram, Youtube and Instagram among others, 
where video and image play an essential role.

6.2 � Future trends

6.2.1 � Transfer learning & data augmentation

The integration and processing of the massive amount of data that is available nowadays 
from different sources poses an open challenge. Further research is needed to extract the 
optimal valuable information from the measured data. Transfer learning is a good candi-
date in this matter. In general, traditional ML/DL models are designed to solve specific 
problems, with the consequent drawback that they have to be rebuilt from scratch if the 
problem context changes. Transfer learning overcomes this by leveraging knowledge 
acquired for one task to solve related ones, even if the learning crosses domains. It is spe-
cially popular in DL due to the need of large datasets.

Together with transfer learning, new ways of obtaining additional data would be highly 
beneficial. Data augmentation is used to expand limited data by generating new samples 
from existing ones, i.e., synthetic data, and can be a powerful strategy to reduce overfit-
ting and therefore improving the performance of DL models. It encompasses a suite of 
techniques that enhance the size and quality of training datasets (Shorten and Khoshgoftaar 
2019). In this way, ANNs are incredibly powerful at mapping high-dimensional inputs 
into lower-dimensional representations, and thus several DL-based methods have been 
proposed for data augmentation. Feature space augmentation based on CNNs and AEs, 
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adversarial training and especially GAN-based models are among the key techniques. Fur-
ther information can be found in Shorten and Khoshgoftaar (2019) and Perez and Wang 
(2017).

Currently, mature literature is scarce on this matter. Some examples where deepfake 
detection performance is enhanced through transfer learning and data augmentation are 
the following. Representation learning and knowledge distillation paradigms are employed 
in Kim et  al. (2021) to introduce a transfer learning-based feature representation model. 
The authors perform domain adaptation tasks on new deepfake datasets while minimiz-
ing losses regarding prior knowledge about deepfakes. Moreover, a CNN architecture com-
bined with transfer learning for video fake detection is proposed in Suratkar et al. (2020a, 
b).

6.2.2 � Explainable AI

DL architectures are complex systems, usually seen as black boxes. Visualization tools able 
to provide insights about what actually the system is doing and how the network is learning 
are still an open research opportunity (Ball et al. 2017). In this sense, Explainable Artifi-
cial Intelligence (XAI) was first mentioned in 2004 by Van Lent et al. (2004), to describe 
the ability of their system to explain the behavior of AI-controlled entities in simulation 
games application. It has surged as a new research arena that promotes the interpretability 
of the output performances in AI, and specially in DL, facilitating the understanding and 
efficient use of the information that this technology itself provides. Further information can 
be found in Došilović et al. (2018) and Adadi and Berrada (2018).

Current deepfake detection methods also fail to convince of its reliability. Since the 
fundamental issue revolves around earning the trust of human agents, the construction 
of interpretable and also easily explainable models is imperative. The authors in Malolan 
et al. (2020) propose a CNN-based deepfake detection framework tested on various XAI 
techniques, evaluating its applicability within real-life scenarios. The authors in Hall et al. 
(2020) discuss both practical and novel ideas for leveraging XAI to improve the efficacy of 
digital forensic analysis, usually employed in deepfake detection mechanisms.

6.2.3 � Knowledge fusion

Combining data-driven models with theory-driven models is a potential approach for 
achieving models that learn as much as possible from data. The former are much more 
adaptable to data and adept at seeing hidden patterns, whilst the latter are simpler to under-
stand. The idea of knowledge fusion where information from several fields of expertise can 
support one other to provide more insightful understanding. In this sense, DL approaches 
may be contenders. Dong et al. (2015) examine the applicability and constraints of several 
knowledge fusion approaches. Utilizing data fusion to find trustworthy information among 
several sources of studied data allows for effective decision-making. The work in Tolosana 
et al. (2020) implies that feature-level fusion approaches might offer a superior adaptability 
for deepfake detection in various contexts. In fact, they highlight several instances where 
various fake detection techniques are already based on the synthesis of various information 
sources, such as steroids and DL features, spatial and spectral characteristics, or other com-
binations thereof. There are two further intriguing fusion methods that use RGB, depth, 
and infrared data to identify physical facial attacks. Additionally, combining data from 
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other sources, such as the text, keystrokes, or audio that accompany films when they are 
uploaded to social networks, could be very beneficial to enhance deception detectors.

6.2.4 � Anomaly detection

The identification of observations that differ from the majority of the data and do not fol-
low an expected behavior is known as Anomaly Detection. These anomalies are usually 
classified into two types: (i) outliers, point-wise data; and (ii) anomaly patterns, fractions 
of data such as certain trends and fluctuations, that provide more information than outliers 
(Gambín et al. 2021).

AD can provide powerful insights with respect to deepfake prevention and detection 
thanks to its inherent capability to recognize patterns. These can be used as prior informa-
tion, essential to build early-warning systems. Some literature can be found in this respect. 
For instance, a pipeline to detect GAN specific traces left during the deepfake creation is 
proposed in Giudice et al. (2021). The authors in the latter article employ discrete cosine 
transforms to detect anomalies. Moreover, an unsupervised fingerprint classification mod-
ule based on anomaly detection to identify GAN images is presented in Pu et al. (2020). 
However, prevention strategies based on the obtained anomalies are still not addressed. 
This entails a research opportunity to be assessed. In this sense, integrated security systems 
should be designed involving prevention, detection and forecasting, where early-warning 
systems can be powered by AD, and intelligent control by reinforcement learning.

6.2.5 � Decision making & reinforcement learning

One of the DL advantages is the ability to automate and speed up processes, such as man-
agement and decision-making, reducing the need for human intervention. Few DL works 
related to deepfakes tackle decision-making strategies as main contributions, representing 
an excellent opportunity for further research. The aim is not just to detect them but also to 
take intelligent actions to combat them. Reinforcement learning powered by DL models are 
the perfect combination in this matter, empowering the systems with foresighted control. 
This looks like a promising future research line to be addressed.

According to  Masood et  al. (2021), deepfake detectors that are now in use generally 
rely on the fixed characteristics of current cyberattacks by utilizing ML approaches, such 
as unsupervised clustering and supervised classification methods, and as a result, they 
are less likely to detect unidentified deepfakes. So, on the detecting side, RL approaches 
might be crucial. Deep RL, which goes one step farther, has enormous potential for both 
deepfake detection and defending against antiforensic assaults on the detectors. Since RL 
can simulate an autonomous agent to perform consecutive actions ideally with little to no 
prior understanding of the environment, it might be applied to the development of algo-
rithms to identify anti-forensic processing and the creation of deepfake attack detectors. A 
review of deep RL approaches developed for solving cyber-security problems can be found 
in Nguyen et al. (2019), including autonomous intrusion detection techniques and multia-
gent game theory simulations for defense strategies.

6.2.6 � Edge computing

Due to the increasing number of data sources, frequency, type and volume, a centralized 
system handling all this input may not be an optimal solution regarding scalability and 
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efficiency. The Edge Computing paradigm tries to solve this by virtualizing network func-
tions and deploying them at the network edge (Shi and Dustdar 2016). In this way, content, 
computation and even some control are moved “closer” to the end users. This entails some 
advantages such as low latency, energy and bandwidth efficiency, privacy protection, and 
context awareness (Zhou et al. 2019).

Edge Intelligence (EI) Zhou et al. (2019) proposes a new paradigm combining AI and 
edge computing, with the goal of performing distributed computing of DL models. This 
technology could be used to improve DL computing time, reducing drastically the train-
ing phase within the algorithms development, among other aforementioned benefits. Some 
examples are in the following. Authors in Ferrag and Maglaras (2019) present an energy 
framework for smart grids, combining BC technology and EI. It provides a peer-to-peer 
energy trading system, that is complemented with an intrusion detection block based on 
RNNs. The work in Hasanaj et al. (2021) proposes a solution to train deepfake detection 
models cooperatively on the edge, with the goal of evaluating time-computing efficiency. 
Finally, a memory-efficient DL-based deepfake detection method deployed in the IoT is 
explained in Mitra et al. (2021). Their aim is to detect highly sophisticated GAN generated 
deepfake images at the edge, reducing training and inference time while achieving a certain 
accuracy.

6.2.7 � Blockchain technology and AI

A remarkable symbiosis between DL and BC technology is revealed, capable of produc-
ing a fully effective security system. In order to effectively use BC for increased trust and 
security services, DL may first help BC technology realize intelligent decision-making, 
improved evaluation, filtering, and understanding of data and devices within a network. 
Second, since its built-in decentralized database emphasizes the significance of data dis-
persion among numerous nodes on a particular network, BC may help AI by offering a big 
volume of data. Therefore, this a powerful tool chain still on its first steps. Further research 
has to be accomplished where numerous opportunities are still to be evaluated.

6.2.8 � Real‑time systems

The ultimate goal in order to combat deepfakes is to develop real-time frameworks. Due 
to the complexity of the challenge, regarding training times and efficiency issues, it is still 
an open issue of the topic. These online systems should leverage AD-based early-warning 
forecasting blocks to prevent and predict deepfakes, on DL architectures to detect digital 
deception, and on RL-based decision making to stop the spreading. This would provide 
a complex cybersecurity platform, where its adoption within social networks and Internet 
applications would be the ideal integrated solution.

7 � Conclusions

Advances in Deep Learning, Big Data and image processing have facilitated online dis-
information spreading through Deepfakes. This entails severe threats including public 
opinion manipulation, geopolitical tensions, chaos in financial markets, scams, defamation 
and identity theft among others. Therefore, it is imperative to develop techniques to pre-
vent, detect, and stop the spreading of deepfake content. In this paper, we have conducted 
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a review targeting the entire deepfake paradigm, by reviewing current and future trends. 
First, a compact summary of DL techniques used for deepfakes has been presented. Then, 
a review of the fight between generation and detection techniques has been elaborated. 
Moreover, we have discussed about the potential that new technologies, such as distributed 
ledgers and blockchain, can offer with regard to cybersecurity and the fight against digi-
tal deception. Two scenarios of application, including online social networks engineering 
attacks and Internet of Things, have been reviewed providing main insights and open chal-
lenges. Finally, future trends and research lines have been examined, mentioning potential 
key agents and technologies.
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