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Abstract

The main contribution of this paper is to present a new sufficient condition for the subex-
ponential asymptotics of the stationary distribution of a GI/GI/1-type Markov chain with-
out jumps from level “infinity” to level zero. For simplicity, we call such Markov chains
GI/GI/1-type Markov chains without disastersbecause they are often used to analyze
semi-Markovian queues without “disasters”, which are negative customers who remove
all the customers in the system (including themselves) on their arrivals. In this paper, we
demonstrate the application of our main result to the stationary queue length distribution
in the standard BMAP/GI/1 queue. Thus we obtain new asymptotic formulas and prove
the existing formulas under weaker conditions than those inthe literature. In addition,
applying our main result to a single-server queue with Markovian arrivals and the(a, b)-
bulk-service rule (i.e., MAP/GI(a,b)/1 queue), we obatin a subexponential asymptotic
formula for the stationary queue length distribution.
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1 Introduction

This paper studies the subexponential asymptotics of the stationary distribution of a GI/GI/1-
type Markov chain (see, e.g., He 2014) without jumps from level “infinity” to level zero. For
simplicity, we call such Markov chainsGI/GI/1-type Markov chains without disastersbecause
they are often used to analyze semi-Markovian queues without “disasters”, which are negative
customers who remove all the customers in the system (including themselves) on their arrivals.
It should be noted that every M/G/1-type Markov chain is a GI/GI/1-type Markov chain without
disasters (see, e.g., He 2014).

Several researchers have studied the subexponential asymptotics of the stationary distri-
butions of GI/GI/1-type Markov chains (including M/G/1-type ones). Asmussen and Møller
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(1999) derive subexponential asymptotic formulas for the stationary distribution of a M/GI/1-
type Markov chain with subexponential level increments. Liand Zhao (2005) study a GI/GI/1-
type Markov chain with subexponential level increments, though some of their asymptotic for-
mulas are incorrect (for details, see Masuyama 2011). Takine (2004) presents a subexponential
asymptotic formula for M/GI/1-type Markov chains, under the assumption that the integrated
tail distribution of level increments is subexponential. It should be noted that Takine (2004)’s as-
sumption does not necessarily imply the subexponentialityof level increments themselves (see,
e.g., Remark 3.5 in Sigman 1999). Focusing on the period of theG-matrix, Masuyama (2011)
establishes sufficient conditions for the subexponential asymptotics for M/GI/1-type Markov
chains, which are weaker than those presented in the literature (Asmussen and Møller 1999;
Li and Zhao 2005; Takine 2004), except for being limited to the M/G/1-type Markov chain.
Masuyama (2011) also points out that Takine (2004)’s derivation of the asymptotic formula
implicitly assumes the aperiodicity of theG-matrix. Kim and Kim (2012) weaken Masuyama
(2011)’s sufficient condition in the case where theG-matrix is periodic. Kimura et al. (2013)
present a comprehensive study on the subexponential asymptotics of GI/GI/1-type Markov
chains. They study thelocally subexponential asymptotics (Asmussen et al. 2003) as well as the
(ordinarily) subexponential asymptotics. The sufficient conditions presented in Kimura et al.
(2013) are weaker than those reported in the literature mentioned above.

The main result of this paper is to present a new sufficient condition for the subexponen-
tial asymptotics of the stationary distribution of a GI/GI/1-type Markov chain without disas-
ters. This sufficient condition is weaker than the corresponding one presented in Kimura et al.
(2013).

In this paper, we demonstrate the application of the main result to the stationary queue
length distribution in the (standard) BMAP/GI/1 queue (see, e.g., Lucantoni 1991). According
to Takine (2000), the stationary queue length distributionin the BMAP/GI/1 queue is equivalent
to the stationary distribution of a certain M/G/1-type Markov chain. Combining this fact and the
main result of this paper, we derive four subexponential asymptotic formulas for the stationary
queue length distribution. Two of the four formulas are proved under weaker conditions than the
two corresponding ones presented in Masuyama et al. (2009);and the other two formulas are
shown for a BMAP/GI/1 queue with consistently varying service times, which is not considered
in Masuyama et al. (2009).

We also apply the main result of this paper to a single-serverqueue with Markovian arrivals
and the(a, b)-bulk-service rule, denoted by MAP/GI(a,b)/1 queue (see, e.g., Singh et al. 2013).
For the MAP/GI(a,b)/1 queue, we construct a GI/GI/1-type Markov chain without disasters by
observing the queue length process at departure points. Thus using the main result, we obtain
a subexponential asymptotic formula for the stationary queue length distribution at departure
points. Combining the obtained formula with the relationship between the stationary queue
length distribution at departure points and that at an arbitrary time point, we have a subex-
ponential asymptotic formula for the stationary queue length distribution at an arbitrary time
point.

The rest of this paper is divided into four sections. Section2 provides basic definitions,
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notation and preliminary results. Section 3 presents the main result of this paper. Sections 4
and 5 discuss the applications of the main result.

2 Preliminaries

2.1 Basic definitions and notation

LetZ = {0,±1,±2, . . . }, Z+ = {0, 1, 2, . . . } andN = {1, 2, 3, . . . }, respectively. For any dis-
tribution functionF onR+ := [0,∞), letF = 1−F andFe denote the equilibrium distribution
function ofF , i.e.,Fe(x) =

∫ x

0
F (y)dy/

∫∞
0

F (y)dy for x ≥ 0, which is well-defined ifF has
a positive finite mean. For any nonnegative random variableY with positive finite mean, letYe

denote the equilibrium random variable ofY such that

P(Ye ≤ x) =
1

E[Y ]

∫ x

0

P(Y > y)dy, x ∈ Z+;

andYde = ⌊Ye⌋, which is called the discretized equilibrium random variable of Y . If Y is
nonnegative integer-valued, then

P(Yde = k) =
1

E[Y ]
P(Y > k), k ∈ Z+.

We now definee andI as the column vector of ones and the identity matrix, respectively,
with appropriate dimensions according to the context. The superscript “t” represents the trans-
pose operator for vectors and matrices. The notation[ · ]i,j (rep. [ · ]i) denotes the(i, j)th (resp.
ith) element of the matrix (resp. vector) in the square brackets.

For any matrix sequence{M(k); k ∈ Z}, let M(k) =
∑∞

l=k+1M(l) andM(k) =∑∞
l=k+1M(l) for k ∈ Z. For any two matrix sequences{M(k); k ∈ Z} and{N(k); k ∈ Z}

such that their products are well-defined, let{M ∗N(k); k ∈ Z} denote the convolution of
{M(k)} and{N(k)}, i.e.,

M ∗N(k) =
∑

l∈Z
M(k − l)N(l) =

∑

l∈Z
M(l)N(k − l), k ∈ Z.

In addition, for any square matrix sequence{M(k); k ∈ Z}, let {M ∗n(k); k ∈ Z} (n ∈ N)
denote then-fold convolution of{M(k)} with itself, i.e.,

M ∗n(k) =
∑

l∈Z
M ∗(n−1)(k − l)M(l), k ∈ Z,

whereM ∗0(0) = I andM ∗0(k) = O for k ∈ Z \ {0}.
Finally, for simplicity, we may writeZ(x) = o(f(x)) andZ(x)

x∼ Z̃f(x) to represent

lim
x→∞

Z(x)

f(x)
= O, lim

x→∞

Z(x)

f(x)
= Z̃,

respectively.
The above definitions and notation for matrices are applied to vectors and scalars in an

appropriate manner.
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2.2 Stationary distribution of GI/G/1-type Markov chain

Let M0 = {1, 2, . . . ,M0} andM = {1, 2, . . . ,M}, whereM0,M ∈ N. We then define
{(Xn, Sn);n ∈ Z+} as a Markov chain with state spaceF := ({0} × M0) ∪ (N × M) and
transition probability matrixT , which is given by

T =




B(0) B(1) B(2) B(3) · · ·
B(−1) A(0) A(1) A(2) · · ·
B(−2) A(−1) A(0) A(1) · · ·
B(−3) A(−2) A(−1) A(0) · · ·

...
...

...
...

. . .




, (2.1)

whereB(0) andA(0) in the diagonal blocks areM0 ×M0 andM ×M matrices, respectively.
Each element ofT is specified by two nonnegative integers(k, i) ∈ F, where the first variable
k is calledleveland the second onei is calledphase.

Throughout this paper, we make the following assumption:

Assumption 2.1 (i) T is irreducible and stochastic; (ii)
∑∞

k=1 kB(k)e < ∞; (iii) A :=∑
k∈ZA(k) is irreducible and stochastic; (iv)

∑
k∈Z |k|A(k) < ∞; (v) σ := π

∑
k∈Z kA(k)e <

0, whereπ := (πi)i∈M is the stationary probability vector ofA :=
∑

k∈ZA(k).

Remark 2.1 T is positive recurrent if and only ifσ < 0 and
∑∞

k=1 kB(k)e < ∞, pro-
vided thatT andA are irreducible and stochastic (see, e.g., Asmussen 2003, Chapter XI,
Proposition 3.1). Therefore Assumption 2.1 is equivalent to condition (I) of Assumption 2
in Kimura et al. (2013).

Remark 2.2 For k ∈ N, we haveB(−k)e +
∑∞

l=−k+1A(l)e = e. Thus condition (iii) of
Assumption 2.1 implieslimk→∞B(−k) = O, which shows that the one-step transition proba-
bility from level “infinity” to level zero is equal to zero, i.e., no “disasters” happen in the context
of queueing models.

Letx := (x(0),x(1),x(2), . . . ) denote the unique stationary probability vector ofT , where
x(0) (resp.x(k); k ∈ N) is a1×M0 (resp.1×M) subvector ofx corresponding to level zero
(resp. levelk). To characterizex = (x(0),x(1),x(2), . . . ), we introduceR-matrices. Let
R0(k) andR(k) (k ∈ N) denoteM0 ×M andM ×M matrices, respectively, such that

[R0(k)]i,j = E

[
T<k∑

n=1

11(Xn = k, Sn = j) | X0 = 0, S0 = i

]
,

and for any fixedν ∈ N,

[R(k)]i,j = E

[
T<k+ν∑

n=1

11(Xn = k + ν, Sn = j) | X0 = ν, S0 = i

]
,
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whereT<k = inf{n ∈ N;Xn < k ≤ Xm (m = 1, 2, . . . , n− 1)} and11(·) denotes the indicator
function of the event in the parentheses. For convenience, letR0(0) = O andR(0) = O. It
then follows (see, e.g., Kimura et al. 2013; Li and Zhao 2005)that

x(k) = x(0)R0 ∗ F (k), k ∈ N,

where

F (k) =
∞∑

n=0

R∗n(k), k ∈ Z+. (2.2)

Thus we have
x(k) = x(0)R0 ∗ F (k), k ∈ Z+, (2.3)

and especially,
x(0) = x(0)R0(I −R)−1, (2.4)

whereR =
∑∞

k=1R(k) andR0 =
∑∞

k=1R0(k).
For the discussion in the next section, we need some more definitions and preliminary re-

sults. LetG(k) (k ∈ N) denote anM ×M matrix such that for any fixedν ∈ N,

[G(k)]i,j = P(XT<k+ν
= ν, ST<k+ν

= j | X0 = k + ν, S0 = i), k ∈ N.

Let Φ(0) denote anM ×M matrix such that for any fixedν ∈ N,

[Φ(0)]i,j = P(ST↓ν
= j | X0 = ν, S0 = i),

whereT↓ν = inf{n ∈ N;Xn = ν < Xm (m = 1, 2, . . . , n−1)}. Note here that
∑∞

n=0(Φ(0))n =

(I−Φ(0))−1 exists becauseT is irreducible. Since Assumption 2.1 is equivalent to condition (I)
of Assumption 2 in Kimura et al. (2013) (see Remark 2.1), we have the following result:

Proposition 2.1 (Kimura et al. 2013, Lemma 3.1.1)Under Assumption 2.1,

σ = −π(I −R)(I −Φ(0))
∞∑

k=1

kG(k)e ∈ (−∞, 0).

LetL(k) (k ∈ N) denote anM ×M matrix such that for any fixedν ∈ N,

[L(k)]i,j = P(ST↓ν
= j | X0 = k + ν, S0 = i), k ∈ N.

We then have

L(k) =

k∑

m=1

G∗m(k), k ∈ N.

In terms ofL(k), the matricesR0(k) andR(k) are expressed as

R0(k) =

[
B(k) +

∞∑

m=1

B(k +m)L(m)

]
(I −Φ(0))−1, k ∈ N,

R(k) =

[
A(k) +

∞∑

m=1

A(k +m)L(m)

]
(I −Φ(0))−1, k ∈ N. (2.5)

The following proposition is used to prove Lemma 3.1 in the next section.
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Proposition 2.2 (Kimura et al. 2013, Lemma 3.1.2)If Assumption 2.1 holds, then

lim
n→∞

τ−1∑

l=0

L(nτ + l) = τeψ,

where
ψ = π(I −R)(I −Φ(0))/(−σ), (2.6)

and τ denotes the period of an Markov additive process with kernel{A(k); k ∈ Z} (see Ap-
pendix B in Kimura et al. 2010).

Remark 2.3 Proposition 2.1 implies thatψ is finite.

2.3 Long-tailed distributions

We begin with the definitions of the long-tailed class and higher-order long-tailed classes.

Definition 2.1 A nonnegative random variableU and its distributionFU are said to be long-
tailed if P(U > x) > 0 for all x ≥ 0 andP(U > x+ y)

x∼ P(U > x) for some (thus all)y > 0.
The class of long-tailed distributions is denoted byL.

Definition 2.2 A nonnegative random variableU and its distributionFU are said to be theµ th-
order long-tailed ifU1/µ ∈ L, whereµ ≥ 1. The class of theµth-order long-tailed distributions
is denoted byLµ. Further ifU ∈ Lµ (resp.FU ∈ Lµ) for all µ ≥ 1, we writeU ∈ L∞ (resp.
FU ∈ L∞) and callU (resp.FU ) infinite-order long-tailed.

The basic properties of the higher-order long-tailed classes (including the long-tailed class)
are summarized in Proposition 2.3 below.

Proposition 2.3 (Masuyama 2013, Lemmas A.1–A.3)

(i) Lµ2 ⊂ Lµ1 for 1 ≤ µ1 < µ2.

(ii) If U ∈ Lµ (µ ≥ 1), thenP(U > x) = exp{−o(x1/µ)}.

(iii) U ∈ Lµ (µ ≥ 1) if and only ifP(U > x − ξx1−1/µ)
x∼ P(U > x) for some (thus all)

ξ ∈ R\{0}.

Next we introduce the subexponential class, which is the largest tractable subclass ofL.

Definition 2.3 (Goldie and Klüppelberg 1998; Sigman 1999)A nonnegative random variable
U and its distributionFU are said to be subexponential ifP(U > x) > 0 for all x ≥ 0 and

P(U1 + U2 > x)
x∼ 2P(U > x),

whereUi’s (i = 1, 2, . . . ) are independent copies ofU . The class of subexponential distributions
is denoted byS.
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Remark 2.4 The classS includes Pareto, heavy-tailed Weibull, lognormal, Burr, and loggamma
distributions, etc (see, e.g., Goldie and Klüppelberg 1998).

The following proposition is used several times in the subsequent sections.

Proposition 2.4 (Masuyama 2011, Proposition A.3)Let {M(k); k ∈ Z+} and {N(k); k ∈
Z+} denote finite-dimensional nonnegative matrix sequences such that their convolution{M ∗
N(k); k ∈ Z+} is well-defined andM :=

∑∞
k=0M(k) andN :=

∑∞
k=0N(k) are finite.

Suppose that for some random variableU ∈ S,

lim
k→∞

M(k)

P(U > k)
= M̃ ≥ O, lim

k→∞

N(k)

P(U > k)
= Ñ ≥ O,

whereM̃ = Ñ = O is allowed. We then have

lim
k→∞

M ∗N(k)

P(U > k)
= M̃N +MÑ .

Finally we describe two subclasses ofS, which are used to apply the main result of this
paper to the BMAP/GI/1 queue in Section 4.

Definition 2.4 (Shneer 2006)A nonnegative random variableU and its distribution function
FU and cumulative hazard functionQU := − logFU belong to the subexponential concave
classSC with indexα (0 < α < 1) if the following hold: (i) QU is eventually concave; (ii)
log x = o(QU(x)); and (iii) there exist somex0 > 0 such thatQU(x)/x

α is nonincreasing for
all x ≥ x0, i.e.,

QU(x)

QU(u)
≤
(x
u

)α
, x ≥ u ≥ x0.

The subexponential concave class with indexα is denoted bySCα.

Remark 2.5 SCα ⊂ L1/β for all 0 < α < β ≤ 1 (see Lemma A.6 in Masuyama 2013). In
addition, typical examples ofQU ∈ SC are (i)QU(x) = (log x)γxα and (ii)QU(x) = (log x)β ,
where0 < α < 1, β > 1 andγ ∈ R. See Appendix A.2 in Masuyama (2013) for further
remarks.

Definition 2.5 A nonnegative random variableU and its distribution functionFU belong to the
consistent variation classC if FU(x) > 0 for all x ≥ 0 and

lim
v↓1

lim inf
x→∞

FU(vx)

FU(x)
= 1 or equivalently, lim

v↑1
lim sup
x→∞

FU(vx)

FU(x)
= 1.

Remark 2.6 It is known that (i)C ⊂ L∞ (see Lemma A.4 in Masuyama 2013); (ii)R ⊂ C ⊂
L∩D ⊂ S whereD andR denote the dominated variation class and the regular variation class,
respectively (see, e.g., the introduction of Aleškevičienė et al. 2008).
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3 Main Result

Before presenting the main result, we first show a related result.

Proposition 3.1 (Kimura et al. 2013, Theorem 3.1.1)Suppose that (i) Assumption 2.1 is sat-
isfied; and (ii) there exists some random variableU in Z+ with positive finite mean such that
Ude ∈ S and

lim
k→∞

A(k)e

P(U > k)
=

cA

E[U ]
, lim

k→∞

B(k)e

P(U > k)
=

cB

E[U ]
, (3.1)

wherecA andcB areM × 1 andM0 × 1 nonnegative vectors, respectively, satisfyingcA 6= 0

or cB 6= 0. We then have

lim
k→∞

x(k)

P(Ude > k)
=
x(0)cB + x(0)cA

−σ
· π.

In this section, we present a more general result than the above proposition. For this purpose,
we make the following assumption:

Assumption 3.1 There exists some random variableY in Z+ such that

lim
k→∞

A(k)e

P(Y > k)
= cA, lim

k→∞

B(k)e

P(Y > k)
= cB, (3.2)

wherecA andcB areM × 1 andM0 × 1 nonnegative vectors, respectively, satisfyingcA 6= 0

or cB 6= 0.

Remark 3.1 We suppose that (3.1) holds for some some random variableU in Z+ with positive
finite mean (Ude ∈ S is not necessarily assumed). It then follows from (3.1) that

lim
k→∞

A(k)e

P(Ude = k)
= cA, lim

k→∞

B(k)e

P(Ude = k)
= cB,

which yield

lim
k→∞

A(k)e

P(Ude > k)
= cA, lim

k→∞

B(k)e

P(Ude > k)
= cB.

Thus Assumption 3.1 holds forY = Ude.

The following theorem is the main result of this paper.

Theorem 3.1 Suppose that (i) Assumption 2.1 is satisfied; and (ii) Assumption 3.1 holds for
someY ∈ S. We then have

lim
k→∞

x(k)

P(Y > k)
=
x(0)cB + x(0)cA

−σ
· π. (3.3)
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Before proving Theorem 3.1, we compare the above theorem with Proposition 3.1. Ac-
cording to Remark 3.1, condition (ii) of Proposition 3.1 is sufficient for condition (ii) of Theo-
rem 3.1. On the other hand, the latter do not imply the former.To confirm this, we suppose that
(3.2) holds for a randomY in Z+ such that

P(Y > k) =





P(Ude > 2n), k = 2n, n ∈ Z+,
1

2
{P(Ude > 2n) + P(Ude > 2n+ 1)} , k = 2n+ 1, n ∈ Z+,

(3.4)

whereU is a random variable inZ+ such thatU ∈ S andUde ∈ S (see Goldie and Klüppelberg
1998 and also Definition A.3 and Proposition A.2 in Masuyama 2011). It follows fromUde ∈ S
and (3.4) thatP(Y > k)

k∼ P(Ude > k) and thusY ∈ S (Sigman 1999, Proposition 2.8), which
shows that condition (ii) of Theorem 3.1 holds forY ∈ S defined in (3.4).

Note here that (3.2), (3.4) andU ∈ S ⊂ L yield

A(2n)e = A(2n− 1)e−A(2n)e
n∼ cA

2
{P(Ude > 2n− 2) + P(Ude > 2n− 1)} − cAP(Ude > 2n)

= cA

[
1

2
{P(Ude > 2n− 2)− P(Ude > 2n− 1)}

+ P(Ude > 2n− 1)− P(Ude > 2n)

]

= cA

[
1

2
P(Ude = 2n− 1) + P(Ude = 2n)

]

= cA

(
1

2

P(U > 2n− 1)

E[U ]
+

P(U > 2n)

E[U ]

)
n∼ 3cA

2

P(U > 2n)

E[U ]
, (3.5)

and

A(2n+ 1)e = A(2n)e−A(2n+ 1)e
n∼ cAP(Ude > 2n)− cA

2
{P(Ude > 2n) + P(Ude > 2n+ 1)}

=
cA

2
{P(Ude > 2n)− P(Ude > 2n+ 1)}

=
cA

2
P(Ude = 2n+ 1) =

cA

2

P(U > 2n+ 1)

E[U ]
. (3.6)

The equations (3.5) and (3.6) show thatlimk→∞A(k)e/P(U > k) does not exist and thus
condition (ii) of Proposition 3.1 does not hold. Consequently, Theorem 3.1 is a more general
result than Proposition 3.1.

In what follows, we prove Theorem 3.1. To this end, we establish three lemmas.

Lemma 3.1 Suppose that Assumption 2.1 is satisfied. If Assumption 3.1 holds for someY ∈ L,
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then

lim
k→∞

∞∑

m=1

A(k +m)L(m)

P(Y > k)
=
cAπ(I −R)(I −Φ(0))

−σ
, (3.7)

lim
k→∞

∞∑

m=1

B(k +m)L(m)

P(Y > k)
=
cBπ(I −R)(I −Φ(0))

−σ
. (3.8)

Proof. See Appendix A.1. ✷

Lemma 3.2 Suppose that Assumption 2.1 is satisfied. If Assumption 3.1 holds for someY ∈ L,
then

lim
k→∞

R(k)

P(Y > k)
=
cAπ(I −R)

−σ
, (3.9)

lim
k→∞

R0(k)

P(Y > k)
=
cBπ(I −R)

−σ
. (3.10)

Proof. From (2.5), we have

R(k) =

[
A(k) +

∞∑

m=1

A(k +m)L(m)

]
(I −Φ(0))−1. (3.11)

Further it follows from (3.2) andY ∈ L that

lim
k→∞

A(k)

P(Y > k)
≤ lim

k→∞

A(k − 1)eet −A(k)eet

P(Y > k)
= O.

Thus (3.11) yields

lim
k→∞

R(k)

P(Y > k)
= lim

k→∞

∞∑

m=1

A(k +m)L(m)

P(Y > k)
(I −Φ(0))−1. (3.12)

Substituting (3.7) into (3.12), we obtain (3.9). Similarly, we can prove (3.10). ✷

Lemma 3.3 Suppose that Assumption 2.1 is satisfied. If Assumption 3.1 holds for someY ∈ S,
then

lim
k→∞

F (k)

P(Y > k)
=

(I −R)−1cAπ

−σ
. (3.13)

Proof. It follows from (2.2) that

∞∑

k=0

F (k) = (I −R)−1. (3.14)

Further combining (2.2) with Lemma 6 in Jelenković and Lazar (1998) and (3.14) yields

lim
k→∞

F (k)

P(Y > k)
= (I −R)−1 lim

k→∞

R(k)

P(Y > k)
(I −R)−1.
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From this and (3.9), we have (3.13). ✷

We now provide the proof of Theorem 3.1.
Proof of Theorem 3.1.Applying Proposition 2.4 to (2.3) and using (3.10), (3.13) and (3.14),
we obtain

lim
k→∞

x(k)

P(Y > k)
=
x(0)

−σ

[
cBπ +R0(I −R)−1cAπ

]
.

Substituting (2.4) into the above equation yields (3.3). ✷

4 Application to BMAP/GI/1 Queue

This section discusses the application of the main result tothe standard BMAP/G/1 queue.

4.1 Model description

We first introduce the batch Markovian arrival process (BMAP) (Lucantoni 1991). Let{J(t); t ≥
0} denote a Markov chain with state spaceM = {1, 2, . . . ,M}, which is called background
Markov chain. Let{N(t); t ≥ 0} denote the counting process of arrivals from the BMAP.
We assume that the bivariate process{(N(t), J(t)); t ≥ 0} is a Markov chain with state space
Z+ ×M and the following infinitesimal generatorQ:

Q =




C D(1) D(2) D(3) · · ·
O C D(1) D(2) · · ·
O O C D(1) · · ·
O O O C

.. .
...

...
...

. . . .. .




, (4.1)

whereD(k) ≥ O (k ∈ N), [C]i,i < 0 (i ∈ M), [C]i,j ≥ 0 (i 6= j, i, j ∈ M) and
(C +

∑∞
k=1D(k))e = 0. Thus the BMAP is characterized by the rate matrices{C,D(1),D(2), . . . }.

Let D̂(z) =
∑∞

k=1 z
kD(k) andD = D̂(1) =

∑∞
k=1D(k). It then follows from (4.1) that

E[zN(t)11(J(t) = j) | J(0) = i] =
[
exp{(C + D̂(z))t}

]
i,j
, i, j ∈ M, t ≥ 0,

and thatC+D is the infinitesimal generator of the background Markov chain{J(t); t ≥ 0}. For
analytical convenience, we assume thatC +D is irreducible, and then define̟ := (̟i)i∈M >

0 as the unique stationary probability vector ofC +D. In this setting, the mean arrival rate,
denoted byλ, is given by

λ =̟

∞∑

k=1

D(k)e, (4.2)

which is assumed to be strictly positive (i.e.,λ > 0) in order to exclude a trivial case.
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Customers are served on the first-come-first-served basis, and their service times are in-
dependent and identically distributed (i.i.d.) accordingto distribution functionH with mean
h ∈ (0,∞) andH(0) = 0. We assume that the offered loadρ := λh > 0 satisfies

ρ < 1,

which ensures that the BMAP/GI/1 queue is stable (Loynes 1962).
Let y(k) denote a1 ×M vector such that[y(k)]i = P(L = k, J = i) for (k, i) ∈ Z+ ×M,

whereL andJ denote generic random variables for the number of customersin the system and
the state of the background Markov chain, respectively, in steady state. It is known thaty :=

(y(0),y(1),y(2), . . . ) is the stationary probability vector of the following transition probability
matrix of M/G/1 type (Takine 2000):

TM/G/1 :=




P (0) P (1) P (2) P (3) · · ·
P (0) P (1) P (2) P (3) · · ·
O P (0) P (1) P (2) · · ·
O O P (0) P (1) · · ·
...

...
...

...
. ..




, (4.3)

whereP (k) (k ∈ Z+) denotes anM ×M matrix such that

P̂ (z) :=
∞∑

k=0

zkP (k) =

∫ ∞

0

exp{(C + D̂(z))x}dH(x). (4.4)

It is easy to see thatTM/G/1 is equivalent toT in (2.1) with

A(k) =

{
P (k + 1), k ≥ −1,

O, k ≤ −2,
B(k) =





P (k), k ∈ Z+,

P (0), k = −1,

O, k ≤ −2.

(4.5)

Note here that (4.2), (4.4) andρ = λh yield

̟

∞∑

k=1

kP (k)e =̟P̂ ′(1)e =̟
∞∑

k=1

kD(k)e ·
∫ ∞

0

xdH(x) = λh = ρ. (4.6)

We now defineP e(k) (k ∈ Z+) as anM ×M matrix such that

P̂ e(z) :=

∞∑

k=0

zkP e(k) =

∫ ∞

0

exp{(C + D̂(z))x}dHe(x), (4.7)

whereHe is the equilibrium distribution of the service time distributionH. We then have the
following lemma:

Lemma 4.1
P (k)e = h · P e ∗D(k)e, k ∈ Z+. (4.8)
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Proof. Post-multiplying both sides of (4.7) by−C − D̂(z) and integrating the right hand side
by parts yield

P̂ e(z)(−C − D̂(z)) = h−1(I − P̂ (z)), |z| < 1. (4.9)

It follows from (4.9) and−Ce =De = D̂(1)e that

P̂ e(z)
D̂(1)e− D̂(z)e

1− z
= h−1e− P̂ (z)e

1− z
, |z| < 1. (4.10)

Note here that
∞∑

k=0

zkD(k)e =
D̂(1)e− D̂(z)e

1− z
,

∞∑

k=0

zkP (k)e =
e− P̂ (z)e

1− z
.

Substituting these equations into (4.10), we have

P̂ e(z)

∞∑

k=0

zkD(k)e = h−1

∞∑

k=0

zkP (k)e,

and thus

P (k)e = h ·
k∑

l=0

P e(l)D(k − l)e, k ∈ Z+,

which shows that (4.8) holds. ✷

4.2 Asymptotic formulas for the queue length

In this subsection, we present some subexponential asymptotic formulas for the stationary queue
length distribution of the BMAP/GI/1 queue. For this purpose, we use the following result:

Corollary 4.1 Suppose that there exists some random variableY in Z+ such thatY ∈ S and

lim
k→∞

P (k)e

P(Y > k)
= c ≥ 0, 6= 0. (4.11)

We then have
y(k)

k∼ ̟c

1− ρ
̟ · P(Y > k). (4.12)

Proof. Recall thatTM/G/1 in (4.3) is equivalent toT in (2.1) with block matricesA(k) and
B(k) (k ∈ Z) satisfying (4.5). Recall also that̟ is the stationary probability vector ofC+D.
Thus (4.4) implies that̟ satisfies̟ P̂ (1) = ̟ and corresponds to the stationary probability
vectorπ ofA =

∑
k∈ZA(k). Combining these facts with (4.5), (4.6) and (4.11), we have

A(k)e
k∼ B(k)e

k∼ c · P(Y > k),

σ =̟
∞∑

k=0

(k − 1)P (k)e = ρ− 1.

Therefore (4.12) follows from Theorem 3.1 and[y(0)]i + [y(0)]i = P(J = i) = ̟i (i ∈ M). ✷

In the following, we consider three cases: (i) the service time distribution is light-tailed; (ii)
second-order long-tailed; and (iii) consistently varying.
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4.2.1 Light-tailed service time

Let G denote a random variable inZ+ such thatP(G = 0) = 0 and

P(G = k) =
̟D(k)e

λG
, k ∈ N, (4.13)

whereλG is the arrival rate of batches, i.e.,λG = ̟De. From the definition ofG, we have
E[G] = λ/λG and thus

P(Gde > k) =
̟D(k)e

λ
, k ∈ Z+. (4.14)

We now make the following assumption:

Assumption 4.1 There exists somẽdG ≥ 0, 6= 0 such that

lim
k→∞

D(k)e

P(Gde > k)
= d̃G. (4.15)

Theorem 4.1 Suppose thatH is light-tailed, i.e.,
∫∞
0

eδxdH(x) < ∞ for someδ > 0. Further
if Assumption 4.1 holds andGde ∈ S, then

P (k)e
k∼ hP̂ e(1)d̃G · P(Gde > k), (4.16)

and
P(L > k, J = i)

k∼ ρ

1− ρ
̟i · P(Gde > k). (4.17)

Proof. It follows from (4.7) and̟ (C +D) = 0 that

̟P̂ e(1) =̟, (4.18)

and from (4.14) and (4.15) that
̟d̃G = λ. (4.19)

Thus if (4.16) holds, then (4.18), (4.19) and Corollary 4.1 yield

y(k)
k∼ ρ

1− ρ
̟ · P(Gde > k),

which shows that (4.17) holds.
In what follows, we prove (4.16). LetΛ(k) (k ∈ Z+) denote

Λ(k) =

{
I + θ−1C, k = 0,

θ−1D(k), k ∈ N,
(4.20)

whereθ = maxj∈M |[C]j,j|. We then rewrite (4.7) as

∞∑

k=0

zkP e(k) =

∫ ∞

0

∞∑

n=0

e−θx (θx)
n

n!
dHe(x)

[ ∞∑

k=0

zkΛ(k)

]n
,



Subexponential asymptotics of GI/G/1-type Markov chain 15

which implies that

P e(k) =

∫ ∞

0

∞∑

n=1

e−θx (θx)
n

n!
dHe(x)Λ

∗n(k), k ∈ Z+. (4.21)

According to Corollary 3.3 in Sigman (1999),Gde ∈ S ⊂ L implies P(G > k) =

o(P(Gde > k)). It thus follows from (4.13), (4.14), (4.20) and̟ > 0 that fori ∈ M,

[Λ(k)e]i =
λG

θ

[D(k)e]i
λG

≤ λG

θ̟i

̟D(k)e

λG

=
λG

θ̟i
P(G > k) = o(P(Gde > k)). (4.22)

Using this and Proposition 2.4, we obtain

Λ∗n(k) = o(P(Gde > k)), n ∈ N. (4.23)

Note here thatH is light-tailed if and only ifHe is light-tailed. Therefore similarly to the proof
of Lemma 3.5 in Masuyama et al. (2009), we can readily prove from (4.21) and (4.23) that

P e(k) = o(P(Gde > k)). (4.24)

As a result, we obtain (4.16) by applying Proposition 2.4 to (4.8) and using (4.15) and (4.24).
✷

Masuyama et al. (2009) present a similar result:

Proposition 4.1 (Masuyama et al. 2009, Theorem 3.2)Suppose that (i)H is light-tailed; and

(ii) there exists somẽD ≥ O, 6= O such thatD(k)
k∼ D̃P(G > k). Further if G ∈ S and

Gde ∈ S, then (4.17) holds.

Theorem 4.1 shows that the conditionG ∈ S in Proposition 4.1 is not necessary for the
subexponential asymptotic formula (4.17). In addition, condition (ii) of Proposition 4.1 im-
plies Assumption 4.1 whereas its converse does not. This fact is confirmed similarly to the
comparison of Theorem 3.1 and Proposition 3.1 in Section 3. As a result, the conditions of
Proposition 4.1 are more restrictive than those of Theorem 4.1.

4.2.2 Second-order long-tailed service time

Theorem 4.2 Suppose that (i)He ∈ Lµ for someµ ≥ 2; and (ii)
∑∞

k=1 e
Q(k)D(k) < ∞ for

some cumulative hazard functionQ ∈ SC such thatx1/µ = O(Q(x)). We then have

P e(k)
k∼ e̟ ·He(k/λ). (4.25)

In addition, if (iii) He ∈ S, then

P (k)e
k∼ ρe ·He(k/λ), (4.26)
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and
P(L > k, J = i)

k∼ ρ

1− ρ
̟i ·He(k/λ). (4.27)

Remark 4.1 Condition (i) implies thatHe(x) = exp{−o(x1/µ)} (see Proposition 2.3 (ii)).
Further condition (ii) implies thatD(k) = o(exp{−δk1/µ}) for someδ > 0. ThusD(k) =

o(He(k)).

Proof of Theorem 4.2.Let T denote a nonnegative random variable distributed withHe inde-
pendently of BMAP{C,D(1),D(2), . . . }. We can readily obtain

P(N(T ) > k | J(0) = i)
k∼ P(T > k/λ), i ∈ M, (4.28)

by following the proof of Lemma 3.1 in Masuyama et al. (2009) and using Corollary B.1 instead
of Lemma 2.1 in Masuyama et al. (2009). Further similarly to the proof of Lemma 3.2 in
Masuyama et al. (2009), we can prove from (4.28) that

P(N(T ) > k, J(T ) = j | J(0) = i)
k∼ ̟jP(T > k/λ), i, j ∈ M,

which shows that (4.25) holds.
Next we prove (4.26). According to Remark 4.1,D(k) = o(exp{−δk1/µ}) for someδ > 0,

which implies that

D(k) ≤ o(exp{−(δ/2)k1/µ})
∞∑

l=k+1

exp{−(δ/2)l1/µ}

= o(exp{−(δ/2)k1/µ}).

Thus sinceHe(k/λ) = exp{−o(k1/µ)} (see Remark 4.1), we obtain

D(k) = o(He(k/λ)). (4.29)

Applying Proposition 2.4 to (4.8) and using (4.25) and (4.29) yield

P (k)e
k∼ he̟

∞∑

k=0

D(k)e ·He(k/λ) = ρe ·He(k/λ),

where the last equality is due to (4.2) andρ = λh. Therefore we have (4.26).
Finally, from (4.26) and Corollary 4.1, we have

y(k)
k∼ ρ

1− ρ
̟ ·He(k/λ),

which shows that (4.27) holds. ✷

We now compare Theorem 4.2 with a similar result presented inMasuyama et al. (2009),
which is as follows:
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Proposition 4.2 (Masuyama et al. 2009, Theorem 3.1)If (i) H ∈ L2 andHe ∈ S; and (ii)∑∞
k=1 e

φ
√
kD(k) < ∞ for someφ > 0, then (4.27) holds.

Note that ifH ∈ L2, thenHe ∈ L2 (see Lemma A.2 in Masuyama et al. 2009). Note
also thatHe ∈ L2 if and only if He ∈ Lµ for someµ ≥ 2 (see Proposition 2.3 (i)). Thus
conditions (i) and (iii) of Theorem 4.2 are weaker than condition (i) of Proposition 4.2. Further if
Q(x) = φ

√
x, then condition (ii) of Theorem 4.2 is reduced to condition (ii) of Proposition 4.2.

As a result, Theorem 4.2 is a more general result than Proposition 4.2.
Actually, Asmussen et al. (1999) consider an M/GI/1 queue with arrival rateλ and service

time distributionH, and the authors prove that ifHe ∈ L2 ∩ S,

P(L > k)
k∼ ρ

1− ρ
He(k/λ).

Theorem 4.2 includes this result as a special case whereas Proposition 4.2 does not.

4.2.3 Consistently varying service time

Theorem 4.3 Suppose that (i)He ∈ C and
∫∞
0

He(x)dx < ∞ and (ii) D(k) = o(He(k)).

We then have (4.25). Further if (iii) there exists some finited̃H ≥ 0 such thatD(k)e
k∼

He(k/λ)d̃H , then

P (k)e
k∼
(
ρe + hP̂ e(1)d̃H

)
He(k/λ), (4.30)

and

P(L > k, J = i)
k∼ ρ+ h̟d̃H

1− ρ
̟i ·He(k/λ). (4.31)

Proof. As in the proof of Theorem 4.2, letT denote a nonnegative random variable distributed
with He independently of BMAP{C,D(1),D(2), . . . }. It is easy to see that the conditions of
Proposition B.2 are satisfied. Using Proposition B.2, we canobtain (4.28) and thus (4.25) in the
same way as the proof of Theorem 4.2, where we do not require condition (iii).

In addition, applying Proposition 2.4 to (4.8) and using (4.25) and condition (iii), we obtain

P (k)e
k∼ h

(
e̟

∞∑

k=0

D(k)e+ P̂ e(1)d̃H

)
He(k/λ)

=
(
ρe+ hP̂ e(1)d̃H

)
He(k/λ),

where the last equality follows from (4.2) andρ = λh. Therefore we have (4.30). Combining
(4.30), (4.18) and Corollary 4.1 yields

y(k)
k∼ ρ+ h̟d̃H

1− ρ
̟ ·He(k/λ),

which leads to (4.31). ✷
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SupposẽdH = 0. It then follows that asymptotic formula (4.31) in Theorem 4.3 has the
same expression as (4.27) in Theorem 4.2. The two theorems assume thatD(k) = o(He(k))

(see Remark 4.1 and condition (ii) of Theorem 4.3) and thus that the service time distribution
has a dominant impact on the tail of the stationary queue length distribution.

Conversely, the following theorem assumes, as with Theorem4.1, that the batch size distri-
bution has a dominant impact on the tail of the stationary queue length distribution.

Theorem 4.4 Suppose that conditions (i) and (ii) of Theorem 4.3 are satisfied. Further suppose
that Assumption 4.1 holds forGde ∈ S such thatHe(k/λ) = o(P(Gde > k)). We then have
(4.16) and thus (4.17).

Proof. As shown in the proof of Theorem 4.3, the asymptotics (4.25) holds under conditions
(i) and (ii) of Theorem 4.3. From (4.25) andHe(k/λ) = o(P(Gde > k)), we have (4.24), i.e.,
P e(k) = o(P(Gde > k)). The rest of the proof is the same as that of Theorem 4.1. ✷

5 Application to MAP/GI (a,b)/1 Queue

In this section, we apply out main result to a single-server queue with Markovian arrivals and
the(a, b)-bulk-service rule, which is denoted by MAP/GI(a,b)/1 queue (Singh et al. 2013).

5.1 Model description

We assume that the arrival process is a Markovian arrival process (MAP), which is a special
case of the BMAP{C,D(1),D(2), . . . } (introduced in Section 4) such thatD(k) = O for
all k ≥ 2. For convenience, we use the symbols defined for the BMAP in Section 4, though
we denote, for simplicity,D(1) by D. Thus the MAP is characterized by{C,D}. As with
Section 4, we assume thatC +D is irreducible and that the arrival rateλ is strictly positive,
i.e.,

λ =̟De > 0, (5.1)

where̟ is the unique stationary probability vector ofC +D.

We also assume that the server works according to the(a, b)-bulk-service rule (Singh et al.
2013). To explain the(a, b)-bulk-service rule, we suppose thatl customers are waiting in the
queue at the completion of a service. The(a, b)-bulk-service rule is as follows:

(i) If 0 ≤ l < a, the server keeps idle until the queue length is equal to the lower thresholda
and then starts serving all thea customers when the queue length reachesa; and

(ii) If l ≥ a, the server immediately starts servingmin(l, b) customers in the queue and makes
the otherl − b customers (if any) be in the queue.
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The service times are assumed to be independent of the numberof customers in service and
i.i.d. according to distribution functionH with meanh ∈ (0,∞) andH(0) = 0. We assume
that the offered loadρ = λh satisfies

ρ < b, (5.2)

under which the system is stable (Loynes 1962).
It should be noted that sinceD(k) = O for all k ≥ 2, (4.4) and (4.7) are reduced to

P̂ (z) =

∫ ∞

0

exp{(C + zD)x}dH(x), (5.3)

P̂ e(z) =

∫ ∞

0

exp{(C + zD)x}dHe(x). (5.4)

In addition, sinceD(0) =D andD(k) = O for all k ∈ N, it follows from Lemma 4.1 that

P (k)e = h · P e(k)De, k ∈ Z+. (5.5)

5.2 Queue length process

Let L(a,b)(t) (t ≥ 0) denote the total number of customers in the system at timet. Let J(t)
(t ≥ 0) denote the state of the background Markov chain at timet. Let 0 = t0 ≤ t1 ≤ t2 ≤ · · ·
denote time points at each of which a service is completed.

Let L(a,b)
n andJn (n ∈ Z+) denote

L(a,b)
n = lim

ε↓0
L(a,b)(tn + ε), Jn = lim

ε↓0
J(tn + ε).

ThusL(a,b)
n andJn denote the number of customers in the queue and the state of the background

Markov chain, respectively, immediately after the completion of thenth service. It follows
(Singh et al. 2013) that{(L(a,b)

n , Jn);n ∈ N+} is a discrete-time Markov chain with state space
Z+ ×M, whose transition probability matrixT (a,b)

+ is given by

T
(a,b)
+ =




P 0(0) P 0(1) P 0(2) · · · P 0(a) · · · P 0(b) · · ·
P 1(0) P 1(1) P 1(2) · · · P 1(a) · · · P 1(b) · · ·

...
...

...
. . .

...
. . .

...
. . .

P a−1(0) P a−1(1) P a−1(2) · · · P a−1(a) · · · P a−1(b) · · ·
P (0) P (1) P (2) · · · P (a) · · · P (b) · · ·
P (0) P (1) P (2) · · · P (a) · · · P (b) · · ·

...
...

...
. . .

...
. . .

...
. . .

P (0) P (1) P (2) · · · P (a) · · · P (b) · · ·
O P (0) P (1) · · · P (a− 1) · · · P (b− 1) · · ·
O O P (0) · · · P (a− 2) · · · P (b− 2) · · ·
...

...
...

. . .
...

. . .
...

. . .




, (5.6)
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where

P l(k) =
[
(−C)−1D

]a−l
P (k), l = 0, 1, . . . , a− 1, k ∈ Z+. (5.7)

Under the stability condition (5.2), the Markov chain{(L(a,b)
n , Jn);n ∈ N+} and thusT (a,b)

+

have the unique stationary distribution. Lety(k) denote a1×M vector such that

[y
(a,b)
+ (k)]i = lim

n→∞
P(L(a,b)

n = k, Jn = i), (k, i) ∈ Z+ ×M.

It should be noted that the stochastic process{(L(a,b)(t), J(t)); t ≥ 0} is a semi-regenerative
process with the embedded Markov renewal process{(L(a,b)

n , Jn, tn);n ∈ Z+} (Çinlar 1975,
Chapter 10). Note also that{(L(a,b)

n , Jn, tn);n ∈ Z+} is aperiodic because the arrival process
is Markovian (Çinlar 1975, Chapter 10, Definition 2.22). Further the mean regenerative cycle
(mean inter-departure time) is given by

η :=
∞∑

k=0

∑

i∈M
[y

(a,b)
+ (k)]i · E[t1 | L(a,b)

0 = k, J0 = i]

= h+
a−1∑

k=0

y
(a,b)
+ (k) · (−1) lim

s↓0

d

ds

[∫ ∞

0

e−sx exp{Cx}dxD
]a−k

e

= h−
a−1∑

k=0

y
(a,b)
+ (k) lim

s↓0

d

ds

[
(sI −C)−1D

]a−k
e

= h+

a−1∑

k=0

y
(a,b)
+ (k)

a−k−1∑

l=0

[
(−C)−1D

]l
(−C)−2De

= h+

a−1∑

k=0

y
(a,b)
+ (k)

a−k−1∑

l=0

[
(−C)−1D

]l
(−C)−1e. (5.8)

According to Theorem 6.12 in Chapter 10 of Çinlar (1975), wehave for(k, j) ∈ Z+ ×M,

[y(a,b)(k)]j

:= lim
t→∞

P(L(a,b)(t) = k, J(t) = j)

=
1

η

∞∑

k=0

∑

i∈M
[y

(a,b)
+ (l)]i ·

∫ ∞

0

P(l,i)(L
(a,b)(x) = k, J(x) = j, t1 > x)dx, (5.9)

whereP(l,i)( · ) = P( · | L(a,b)(0) = l, J(0) = i).

We now defineP (t, k) (t ≥ 0, k ∈ Z+) as anM ×M matrix such that

[P (t, k)]i,j = P(N(t) = k, J(t) = j | J(0) = i), i, j ∈ M.
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It then follows from (5.9) that

y(a,b)(k) =
1

η

k∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]k−l
(−C)−1, 0 ≤ k ≤ a− 1, (5.10)

y(a,b)(a) =
1

η

a∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]a−l
∫ ∞

0

P (x, 0)H(x)dx, (5.11)

y(a,b)(k) =
1

η

a∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]a−l
∫ ∞

0

P (x, k − a)H(x)dx

+
1

η

k∑

l=a+1

y
(a,b)
+ (l)

∫ ∞

0

P (x, k − l)H(x)dx, k ≥ a+ 1. (5.12)

Note here thatH ′
e(x) = h−1H(x) for x ≥ 0. Note also that

∫ ∞

0

P (x, k)H ′
e(x)dx =

∫ ∞

0

P (x, k)dHe(x) = P e(k),

where the last equality is due to (4.7). Thus (5.11) and (5.12) can be rewritten as

y(a,b)(a) =
h

η

a∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]a−l
P e(0), (5.13)

y(a,b)(k) =
h

η

a∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]a−l
P e(k − a)

+
h

η

k∑

l=a+1

y
(a,b)
+ (l)P e(k − l), k ≥ a+ 1. (5.14)

5.3 Asymptotic formulas for the queue length

LetS(0) denote abM × bM matrix such that

S(0) =




P 0(0) P 0(1) P 0(2) · · · P 0(a) · · · P 0(b− 1)

P 1(0) P 1(1) P 1(2) · · · P 1(a) · · · P 1(b− 1)
...

...
...

. . .
...

. . .
...

P a−1(0) P a−1(1) P a−1(2) · · · P a−1(a) · · · P a−1(b− 1)

P (0) P (1) P (2) · · · P (a) · · · P (b− 1)

P (0) P (1) P (2) · · · P (a) · · · P (b− 1)
...

...
...

. . .
...

. . .
...

P (0) P (1) P (2) · · · P (a) · · · P (b− 1)




, (5.15)
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and letS(k) (k ∈ N) denote abM ×M matrix such that

S(k) =




P 0(k + b− 1)

P 1(k + b− 1)
...

P a−1(k + b− 1)

P (k + b− 1)

P (k + b− 1)
...

P (k + b− 1)




. (5.16)

Further letS(−k) (k = 1, 2, . . . , b) denote anM × bM matrix such that

S(−k) =




k−1︷ ︸︸ ︷
O,O, . . . ,O,P (0),P (1), . . . ,P (b− k)


 . (5.17)

We then rewrite (5.6) as

T
(a,b)
+ =




S(0) S(1) S(2) S(3) · · ·
S(−1) P (b) P (b+ 1) P (b+ 2) · · ·
S(−2) P (b− 1) P (b) P (b+ 1) · · ·

...
...

...
...

. . .

S(−b) P (1) P (2) P (3) · · ·
O P (0) P (1) P (2) · · ·
O O P (0) P (1) · · ·
...

...
...

...
. . .




, (5.18)

which is a GI/G/1-type Markov chain without disasters.

Lemma 5.1 Suppose that the arrival process is the MAP{C,D}, i.e., a BMAP characterized
by{C,D(1),D(2), . . . } such thatD(k) = O for all k ≥ 2. If He ∈ L2, then

P e(k)
k∼ e̟ ·He(k/λ), (5.19)

P (k)
k∼ ρe ·He(k/λ), (5.20)

S(k)
k∼ ρe ·He(k/λ). (5.21)

Proof. Since conditions (i) and (ii) of Theorem 4.2 are satisfied, the asymptotic equation (5.19)
hold. Substituting (5.19) into (5.5) and using (5.1) andρ = λh yield

P (k)e
k∼ he̟De ·He(k/λ) = ρe ·He(k/λ),

which shows that (5.20) holds. Further applying (5.20) to (5.7) and using(−C)−1De = e, we
obtain forl = 0, 1, . . . , b− 1,

P l(k)e
k∼
[
(−C)−1D

]a−l
ρe ·He(k/λ) = ρe ·He(k/λ).
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Finally, incorporating this and (5.20) into (5.16) yields (5.21). ✷

Theorem 5.1 If He ∈ L2 ∩ S, then

y
(a,b)
+ (k)

k∼ ρ

b− ρ
̟ ·He(k/λ), (5.22)

y(a,b)(k)
k∼ h

η

b

b− ρ
̟ ·He(k/λ). (5.23)

Proof. Note thatT (a,b)
+ in (5.18) is equivalent toT in (2.1) with

A(k) =

{
P (k + b), k ≥ −b,

O, k ≤ −b − 1,
B(k) =

{
S(k), k ≥ −b,

O, k ≤ −b− 1.
(5.24)

It then follows from (4.6) and (5.2) that

̟
∑

k∈Z
kA(k)e =̟

∞∑

k=−b

kP (k + b)e = ρ− b < 0.

It also follows from (5.20), (5.21) and (5.24) that

A(k)e
k∼ ρe ·He(k/λ), B(k)e

k∼ ρe ·He(k/λ),

where the dimensions ofA(k)e andB(k)e are different each other. Combining these results
and Theorem 3.1 yields

y
(a,b)
+ (k)

k∼ ρ
∑∞

k=0 y
(a,b)
+ (k)e

b− ρ
̟ ·He(k/λ) =

ρ

b− ρ
̟ ·He(k/λ),

which shows that (5.22) holds.
Next we prove (5.23). From (5.14), we have fork ≥ a,

y(a,b)(k) =
h

η

a∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]a−l
P e(k − a)

+
h

η
y
(a,b)
+ ∗ P e(k)−

h

η

a∑

l=0

y
(a,b)
+ (l)P e(k − l).

Applying (5.19), (5.22) and Proposition 2.4 to the above equation and using the long-tailed
property ofHe, we obtain

lim
k→∞

y(a,b)(k)

He(k/λ)
=

h

η

a∑

l=0

y
(a,b)
+ (l)

[
(−C)−1D

]a−l
e̟ − h

η

a∑

l=0

y
(a,b)
+ (l)e̟

+
h

η

[ ∞∑

l=0

y
(a,b)
+ (l)e̟ +

ρ

b− ρ
̟

∞∑

l=0

P e(l)

]

=
h

η

a∑

l=0

y
(a,b)
+ (l)e̟ − h

η

a∑

l=0

y
(a,b)
+ (l)e̟ +

h

η

[
̟ +

ρ

b− ρ
̟

]

=
h

η

b

b− ρ
̟,
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where the second equality follows from

(−C)−1De = e, ̟

∞∑

l=0

P e(l) =̟,
∞∑

l=0

y
(a,b)
+ (l)e = 1.

The proof is completed. ✷

Remark 5.1 Supposea = b = 1. It then follows that the MAP/G(a,b)/1 queue is reduced to
the standard MAP/GI/1 queue, which is a special case of the BMAP/GI/1 queue. Further from
(5.8) and (5.10), we have

1 =
h

η
+
y
(1,1)
+ (0)(−C)−1e

η
=

h

η
+ y(1,1)(0)e =

h

η
+ 1− ρ, (5.25)

where the last equality holds becausey(1,1)(0)e = 1 − ρ (due to Little’s law). The equation
(5.25) yieldsh/η = ρ. Substituting this into (5.23), we have

y(1,1)(k)
k∼ ρ

1− ρ
̟ ·He(k/λ),

which is consistent with (4.27) in Theorem 4.2.

A Proofs

A.1 Proof of Lemma 3.1

We prove (3.7) only. The proof of (3.8) is omitted because it is similar to that of (3.7).
According to Proposition 2.2, we fixε > 0 arbitrarily andm∗ := m∗(ε) such that for all

m ≥ m∗ andl = 0, 1, . . . , τ − 1,

e(τψ − εet) ≤
τ−1∑

l=0

L(⌊m/τ⌋τ + l) ≤ e(τψ + εet). (A.1)

Further sinceL(m) ≤ eet for all m ∈ N, it follows from (3.2) andY ∈ L that

lim sup
k→∞

m∗−1∑

m=1

A(k +m)L(m)

P(Y > k)
≤

m∗−1∑

m=1

lim sup
k→∞

A(k +m− 1)eet −A(k +m)eet

P(Y > k)
= O,

and thus

lim
k→∞

∞∑

m=1

A(k +m)L(m)

P(Y > k)
= lim

k→∞

∞∑

m=m∗

A(k +m)L(m)

P(Y > k)
. (A.2)
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To prove (3.7) it suffices to show that for any fixedε > 0,

lim sup
k→∞

∞∑

m=m∗

A(k +m)L(m)

P(Y > k)
≤ cA(ψ + εet/τ), (A.3)

lim inf
k→∞

∞∑

m=m∗

A(k +m)L(m)

P(Y > k)
≥ cA(ψ − εet/τ). (A.4)

Indeed, lettingε ↓ 0 in (A.3) and (A.4) we obtain

lim
k→∞

∞∑

m=m∗

A(k +m)L(m)

P(Y > k)
= cAψ =

cAπ(I −R)(I −Φ(0))

−σ
,

where the second equality is due to (2.6). Substituting the obtained equation into (A.2), we have
(3.7).

We first prove (A.3). By definition,{A(k); k ∈ Z+} is nonincreasing. We thus obtain

∞∑

m=m∗

A(k +m)L(m) ≤
∞∑

n=⌊m∗/τ⌋

τ−1∑

l=0

A(k + nτ + l)L(nτ + l)

≤
∞∑

n=⌊m∗/τ⌋
A(k + nτ)

τ−1∑

l=0

L(nτ + l)

≤
∞∑

n=⌊m∗/τ⌋

1

τ

τ−1∑

i=0

A(k + nτ − i) ·
τ−1∑

l=0

L(nτ + l).

Substituting (A.1) into the above inequality yields

∞∑

m=m∗

A(k +m)L(m)

P(Y > k)
≤

∞∑

n=⌊m∗/τ⌋

τ−1∑

i=0

A(k + nτ − i)e

P(Y > k)
(ψ + εet/τ).

=
A(k + ⌊m∗/τ⌋τ − τ)e

P(Y > k)
(ψ + εet/τ). (A.5)

From (A.5), (3.2) andY ∈ L, we have (A.3).
Next we prove (A.4). Since{A(k)} is nonincreasing, we have

∞∑

m=m∗

A(k +m)L(m) ≥
∞∑

n=⌈m∗/τ⌉

τ−1∑

l=0

A(k + nτ + l)L(nτ + l)

≥
∞∑

n=⌈m∗/τ⌉
A(k + nτ + τ + 1)

τ−1∑

l=0

L(nτ + l)

≥
∞∑

n=⌈m∗/τ⌉

1

τ

τ∑

i=1

A(k + nτ + τ + i) ·
τ−1∑

l=0

L(nτ + l).
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Combining this with (A.1) yields
∞∑

m=m∗

A(k +m)L(m)

P(Y > k)
≥

∞∑

n=⌈m∗/τ⌉+1

τ∑

i=1

A(k + nτ + i)e

P(Y > k)
(ψ − εet/τ).

=
A(k + ⌈m∗/τ⌉τ + τ)e

P(Y > k)
(ψ − εet/τ).

Therefore similarly to (A.3), we can obtain (A.4). ✷

B Cumulative process sampled at heavy-tailed random times

This section summarizes some of the results presented in Masuyama (2013), which are used in
Sections 4 and 5.

Let {B(t); t ≥ 0} denote a stochastic process on(−∞,∞), where|B(0)| < ∞ with prob-
ability one (w.p.1). We assume that there exist regenerative points0 ≤ τ0 < τ1 < τ2 < · · ·
such that{B(t + τn) − B(τn); t ≥ 0} (n ∈ Z+) is independent of{B(u); 0 ≤ u < τn} and is
stochastically equivalent to{B(t + τ0) − B(τ0); t ≥ 0}. The process{B(t); t ≥ 0} is called
(regenerative) cumulative process, which is introduced by Smith (1955).

Let ∆τ0 = τ0 and∆τn = τn − τn−1 for n ∈ N. Let

∆Bn =

{
B(τ0), n = 0,

B(τn)− B(τn−1), n ∈ N,
∆B∗

n =





sup
0≤t≤τ0

max(B(t), 0), n = 0,

sup
τn−1≤t≤τn

B(t)− B(τn−1), n ∈ N.

It is easy to see that∆B∗
n ≥ ∆Bn for n ∈ Z+ and that{∆τn;n ∈ N} (resp.{∆Bn;n ∈ N}

and{∆B∗
n;n ∈ N}) is a sequence of i.i.d. random variables, which is independent of∆τ0 (resp.

∆B0 and∆B∗
0).

Remark B.1 The counting process{N(t); t ≥ 0} of BMAP {C,D(1),D(2), . . . } is a cumu-
lative process such that regenerative points are hitting times to any fixed background state and
the regenerative cycle follows a phase-type distribution (see equations (3.3)–(3.5) in Masuyama
2013).

We now assume that

P(0 ≤ ∆τn < ∞) = P(0 ≤ ∆B∗
n < ∞) = 1 (n = 0, 1),

E[|∆B1|] < ∞, 0 < E[∆τ1] < ∞, b := E[∆B1]
/
E[∆τ1] > 0.

We then obtain the following results.

Proposition B.1 (Masuyama 2013, Theorem 3.3)Suppose thatT is a nonnegative random
variable independent of{B(t); t ≥ 0}. Further suppose that (i)T ∈ Lµ for someµ ≥ 2; (ii)
E[(∆τ1)

2] < ∞ andE[(∆B1)
2] < ∞; and (iii) E[exp{Q(∆B∗

n)}] < ∞ (n = 0, 1) for some
cumulative hazard functionQ ∈ SC such thatx1/µ = O(Q(x)). We then haveP(B(T ) > bx)

x∼
P(T > x).
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Corollary B.1 Suppose thatT is a nonnegative random variable independent of{(N(t), J(t)); t ≥
0}, where{N(t)} and{J(t)} denote the counting process and the background Markov chain,
respectively, of BMAP{C,D(1),D(2), . . . } introduced in subsection 4.1. Suppose that (i)
T ∈ Lµ for someµ ≥ 2; and (ii)

∑∞
k=1 exp{Q(k)}D(k) < ∞ (n = 0, 1) for some cumulative

hazard functionQ ∈ SC such thatx1/µ = O(Q(x)). We then haveP(N(T ) > k)
k∼ P(T >

k/λ).

Proof. It suffices to prove that conditions (i)–(iii) of Proposition B.1 are satisfied. For this
purpose, fixB(t) = N(t) for t ≥ 0. Since the regenerative cycle follows a phase-type distri-
bution (see Remark B.1), we haveE[(∆τ1)

2] < ∞. Further since{B(t) = N(t); t ≥ 0} is
nondecreasing, we have∆B∗

n = ∆Bn for all n ∈ Z+. Therefore it follows from the renewal
reward theorem (see, e.g., Wolff 1989, Chapter 2, Theorem 2)that

E[∆B∗
1 ]

E[∆τ1]
= λ ∈ (0,∞),

E[exp{Q(∆B∗
1)}]

E[∆τ1]
= π

∞∑

k=1

exp{Q(k)}D(k)e < ∞,

which lead toE[exp{Q(∆B∗
1)}] < ∞ and thusE[(∆B1)

2] < ∞.
It remains to proveE[exp{Q(∆B∗

0)}] < ∞. Let i0 denote the background state at regen-
erative points, i.e.,J(τn) = i0 for all n ∈ Z+. Suppose that there exists somei ∈ M such
that

E[exp{Q(N(τ0))} · 11(J(τ0) = i0) | J(0) = i] = ∞, (B.1)

whereτ0 = inf{t ≥ 0; J(t) = i0}. Let T>τ0
i = inf{t ≥ τ0; J(t) = i}. Since the background

Markov chain is irreducible, we have

P(T>τ0
i < τ1 | J(τ0) = i0) > 0, (B.2)

whereτ1 = inf{t ≥ τ0; J(t) = i0}. It follows from ∆B∗
1 = N(τ1) − N(τ0), (B.1) and (B.2)

that

E[exp{Q(∆B∗
1)}] = E[exp{Q(N(τ1)−N(τ0))}]

≥ P(T>τ0
i < τ1 | J(τ0) = i0)

× E[exp{Q(N(τ1)−N(T>τ0
i ))} | J(T>τ0

i ) = i, T>τ0
i < τ1]

= P(T>τ0
i < τ1 | J(τ0) = i0)

× E[exp{Q(N(τ0))} | J(0)) = i] = ∞,

which is inconsistent withE[exp{Q(∆B∗
1)}] < ∞. Thus (B.1) is not true. As a result, for

any i ∈ M, we haveE[exp{Q(N(τ0))} · 11(J(τ0) = i0) | J(0) = i] = ∞, which implies that
E[exp{Q(∆B∗

0)}] < ∞. ✷

A similar result is presented in Masuyama (2013).

Proposition B.2 (Masuyama 2013, Corollary 3.1)Suppose thatT is a nonnegative random
variable independent of{(N(t), J(t)); t ≥ 0}, where{N(t)} and{J(t)} denote the counting
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process and the background Markov chain, respectively, of BMAP{C,D(1),D(2), . . . } intro-
duced in subsection 4.1. Suppose that (i)T ∈ C; (ii) E[T ] < ∞; and (iii)D(k) = o(P(T > k)).

We then haveP(N(T ) > k)
k∼ P(T > k/λ).

Acknowledgments

Research of the author was supported in part by Grant-in-Aidfor Young Scientists (B) of Japan
Society for the Promotion of Science under Grant No. 24710165.

References
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