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Abstract

We study the problem of determining whether a given graph G = (V,E) admits a matching M
whose removal destroys all odd cycles of G (or equivalently whether G−M is bipartite). This
problem is equivalent to determine whether G admits a (2,1)-coloring, which is a 2-coloring
of V (G) such that each color class induces a graph of maximum degree at most 1. We determine a
dichotomy related to the NP-completeness of this problem, where we show that it is NP-complete
even for 3-colorable planar graphs of maximum degree 4, while it is known that the problem can
be solved in polynomial time for graphs of maximum degree at most 3. In addition we present
polynomial-time algorithms for some graph classes, including graphs in which every odd cy-
cle is a triangle, graphs of small dominating sets, and P5-free graphs. Additionally, we show
that the problem is fixed parameter tractable when parameterized by the clique-width, which im-
plies polynomial-time solution for many interesting graph classes, such as distance-hereditary,
outerplanar, and chordal graphs. Finally, an O

(
2O(vc(G)) ·n

)
-time algorithm and a kernel of at

most 2 · nd(G) vertices are presented, where vc(G) and nd(G) are the vertex cover number and
the neighborhood diversity of G, respectively.

Keywords: Graph modification problems · Edge bipartization ·Defective coloring · Planar graphs
· NP-completeness · Parameterized complexity

1 Introduction
Given a graph G=(V,E) and a graph property Π, the Π edge-deletion problem consists in determining
the minimum number of edges required to be removed in order to obtain a graph satisfying Π [14].
Given an integer k ≥ 0, the Π edge-deletion decision problem asks for a set F ⊆ E(G) with |F | ≤ k,
such that the obtained graph by the removal of F satisfies Π. Both versions have received widely
attention on the study of their computational complexity, where we can cite [3,14,32,35,39,42,47,48].
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They are particular cases of the general branch of graph editing problems. In such problems some
editing operations on the vertices or edges are allowed in order to obtain a new graph satisfying the
desired property. They include vertex and edge additions and deletions, as in the problem studied
in this paper, flipping and contraction of edges. Examples of applications and variations of graph
modification problems can be found, for example, in [17].

When the obtained graph is required to be bipartite, the corresponding edge (resp. vertex) deletion
problem is called edge (resp. vertex) bipartization [1,16,30] or edge (resp. vertex) frustration [31,49].

Choi et al. [16] showed that edge bipartization is NP-complete even for cubic graphs. Furmańczyk
et al. [30] considered vertex bipartization of cubic graphs by removing an independent set. This
problem has also been considered by Bonamy et al. [9], where it is called INDEPENDENT ODD CYCLE

TRANSVERSAL. A generalization of this problem is given by Agrawal et al. [2], which generalizes
cycle hitting problems. Given a graph G, a subgraph H of G, and a positive integer k, the goal is
to decide whether there exists a vertex subset S of G that intersects all desired cycles and S is an
independent set in H. They called this problem as CONFLICT FREE FEEDBACK VERTEX SET and
studied it from the view-point of parameterized complexity.

In this paper we study the similar version for the edge deletion decision problem for odd cycles.
That is, the problem of determining whether a finite, simple, and undirected graph G admits a removal
of an edge set that is a matching in G in order to obtain a bipartite graph. Formally, for a set S⊆ E(G),
let G−S be the graph with vertex set V (G) and edge set E(G)\S. We say that a matching M⊆E(G) is
a bipartizing matching of G if G−M is bipartite. Denoting by BM the family of all graphs admitting
a bipartizing matching, we deal with the computational complexity of the following decision problem.

BIPARTIZING MATCHING (BM)
Input: A finite, simple, and undirected graph G.
Question: Does G ∈BM ?

A more restricted version was considered by Schaefer [45], which asked whether a given graph G
admits a 2-coloring of the vertices such that each vertex has exactly one neighbor with same color as
itself. We can see that the removal of the set of edges whose endvertices have same color, which is a
perfect matching of G, generates a bipartite graph. He proved that this problem is NP-complete even
for planar cubic graphs.

With respect to the minimization version, where the set of removed edges is not required to be
a matching, the edge-deletion decision problem in order to obtain a bipartite graph is analogous to
the SIMPLE MAX CUT problem, which was proved to be NP-complete by Garey et al. [32]. Yan-
nakakis [47] proved its NP-completeness even for cubic graphs.

BM can also be seen as a defective coloring [24]. A (k,d)-coloring of a graph G is a k-coloring
of V (G) such that each vertex has at most d neighbors with same color as itself. Defective colorings
were introduced independently by Andrews and Jacobson [4], Harary and Jones [36], and Cowen et
al. [23], which received wide attention in the literature [5, 6, 10, 24, 29]. We can see that any proper
coloring is a (k,0)-coloring, for some k ≥ 1. Moreover, a graph belongs to BM if and only if it
admits a (2,1)-coloring.

Lovász [40] proved that if a graph G satisfies (d1 + 1)+ (d2 + 1)+ · · ·+(dk + 1) ≥ ∆(G)+ 1,
then V (G) can be partitioned into V1, . . . ,Vk, such that each induced subgraph G[Vi] has maximum
degree at most di, 1 ≤ i ≤ k, where ∆(G) is the maximum degree of G. A proof of this result can be
found in [24]. This result implies that all subcubic graphs G, graphs satisfying ∆(G)≤ 3, are (2,1)-
colorable.

Cowen et al. [24] proved that it is NP-complete to determine whether a given graph is (2,1)-
colorable, even for graphs of maximum degree 4 and even for planar graphs of maximum degree 5.
Angelini et al. [5] presented a linear-time algorithm which determines that partial 2-trees, a subclass of
planar graphs, are (2,1)-colorable. We emphasize that a k-tree has treewidth at most k, for any k≥ 1.
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Eaton and Hull [29] proved that all triangle-free outerplanar graphs are also (2,1)-colorable.
Borodin et al. [10] studied graphs with respect to a sparseness parameter, the average degree

mad(G) = max
{

2|E(H)|
|V (H)|

, for all H ⊆ G
}
.

They proved that every graph G with mad(G) ≤ 14
5 is (2,1)-colorable, where this bound is sharp.

Moreover, they defined the parameter ρ(G) = minS⊆V (G)ρG(S), such that ρG(S) = 7|S|−5|E(G[S])|.
They showed that G is (2,1)-colorable if ρ(G) ≥ 0. By the Euler’s formula, a planar graph G with
girth g, the size of a smallest cycle, has mad(G) < 2g

g−2 . Hence if G has girth at least 7, then it
is (2,1)-colorable.

The similar problem where the opposite condition on the degrees is considered for each part of the
bipartition, that is, each part induces a subgraph of minimum degree at least a given positive integer,
is studied by Bang-Jensen and Bessy [7].

Another variations are given in [39, 43], where the resulting graph by the removal of a matching
is required to be a forest, eliminating even the even cycles of the input graph. As these works, our
study in this paper consists in trying to find a bipartizing matching instead of trying improperly color
the graph.

1.1 Our Results
1.1.1 NP-completeness

In this paper we extend the results of Cowen et al. [24]. As we said before, they proved the NP-
completeness of determining whether a given graph is (2,1)-colorable, even for graphs of maximum
degree 4 and for planar graphs of maximum degree 5. However, the complexity of (2,1)-color for
planar graphs of maximum degree 4 has been left open, which is our first contribution.

Theorem 1. BM is NP-complete for 3-colorable planar graphs of maximum degree 4.

More precisely, Lovász [40] proved the following theorem that appears many times in the literature
and whose proof can be found in [24].

Theorem 2 ( [40]). For any integer k > 0, any graph of maximum degree ∆ admits a (k,b∆/kc)-
coloring.

While Theorem 2 ensures that all graphs of maximum degree ∆ = 2d +1 admit a (2,d)-coloring,
Cowen et al. [24] proved that deciding whether a given graph of maximum degree 2(d +1) is (2,d)-
colorable is NP-complete. Therefore they proposed the following question for the general case.

Question 1 ( [24]). In general, what is the complexity of deciding whether a given graph of maximum
degree k(d +1) admits a (k,d)-coloring?

Angelini et al. [5] answered Question 1 for (3,1)-coloring, showing that it is NP-complete for
graphs of maximum degree 6. However, they were unable to answer Question 1 restricted to planar
graphs, that is, to give the complexity of deciding whether a planar graph of maximum degree 6
admits a (3,1)-coloring, proving the NP-completeness for planar graphs of maximum degree 7.

Cowen et al. [24] also proved that, for any integer d > 0, deciding whether a planar graph of
maximum degree 4d +3 is (2,d)-colorable is NP-complete. Theorem 1 shows that this bound on the
maximum degree is not tight.

Dorbec et al. [27] proved the NP-completeness of (2,2)-coloring for planar graphs of maximum
degree 4 and with no C4, but restricted to the case of bipartising the graph by the removal of 3-vertex
star forests. Such defective colorings, where the induced subgraphs by each part are required to be
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forests, are known as (star, k)-coloring [5], when the size of each star is not bounded, or d-star k-
partition [27], in the case that each star has at most d vertices. We emphasize that such defective
colorings are restricted cases of (k,d)-colorings.

The family of cographs contains the single vertex K1 and is closed with respect to disjoint union
and complementation. The cograph k-partition of a graph G is a k-coloring of V (G) into color classes
that are cographs. Note that the cographs can have unbounded maximum degree in each color class
and the (star, k)-coloring and d-star k-partition are particular cases of cograph k-partition. Gimbel and
Nešetřil [33] proved that deciding whether a planar graph of maximum degree at most 6 is cograph
2-partitionable is NP-complete. However, each component of the bipartition can have a cograph of
maximum degree greater than 2.

In the proof of the upper bound 4d + 3 on the maximum degree, Cowen et al. [24] considered
a d-star 2-partition of the graph, which also indicates that this bound can be improved. Note that
Theorem 2 establishes that all graphs of maximum degree at most 5 are (2,2)-colorable. In this paper
we also prove the following theorem based on Theorem 1.

Theorem 3. Deciding whether a planar graph of maximum degree 6 admits a (2,2)-coloring, that is
not necessarily a cograph 2-partition, is NP-complete.

Theorem 3 is less restrictive than the result of Gimbel and Nešetřil [33], being the best possible
with respect to the maximum degree by Theorem 2. In the same way, we use Theorem 3 in order to
prove a similar result for (2,3)-color planar graphs.

Corollary 4. It is NP-complete to decide whether a planar graph of maximum degree 8 is (2,3)-
colorable.

Theorems 1, 2, 3, and Corollary 4 show a dichotomy with respect to the computational complex-
ity of (2,d)-color planar graphs of bounded maximum degree for d ≤ 3. More precisely, they suggest
that the bound of 4d +3 on the maximum degree to (2,d)-color planar graphs can be improved. Un-
fortunately, our construction on the proofs cannot be extended for d ≥ 4 in a tight way, but is still
better than the upper bound 4d +3 for d ≤ 7. Therefore, in order to generalize Question 1 for planar
graphs, we propose an initial one restricted to (2,d)-color planar graphs.

Question 2. What is the minimum integer ∆∗, 2d + 2 ≤ ∆∗ ≤ 4d + 3, such that deciding whether a
given planar graph of maximum degree ∆∗ admits a (2,d)-coloring is NP-complete?

1.1.2 Positive Results

On the positive side, we present polynomial-time algorithms for on several graph classes.

Theorem 5. BM can be solved in polynomial time for the following graph classes:
(a) graphs having bounded dominating set;
(b) P5-free graphs.
(c) graphs in which every odd-cycle subgraph is a triangle;

We also study parameterized complexity aspects. Using Courcelle’s meta-theorems [18,19,22] we
prove that BM is fixed-parameter tractable when parameterized by the clique-width, which improves
the previous result of Angelini et al. [5].

Theorem 6. BM is FPT when parameterized by the clique-width.

By Theorem 6 we can solve BM for several interesting graph classes in polynomial time, as for
example distance-hereditary, series-parallel, control-flow, and some subclasses of planar graphs such
as outerplanar, Halin, and Apollonian networks [8, 11, 34, 46]. The same follows for (P6, claw)-free
and (claw, co-claw)-free graphs [12, 13]. Moreover, since clique-width generalizes several graph
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parameters [38], it follows that BM is in FPT when parameterized by the following parameters:
neighborhood diversity; treewidth; pathwidth; feedback vertex set; and vertex cover. In addition, it
also follows that

Corollary 7. BM is polynomial-time solvable for chordal graphs.

We also show an exact 2O(vc(G)) · n algorithm, where vc(G) is the vertex cover number of G.
Finally, for a generalization of BM , we show a kernel with at most 2 · nd(G) vertices when a more
general problem is parameterized by neighborhood diversity number, nd(G).

1.1.3 Organization of the Paper

We summarize our results as follows. In Section 2 we present some basic definitions and notation
used throughout the paper and some initial properties of graphs in BM . In Section 3 we present the
proof of Theorem 1. In Section 4 we present the proofs of the statements in Theorems 5. In Section 5
we consider the parameterized complexity aspects and present the proof of Theorem 6. In Section 6
we consider the complexity of (2,d)-color planar graphs of bounded degree, for d ≥ 2, and present
the proofs of Theorem 3 and Corollary 4. Finally in Section 7 we present the conclusions.

2 Preliminaries

2.1 Basic Definitions and First Remarks
Now we present some basic definitions, notations, and some initial remarks. We use standard notation
and definitions of graph theory, where we consider only simple and undirected graphs. For more
details on graph terminology and notation, see [26].

Given a graph G = (V,E), we denote by n(G) and m(G) the number of vertices and edges of G,
respectively. For a vertex v∈V (G), let NG(v) be the neighborhood of v in G and NG[v] = {v}∪NG(v)
its closed neighborhood in G. The degree of v ∈ V (G), |NG(v)|, is denoted as dG(v). The subscripts
can change for a subgraph H of G when necessary.

Given a set S ∈ V (G), let H = G[S] be the induced subgraph of G by S, such that V (H) = S
and uv ∈ E(H) if and only if uv ∈ E(G) and u,v ∈ S. We also say that S induces H and that H is the
graph induced by S.

Let Pn = v1v2 . . .vn and Cn = v1v2 . . .vnv1 be the induced path and induced cycle of order n, re-
spectively. Furthermore, we denote by Kn and Kn,m the complete graph of order n and the complete
bipartite graph with parts of order n and m, respectively. A diamond is the graph obtained by remov-
ing one edge from the K4.

A universal vertex v of a graph G is one adjacent to all vertices in V (G)\{v}. For an integer k≥ 3,
let Wk denote the wheel graph of order k+ 1, that is, the graph obtained by connecting a universal
vertex, called central, to all the vertices of an induced cycle Ck. The W4 and W5 are depicted in
Figures 1a and 1b, respectively.

We say that a graph G is a k-pool if it is composed by k-edge disjoint triangles whose union of all
the vertices of their bases induces a Ck. Formally, a k-pool is obtained from an induced cycle C2k =
v1v2 . . .v2kv1, k ≥ 3, such that the vertices with index odd induce the internal cycle p1 p2 . . . pk p1 of
the k-pool, where pi = v2i−1, 1 ≤ i ≤ k. The vertex with index even bi = v2i, 1 ≤ i ≤ k, is called the
i-th-border of the k-pool. For G a k-pool, if k is odd, then we say that G is an odd k-pool, otherwise
we say that it is an even k-pool. The 3-pool and 5-pool are depicted in Figures 1c and 1d, respectively.

Since BM is closed under taking subgraphs, we can search for families of minimal forbidden
subgraphs, that is, graphs that cannot be in BM . Figure 1 depicts some examples of them, while
Lemma 8 collects some properties of graphs in BM .
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(a) W4. (b) W5. (c) 3-pool. (d) 5-pool.
(e) Two diamonds sharing a 3-degree

vertex.

Figure 1: Some examples of forbidden subgraphs.

Lemma 8. For a graph G ∈BM and a bipartizing matching M of G, the following statements hold:
(i) For every diamond D of G, M matches both vertices of degree 3 of D.

(ii) For every v ∈V (G), G[NG(v)] does not contain two disjoint P3.
(iii) G does not contain a Wk as a subgraph, for all k ≥ 4.
(iv) G does not contain an odd k-pool as subgraph, for all odd k ≥ 3.

Proof. (i) Let D be a diamond subgraph of G, such that V (D)= {u,v1,v2,v3} and dD(u)= dD(v2)= 3.
We can see that M∩E(D) must be one of the following sets: {uv1,v2v3}, {v1v2,uv3}, {uv2}. In each
one, u and v2 are matched by M.

(ii) Suppose for a contradiction that v ∈ V (G) is such that G[NG(v)] contains two disjoint P3:
P and P′. This implies that G[{v} ∪ P] and G[{v} ∪ P′] are diamonds sharing a vertex of degree
three. Then, by Statement (i) it follows that M contains two incident edges, one for each diamond, a
contradiction.

(iii) Suppose for a contradiction that G contains a subgraph H isomorphic to Wk, k ≥ 4, where u
is universal in H. If k≥ 7, it follows that u has two disjoint P3 in its neighborhood, a contradiction by
Statement (ii). Then k ≤ 6 and it can be easily verified that W4 and W5 are not in BM .

(iv) Suppose for a contradiction that G contains a subgraph H isomorphic to an odd k-pool, for an
odd k≥ 3. Let C = p1 p2 . . . pk p1 be its internal cycle and let B = {b1,b2, . . . ,bk} be the set of vertices
of the borders of H, such that {pibi, pi+1bi} ⊂ E(H), for all 1 ≤ i ≤ k modulo k. Clearly M must
contain some edge of C and one edge of every triangle pibi pi+1 pi. W.l.o.g., consider p1 p2 ∈M∩E(C).
This implies that M contains no edge in {p2b2, p2 p3, p1bk, p1 pk}. Therefore, pkbk and p3b2 must be
in M, which forbids two more edges from the triangles pk−1bk−1 pk pk−1 and p3b3 p4 p3. Continuing
this process, it follows that cb k+3

2 c, which is at the same distance of p1 and p2 in C, must contain two
incident edges in M, a contradiction.

Clearly every graph in BM admits a proper 4-coloring. Hence every graph in BM is K5-free,
implying that all graphs in BM have maximum clique bounded by 4. More precisely, every graph
in BM is W5-free, as in Lemma 8, which implies that even some properly 3-colorable graphs do not
admit a decycling matching.

2.2 Basics on Parameterized Complexity
For a basic background on parameterized complexity, we refer to [25, 28], and only some definitions
are given here. A parameterized problem is a language L⊆Σ∗×N. For an instance I =(x,k)∈Σ∗×N,
k is called the parameter. A parameterized problem is fixed-parameter tractable (FPT) if there exists
an algorithm A, a computable function f , and a constant c such that given an instance I = (x,k), A
(called an FPT algorithm) correctly decides whether I ∈ L in time bounded by f (k) · |I|c.

A fundamental concept in parameterized complexity is that of kernelization. A kernelization
algorithm, or just kernel, for a parameterized problem Π takes an instance (x,k) of the problem and,
in time polynomial in |x|+ k, outputs an instance (x′,k′) such that |x′|,k′ 6 g(k) for some function g,
and (x,k) ∈ Π if and only if (x′,k′) ∈ Π. The function g is called the size of the kernel and may
be viewed as a measure of the “compressibility” of a problem using polynomial-time preprocessing
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rules. A kernel is called polynomial (resp. linear) if g(k) is a polynomial (resp. linear) function in k.
It is nowadays a well-known result in the area that a decidable problem is in FPT if and only if it has
a kernelization algorithm. However, the kernel that one obtains in this way is typically of size at least
exponential in the parameter. A natural problem in this context is to find polynomial or linear kernels
for problems that are in FPT.

3 NP-Completeness
Let F be a Boolean formula in 3-CNF such that X = {X1,X2, . . . ,Xn} is the variable set and C =
{C1,C2, . . . ,Cm} is the clause set of F . We represent the positive and negative literals of Xi as xi
and xi, respectively. The associated graph GF = (V,E) of F is the bipartite graph such that there
exists a vertex for every variable and clause of F , where (X,C) is the bipartition of V (GF), and there
exists an edge XiC j ∈ E(GF) if and only if C j contains either xi or xi. We say that F is a planar
formula if GF is planar.

In order to prove Theorem 1, we first present a polynomial-time reduction from the well known
problem POSITIVE PLANAR 1-IN-3-SAT [41] to PLANAR 1-IN-3-SAT3, defined as follows.

POSITIVE PLANAR 1-IN-3-SAT [41]
Input: A planar formula F in 3-CNF with no negative literals.
Question: Is there a truth assignment to the variables of F , in which each clause has exactly one
literal assigned true?

PLANAR 1-IN-3-SAT3
Input: A planar formula F in CNF, where each clause has either 2 or 3 literals and each variable
occurs at most 3 times. Moreover, each positive literal occurs at most twice, while every negative
literal occurs at most once in F .
Question: Is there a truth assignment to the variables of F in which each clause has exactly one
true literal?

Theorem 9. PLANAR 1-IN-3-SAT3 is NP-complete.

Proof. Let F be a planar formula in 3-CNF such that X = {X1,X2, . . . ,Xn} is the variable set and C =
{C1,C2, . . . ,Cm} is the clause set of F . Since verifying whether a graph is planar can be done in linear
time [37], as well as whether a formula in 3-CNF has a truth assignment, the problem is in NP.

We construct a formula F ′ from F as follows. If Xi is such that dGF (Xi) = k ≥ 3, then we create k
new variables X z

i replacing the jth (1 ≤ j ≤ k) occurrence of Xi by a variable X j
i , where a literal xi

(resp. xi) is replaced by a literal x j
i (resp. x j

i ). In addition, we create k new clauses C j
i =

(
x j

i ,x
j+1
i

)
,

for j ∈ {1, . . . ,k−1}, and Ck
i =

(
xk

i ,x
1
i

)
.

Let S be the set of all vertices Xi ∈ V (GF [X]) with dGF (Xi) = k ≥ 3. For such a vertex Xi ∈ S,
let X ′i = {X1

i , . . . ,X
k
i } and C′i = {C1

i , . . . ,C
k
i }.

Note that, the associated graph GF ′ can be obtained from GF by replacing the corresponding vertex
of Xi ∈ S by a cycle of length 2dGF (Xi) induced by the corresponding vertices of the new clauses in C′i
and the new variables in X ′i . In addition, for each Xi ∈ S and C j ∈ NGF (Xi), an edge X t

i C j is added
in E(GF ′), such that every corresponding vertex X t

i ∈ X ′i has exactly one neighbor C j /∈C′i .
As we can see, every variable X occurs at most 3 times in the clauses of F ′, since every variable Xi

with dGF (Xi) ≥ 3 is replaced by dGF (Xi) new variables that are in exactly 3 clauses of F ′. By the
construction, each literal occurs at most twice. Moreover, if F has no negative literals, then only the
new variables have a negative literal and each one occurs exactly once in F ′.
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(a) The head graph H. (b) The bipartizing matching of H.

Figure 2: The head graph and its unique bipartizing matching.

Consider a planar embedding Ψ of GF . We construct GF ′ replacing each corresponding vertex Xi ∈
S by a cycle of length 2dGF (Xi), as described above. After that, in order to preserve the planarity, we
can follow the planar embedding Ψ to add a matching between vertices corresponding to variables in
such a cycle and vertices corresponding to clauses C j /∈C′i and that Xi ∈C j. This matching indicates
in which clause of C′i a given new variable will replace Xi in F ′. Thus, without loss of generality,
if GF is planar, then we can assume that F ′ is planar as well.

As we can observe, for any truth assignment of F ′, all X t
i ∈ Xi (for a given variable Xi of F)

have the same value. Hence, any clause of F ′ with exactly two literals has true and false values. At
this point, it is easy to see that F has a 1-in-3 truth assignment if and only if F ′ has a 1-in-3 truth
assignment.

Now we show the NP-completeness of BM. Let us call the graph depicted in Figure 2a by head.
We also call the vertex v as the neck of the head. Given a graph G, the next lemma shows that this
structure is very useful to ensure that some edges cannot be in any odd decycling matching of G.

Lemma 10. An induced head H with neck v admits exactly one bipartizing matching M. Moreover v
is matched by M.

Proof. We can see that the thicker edges in Figure 2b compose a bipartizing matching M of H, where
the color of the vertices indicates the part of each one in G−M. Moreover M satisfies the lemma.

Now let us suppose that H admits another bipartizing matching M′, which does not match v. In this
case, we get that vh1 and vh4 does not belong to M′, implying that h1h4 ∈M′. By the triangle h1h2h5,
it follows that h2h5 must be in M′. Hence the cycle vh1h2h3h4v remains in G−M′, a contradiction.

Let M′′ be a bipartizing matching that contains vh4. In this case, the edge h1h2 cannot be in M′′,
otherwise the cycle h1h4h3h2h5h1 survives in G−M′′. In the same way, the edge h1h5 /∈M′′, otherwise
the cycle h1h2h5h3h4h1 is not destroyed by M′′. Therefore we get that h2h5 must be in M′′, which
implies that the cycle h1h4h3h2h5h1 belongs to G−M′′, a contradiction.

Lemma 11. Let G be an odd k-pool with internal cycle C = p1 p2 . . . pk p1. Let b be a border of G,
where NG(b) = {p1, pk}. Then every bipartizing matching M of G−b contains exactly one edge of C.
Moreover, c1ck /∈M for such bipartizing matchings.

Proof. Let bi be the i-th-border of G, such that NG(bi) = {pi, pi+1}, 1 ≤ i ≤ k− 1. Since k is odd,
every bipartizing matching of G−b must contain at least one edge of C.

First, suppose that G− b has a bipartizing matching M containing p1 pk. In this case, we get
that the edges in {p1 p2, p1b1, pk pk−1, pkbk−1} cannot be in M. Thus M must contain edges b1 p2
and bk−1 pk−1. In the same way, we can see that M cannot contain the edges {p2 p3, p2b2, pk−1 pk−2,
pk−1bk−2}. Hence, it can be seen that all edges incident to p k+1

2
are forbidden to be in M, which

implies that the triangles containing p k+1
2

have no edge in M, a contradiction by the choice of M.
Let pi pi+1 be an edge of C in a bipartizing matching M of G−b, with i 6= k. In a same fashion, the

edges in {pi pi−1, pibi−1, pi+1 pi+2, pi+1bi+1} cannot be in M. Following this pattern, we can see that
every edge b j p j+1 must be in M, for every j ∈ {1, . . . ,k}\{i}. Since M contains only one edge of C
and one edge of every triangle of G−b, it follows that M is unique, for each edge pi pi+1, i 6= k.

8



(a) For clauses of size two. (b) For clauses of size three. (c) Variable gadget.

Figure 3: Figure 3a and 3b are the clause gadgets and Figure 3c is the variable gadget in Theorem 12.
Each pair of arrow edges connects GXi to one clause gadget GC such that Xi ∈C.

NP-Completeness for Planar Graphs of Maximum Degree 4.
We prove the NP-completeness by a reduction from PLANAR 1-IN-3-SAT3. We first prove it

for 3-colorable planar graphs of maximum degree 5. The circles with an H in the figures are induced
head graphs, whose neck is the vertex touching the circle.

Theorem 12. BM is NP-complete for 3-colorable planar graphs G of ∆(G) = 5.

Proof. Let F be an instance of PLANAR 1-IN-3-SAT3, with X = {X1,X2, . . . ,Xn} and C = {C1,C2, . . . ,
Cm} be the sets of variables and clauses of F , respectively. We construct a planar graph G = (V,E) of
maximum degree 5 as follows:
• For each clause C j ∈ C, we construct a gadget GC j as depicted in Fig. 3a and Fig. 3b. Such

gadgets are just a 5-pool and a 7-pool that we remove a border vertex, for clauses of size 2
and 3, respectively. Moreover, for the alternate edges of the internal cycle we subdivide them
twice and append a head to each such a new vertex. Finally, we add two vertices ` j(k,w)
and ` j(k,b), such that b2k−1

j ` j(k,w) ∈ E(G) and b2k
j ` j(k,b) ∈ E(G), for k ∈ {1,2,3}. We

append a head to all such new vertices.
• For each variable Xi ∈ X , we construct a gadget GXi as depicted in Figure 3c. This gadget is

a 7-pool that we remove a border vertex. Moreover, we subdivide twice the edges p2
i p3

i , p3
i p4

i ,
p4

i p5
i , and p6

i p7
i , appending a head to each new vertex. We rename each border vertex b2k−1

i
as di(k,b), k ∈ {1,3}, and b2k

i as di(k,w), k ∈ {1,2,3}. Finally, a vertex di(2,b) with a pendant
head and adjacent to p4

i is added.
• The connection between clause and variable gadgets is as in Figure 3. Each pair of arrow edges

in a variable gadget GXi corresponds to the same pair in a clause gadget GC j , where Xi ∈ C j.
Precisely, if xi ∈C j, then we add the edges ` j(k,b)di(k′,b) and ` j(k,w)di(k′,w), for some k ∈
{1,2,3} and some k′ ∈ {1,2}. Note that each ` j(k,b) (and ` j(k,w)) represents precisely one
variable and it is connected to only one of di(k′,b) (and di(k′,w)) in GXi . However, if xi ∈
C j, then we add the edges ` j(k,b)di(3,b) and ` j(k,w)di(3,w), for some k ∈ {1,2,3}. Note
that di(3,b) and di(3,w) represent xi.
• For a variable occurring exactly twice in F , just consider those connections corresponding to

literals of Xi in the clauses of F , i.e., the pair di(3,b), di(3,w) (resp. di(2,b), di(2,w)) will be
used to connect to a clause gadget only if xi occurs (resp. does not occur) in F .

Let G be the graph obtained from F by the above construction. We can see that G has maximum
degree 5, where the only vertices with degree 5 are those p4

i , for each variable gadget. Furthermore,
it is clear that G is 3-colorable.

It remains to show that if GF is planar, then G is planar. Consider a planar embedding ψ of GF . We
replace each vertex vXi of GF by a variable gadget GXi , as well as every vertex vC j of GF by a clause

9



(a) p1
j p2

j ∈M (b) p3
j p4

j ∈M (c) p5
j p6

j ∈M

Figure 4: Configurations by removing a bipartizing matching clause gadget of size three.

gadget GC j . The clause gadgets correspond to clauses of length two or three, which depends on the de-
gree of vC j in GF . Since the clause and variable gadgets are planar, we just need to show that the con-
nections among them keep the planarity. Given an edge vXivC j ∈ E(GF), we connect GXi and GC j by
duplicating such an edge as parallel edges ` j(k,w)di(k′,w) and ` j(k,b)di(k′,b), for some k ∈ {1,2,3}
and some k′ ∈ {1,2}, or ` j(k,b)di(3,b) and ` j(k,w)di(3,w), for some k ∈ {1,2,3}, as previously
discussed. Hence G is also planar.

In order to prove that F is satisfiable if and only if G ∈BM , we discuss some considerations
related to bipartizing matchings of the clause and variable gadgets. By Lemma 11, we know that the
graph obtained by removing a border from an odd k-pool admits a unique bipartizing matching for
each edge of the internal cycle, except that whose endvertices are adjacent to the removed border. Fur-
thermore, Lemma 10 implies that each external edge incident to the neck of an induced head cannot
be in any bipartizing matching of G. Figure 4 shows the possible bipartizing matchings M, stressed
edges, for the clause gadget GC j of clauses of size three. The black and white vertex assignment
represents the bipartition of GC j −M. Exactly one pair of vertices ` j(k,w) and ` j(k,b) (k ∈ {1,2,3})
is such that they have the same color, while the others pairs have opposite colors. Precisely, we can
see that ` j(k,w) has the same color for each pair with opposite color vertices as well as ` j(k,b), for
each bipartizing matching of GC j . Hence, we can associate one literal x1

j , x2
j , and x3

j to each pair
of vertices ` j(k,w) and ` j(k,b), k ∈ {1,2,3}. A similar analysis can be done for clause gadgets of
clauses of size two.

In the same way, each variable gadget GXi admits two possible bipartizing matchings M, as de-
picted in Figure 5. We can see that the pair di(3,b) and di(3,w) has a different assignment for the
other two pairs di(k,b) and di(k,w), k ∈ {1,2}. Moreover, the last two pairs have the same assign-
ment, as depicted in Figure 5a and Figure 5b. One more detail is that the unique possibilities for
such pairs is that di(3,b) and di(3,w) have opposite assignments if and only if the vertices di(k,b)
and di(k,w) have the same assignment, k ∈ {1,2}. Therefore we can associate the positive literal xi
to the pairs di(k,b) and di(k,w), k ∈ {1,2}, while xi can be represented by di(3,b) and di(3,w).

As observed above for clause gadgets, we can associate true value to the pair of vertices ` j(k,w)
and ` j(k,b) with same color, k ∈ {1,2,3}. Hence exactly one of them is true, that is, exactly one
literal of C j is true. Moreover, each variable gadget has two positive literals and one negative. Hence,
if G ∈BM , then every clause gadget has exactly one true literal and every variable has a correct
truth assignment, which implies that F is satisfiable.

Conversely, if F is satisfiable, then each clause has exactly one true literal. Thus, for each clause
gadget GC j we associate a same color to the pair of vertices corresponding to its true literal. By
Figure 4, there is an appropriate choice of a bipartizing matching for each true literal of C j. The same
holds for each variable gadget.

Proof of Theorem 1. Let G be the graph obtained by the construction in Theorem 12. Since the only
vertices of degree 5 are those p4

i in the variable gadgets, we slightly modify the variable gadget as in

10



(a) p1
i p2

i ∈M. (b) p5
i p6

i ∈M.

Figure 5: All configurations by removing a bipartizing matching M of a variable gadget.

Figure 6a. In Figure 2 we can see that vertex h6 has degree 3, which allows us to use it to connect the
variable gadget to the clause one. Figure 6b and Figure 6c show the possible bipartizing matchings
of the new variable gadget. Since such configurations are analogous to those of the original variable
gadget, with respect to the vertex that connect to clause gadgets, the theorem follows.

(a) Modified variable gadget. (b) p1
i p2

i ∈M. (c) p5
i p6

i ∈M.

Figure 6: The modified variable gadget and its all configurations given by removing a bipartizing
matching M.

4 Positive Results

4.1 Graphs having Bounded Dominating Sets.
A dominating set S⊆V (G) of a graph G = (V,E) is a vertex set such that all vertices of V (G)\S has
a neighbor in S. The cardinality of a minimum dominating set of G is the domination number of G.
Now, consider that the domination number of the input graph G is bounded by a constant k.

Theorem 5(a). A dominating set of order at most k can be found in time O(nk+2), by enumerating
each vertex subset of size k and checking in time O(n(G)+m(G)) whether it is a dominating set or
not. Let D be such a dominating set of G of order at most k. Let PD be the set of all bipartitions PD
of D into sets AD and BD, such that G[AD] and G[BD] do not have any vertex of degree 2. Note
that |PD |= O(2k).

Let PD ∈PD be a bipartition of D. We partition all the other vertices of V (G)\V (D) in such a way
that PD defines a bipartition of G−MD, if one exists, where MD is a matching that will be removed,
given the choice of D. We do the following tests and operations for each vertex v ∈V (G)\V (D):
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• If dG[AD∪{v}](v)≥ 2 and dG[BD](v)≥ 2, then PD is not a valid partition;
• If dG[AD∪{v}](v)≥ 2, then BD← BD∪{v};
• If dG[BD∪{v}](v)≥ 2, then AD← AD∪{v}.
Iteratively we allocate the vertices of V (G)\V (D) as described above into the respective sets AD

e BD, or we stop if it is not possible to acquire a valid bipartition. After these operations, set V ′ =
V (G)\{AD∪BD} can be partitioned into three sets:
• X = {u ∈V ′ : dG[AD∪{u}](u) = 1 and dG[BD∪{u}](u) = 0};
• Y = {u ∈V ′ : dG[AD∪{u}](u) = 0 and dG[BD∪{u}](u) = 1};
• Z = {u ∈V ′ : dG[AD∪{u}](u) = 1 and dG[BD∪{u}](u) = 1};
Since every vertex in V (G)\V (D) has a neighbor in D, it follows that the neighborhood of all the

vertices of V ′′ = X ∪Y ∪Z in AD∪BD is in D. In this way, we can make a choice of a matching MD
to be removed, where the vertices of V ′′ are allocated either in AD or in BD, and G−MD is bipartite.
Since each vertex of D can be matched to at most one vertex of V ′′, there are O

(
(n− k)k) possibilities

of choices for MD.
Hence we obtain the following complexity:

O

(
k

∑
i=1

ni+2 ·2i · (n− i)i

)
= O

(
k ·2k ·nk+2 · (n− k)k

)
= O

(
n2k+2

)
.

Theorem 5(a) allows us to prove Theorem 5(b).

Theorem 5(b). Every connected P5-free graph has a dominating clique or a dominating P3 [15], and
graphs in BM do not admit K5 as a subgraph. Thus, P5-free graphs in BM have domination number
at most four.

4.2 Graphs with Only Triangles as Odd Cycles.
Consider now a slightly general version of BM , where some edges are forbidden to be in any bipar-
tizing matching.

ALLOWED BIPARTIZING MATCHING (ABM)
Instance: A graph G and a set F of edges of G.
Task: Decide whether G has a bipartizing matching M that does not intersect F , and determine
such a matching if it exists.

A matching M as in ABM is called an allowed bipartizing matching of (G,F).
We may clearly assume G as connected and bridge-free. Moreover, note that if (G,F) has an

allowed bipartizing matching, then G ∈ BM.

Theorem 5(c). Let G be a graph having no C2k+1, for k > 1, and let F ⊆ E(G).
First, consider G a non-bipartite graph with no cut vertex, and let v1v2v3v1 be an triangle of G.

Without loss of generality, we can assume that there is a vertex, say v1, such that {v1v2,v1v3} is not
an edge cut, otherwise G would be a triangle. Then G−{v1v2,v1v3} has a path P from v1 to {v2,v3}.
Consider P as a longest one of length at least 2, and let v2 be the first vertex reached by P between v2
and v3. Thus P must be of the form v1uv2, otherwise either G[V (P)∪{v3}] or G[V (P)] contains an
odd cycle of length at least 5, when P has either an even or odd number of vertices, respectively.

If w ∈ V (G) has exactly one neighbor z ∈ {v1,v2,v3,u}, then w is in a path P′ of length at least
two between z and z′ ∈ {v1,v2,v3,u}, z 6= z′. Hence P′ ∪ {v1,v2,v3,u} contains an odd cycle of
length at least 5. Hence consider that w has at least two neighbors in {v1,v2,v3,u}. If uv3 ∈ E(G),
then G[{v1,v2,v3,u}] is a K4, which implies that V (G) = {v1,v2,v3,u}, since {w,v1,v2,v3,u} induces
an odd cycle. Thus G has an allowed bipartizing matching if and only if a maximal matching of G
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no intersecting F . Otherwise if uv3 /∈ E(G), then w must be adjacent to either u and v3 or to v1
and v2, and no other vertex in {v1,v2,v3,u}. Moreover, the vertices adjacent to both u and v3 induce
an independent set of G, as well as the vertices adjacent to both v1 and v2. In this case we can see
that G has an allowed bipartizing matching if and only if v1v2 /∈ F .

Now, we consider a block decomposition of G with block-cut tree T . Let B be a block con-
taining exactly one cut-vertex v, that is, B is a leaf in T . If (B,F) has an allowed bipartizing
matching which is not incident to v, then (G,F) has an allowed bipartizing matching if and only
if (G

′
,F) also admits one, where G

′
= ((V (G)\V (B))∪{v},E(G)\E(B)). Otherwise, (G,F) has an

allowed bipartizing matching if and only if (B,F) and (G
′′
,F
′′
) admit allowed bipartizing matchings,

where G
′′
= ((V (G)\V (B))∪{v},E(G)\E(B)) and F

′′
= F ∪{uv | u ∈ NG′′ (v)}.

As in a block the desired matchings can be found, if any exists, in polynomial time, it is easy to
see that we can solve ABM in polynomial time.

5 Fixed-Parameter Tractability
In this section, we consider the parameterized complexity of BM , and present an analysis of its
complexity when parameterized by some classical parameters.

Definition 1. The clique-width of a graph G, denoted by cwd(G), is defined as the minimum number
of labels needed to construct G, using the following four operations [11]:

1. Create a single vertex v with an integer label ` (denoted by `(v));
2. Disjoint union of two graphs (i.e. co-join) (denoted by ⊕);
3. Join by an edge every vertex labeled i to every vertex labeled j for i 6= j (denoted by η(i, j));
4. Relabeling all vertices with label i by label j (denoted by ρ(i, j)).

Courcelle et al. [21] stated that for any graph G with clique-width bounded by a constant k, and
for each graph property Π that can be formulated in a monadic second order logic (MSOL1), there
is an O( f (cwd(G)) · n) algorithm that decides if G satisfies Π [18–22]. In MSOL1, the graph is
described by a set of vertices V and a binary adjacency relation edge(., .), and the graph property in
question may be defined in terms of sets of vertices of the given graph, but not in terms of sets of
edges. Therefore, in order to show the fixed-parameter tractability of BM when parameterized by
clique-width, it remains to show that the related property is MSOL1-expressible.

Theorem 6. Remind that the problem of determining whether G admits an odd decycling matching is
equivalent to determine whether G admits an (2,1)-coloring, which is a 2-coloring. Thus, it is enough
to show that the property “G has an (2,1)-coloring” is MSOL1-expressible.

We construct a formula ϕ(G) such that G ∈ BM⇔ ϕ(G) as follows:

∃ S1,S2 ⊆V (G) : (S1 ∩ S2 = /0) ∧
(S1 ∪ S2 = V (G)) ∧
(∀ v1 ∈ S1[ @ u1,w1 ∈ S1 : (u1 6= w1)∧ edge(u1,v1)∧ edge(w1,v1)]) ∧
(∀ v2 ∈ S2[ @ u2,w2 ∈ S2 : (u2 6= w2)∧ edge(u2,v2)∧ edge(w2,v2)]).

Since clique-width generalizes several graph parameters [38], we obtain the following corollary.

Corollary 13. ODD DECYCLING MATCHING is in FPT when parameterized by the following pa-
rameters:
• neighborhood diversity;
• treewidth;
• pathwidth;
• feedback vertex set;
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• vertex cover.

Since K5 is a forbidden subgraph, chordal graphs in BM have bounded treewidth [44], and thus,
BM is polynomial-time solvable for this class and Corollary 7 follows.

Courcelle’s theorem is a good classification tool, however it does not provide a precise FPT-
running time. The next result shows the exact upper bound for BM parameterized by the vertex cover
number vc(G) of G. A vertex cover S ⊆ V (G) of G is a vertex subset such that G[V (G) \ S] has no
edge, that is, it is an independent set. The vertex cover number is the cardinality of a minimum vertex
cover.

Theorem 14. BM admits a 2O(vc(G)) ·n(G) algorithm.

Proof. Let S be a vertex cover of G such that |S|= vc(G). The algorithm follows in a similar way to
the algorithm in the proof of Theorem 5(a). Let PS be the set of all bipartitions PS of S into sets AS
and BS, such that S[AS] and S[BS] do not have any vertex of degree 2. Note that |PS |= O(2k).

For each PS ∈PS , we will check if an odd decycling matching of G can be obtained from PS by
applying the following operations:

For each vertex v ∈V (G)\V (S) do
• If dAS(v)≥ 2 and dBS(v)≥ 2, then PS is not a valid partial partition;
• If dAS(v)≥ 2, then AS← AS∪{v};
• If dBS(v)≥ 2, then BS← BS∪{v}.

After that, if for all vertices the first condition is not true, then V (G)\V (AS∪BS) can be partitioned
into three sets:
• X = {u ∈V (G)\V (AS∪BS) : dAS(u) = 1 and dBS(u) = 0};
• Y = {u ∈V (G)\V (AS∪BS) : dAS(u) = 0 and dBS(u) = 1};
• Z = {u ∈V (G)\V (AS∪BS) : dAS(u) = 1 and dBS(u) = 1};

Since V (G) \V (S) is an independent set, it follows that all edges of vertices in X ∪Y can remain in
the graph G. For each z ∈ Z, denote by az ∈ AS and bz ∈ BS the neighbors of z in G.

Now, we apply a bounded search tree algorithm. While G[AS] and G[BS] have both maximum
degree equal to one, and Z 6= /0 do. Remove a vertex z ∈ Z and apply recursively the algorithm for the
following cases:

1. z is added to AS, and all vertices in Z∩N(az) is added to BS.
2. z is added to BS, and all vertices in Z∩N(bz) is added to AS.

Note that the search tree T has height equals vc(G)+ 1. Finally, if T has a leaf representing a con-
figuration with G[AS] and G[BS] having both maximum degree equal to one, and Z = /0, then G ∈
BM .

Now we analyze the parameterized complexity of BM considering the neighborhood diversity
number, nd(G), as parameter.

Definition 2. A graph G(V,E) has neighborhood diversity nd(G) = t if we can partition V into t
sets V1, . . . ,Vt such that, for every v ∈ V and all i ∈ 1, . . . , t, either v is adjacent to every vertex in Vi
or it is adjacent to none of them. Note that each part Vi of G is either a clique or an independent set.

The neighborhood diversity parameter is a natural generalization of the vertex cover number. In
2012, Lampis [38] showed that for every graph G we have nd(G) ≤ 2vc(G)+ vc(G). The optimal
neighborhood diversity decomposition of a graph G can be computed in O(n3) time [38].

Theorem 15. BM admits a kernel with at most 2 ·nd(G) vertices when parameterized by neighbor-
hood diversity number.

Proof. Given an instance (G,F) of ABM such that G is a graph and F ⊆ E(G) a set of forbidden
edges. The kernelization algorithm consists on applying the following reduction rules:
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Figure 7: The gadget used in the reduction of Theorem 3 (2,2)-colored with colors black and white.
The vertices x and y must receive different colors in any (2,2)-coloring of H.

1. If G contains a K5, then G has no allowed odd decycling matching; otherwise
2. If a part Vi induces a K3 and exist two vertices in V (G)\Vi adjacent to Vi, then G has no allowed

bipartizing matching; otherwise
3. If a subgraph of G induces either a K3 or a K4 and does not admit an allowed bipartizing

matching, then G has no allowed bipartizing matching; otherwise
4. Remove all parts isomorphic to a K4;
5. Remove all isolated parts isomorphic to a K3;
6. If Vi is a part that induces a K3 and v ∈V (G)\Vi is adjacent to Vi (note that {v} is a part), then

remove Vi and F ← F ∪{uv : u ∈ NG(v)\Vi};
7. If a part Vi induces an independent set of size at least 3, then contract it into a single vertex vi

(without parallel edges) and forbids all of its incident edges.
It is easy to see that all reduction rules can be applied in polynomial time, and after applying them any
remaining part has size at most two. As the resulting graph G′ has nd(G′) ≤ nd(G) then |V (G′)| ≤
2 · nd(G). Thus, it remains to prove that the application of each reduction rule is correct. As K5
and K5− e are forbidden subgraphs, and any bipartizing matching of a K4 is a perfect matching, then
rules 1,2,3,4,5, and 6 can be applied in this order. Finally, the correctness of rule 7 follows from the
following facts: (i) if G′ has an allowed bipartizing matching, then G has also an allowed bipartizing
matching, because bipartite graph class is closed under the operation of replacing vertices by a set of
false twins, which have the same neighborhood as the replaced vertex; (ii) if G′ does not admit an
allowed bipartizing matching then G also does not admit an allowed bipartizing matching, because if a
contracted single vertex vi is in an odd cycle in G′, then even replacing vi by Vi (|Vi| ≥ 3) and removing
some incident edges of Vi that form a matching, some vertex of Vi remains in an odd cycle.

6 On (2,d)-Coloring Planar Graphs of Bounded Degree
In this section we present the proofs of Theorems 3 and Corollary 4. The main idea in the proof of
Theorem 3 is to find a planar gadget H (see Figure 7) of maximum degree 6 containing two vertices x
and y of degree at most 5 and such that they must receive different colors in any (2,2)-coloring of H.
We prove this on Lemma 16.

We complete the proof by a reduction from (2,1)-coloring for a planar graph G of maximum
degree 4, that is NP-complete by Theorem 1. Let G′ be the graph obtained by adding for each vertex v
of G a gadget Hv as in Figure 7, such that v is adjacent to only x and y in Hv. Therefore it follows
that G′ is a planar graph of maximum degree 6.

If G ∈BM , then each vertex v of G can be colored in such a way that v has at most one neighbor
colored as itself and then v can have one more neighbor in Hv with the same color. We can complete
the (2,2)-coloring of G′ as that one depicted in Figure 7, where the black and white vertices define
the bipartition. Conversely, if G′ admits a (2,2)-coloring c, then each vertex v∈V (G) has exactly one
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Figure 8: The gadget used in the reduction of Corollary 4 (2,3)-colored with colors black and white.
The vertices x and y must receive different colors in any (2,3)-coloring of H.

neighbor in Hv colored as itself, which implies that v admits at most one more neighbor in G colored
as the same way. Hence c restricted to the vertices of G is a (2,1)-coloring of G, and the theorem
follows.

Next we present the proof of Lemma 16. In a first observation, for every pair of vertices u,v ∈
V (G) that share at least 2d + 1 neighbors, it follows that both u and v must have the same color in
any (2,d)-coloring of G. Otherwise, one of them has at least d +1 neighbors with the same color as
itself. Therefore, by simplicity, we omit the complete neighborhood in Figure 7 of the vertices wi, w′i,
y, and y3, i ∈ {1,2}, where wi (y) shares 5 neighbors with w′i (y3). We can see that wi, w′i, y1, y3 and x1
have degree 6, while x and y have degree 5.

Lemma 16. In any (2,2)-coloring of H, x and y must have distinct colors.

Proof. As wi and w′i shares 5 neighbors, i ∈ {1,2}, it follows that they must receive the same color
in any (2,2)-coloring of H. The same occurs for y and y3. In this way, wi and w′i can be seen as the
same vertex in terms of any (2,2)-coloring of G, implying that x and y1 also “shares 5 neighbors”
with respect to the coloring. This implies that x and y1 must receive the same color as well. Now
it is enough to see that at least one vertex in NH(y1) \ {y,y3} must receive the same color as y1,
otherwise x1 would have four vertices with the same color. Therefore, the color of y and y3 have to be
different from that of y1, implying that x and y receive different colors.

We can use the same approach in the proof of Theorem 3 to obtain the bound of 2d + 2 on the
maximum degree on the NP-completeness of (2,3)-color planar graphs. We just modify the gadget
used in Theorem 3 as in Figure 8. With the same arguments, we can see that y1 must be adjacent
to at least two vertices of the same color in NH(y1) \ {y,y3}, otherwise x1 or x2 would have four
neighbors of the same color as themselves. Since x and y have degree 7 and receive different colors
in any (2,3)-coloring of H, we can use the same strategy of adding a gadget H of Figure 8 to each
vertex of a planar graph G of maximum degree 6, obtaining a new graph G′ of maximum degree 8.
We conclude the reduction from Theorem 3, that ensures the NP-completeness for G. In this way, it
follows that Corollary 4 follows.

It is not hard to see that we can extend the idea to values of d greater than 3. The central idea is in
taking a vertex that has at least d−1 vertices of the same color as itself in any (2,d)-coloring. This
holds for y1 in the both previous reduction. Then, we can add d− 1 structures in the neighborhood
of y3, like in Figure 8, in order to ensure that y3 has d− 1 one neighbors colored as itself in each
structure. We can obtain such neighbors by extending the neighborhood of each xi as in Figure 9a and
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(a) Gadget for (2,4)-coloring. (b) Gadget for (2,5)-coloring.

Figure 9: Generalized gadgets for (2,d)-color planar graphs.

Figure 9b, for (2,4)-coloring and (2,5)-coloring, respectively. We can see that each vertex xi cannot
receive the same color as all of its neighbors less x. So x has at least one neighbor colored as itself
for each xi, 1≤ i≤ d−1 implying that x and y must receive different colors in any (2,d)-color of H.
Hence we can use this gadget in order to obtain a (2,d)-coloring of a planar graph G by adding H to
each vertex v of G, as in the proofs of Theorem 3 and Corollary 4, where v is adjacent only to x and y
in H, by using the gadget for (2,d−1)-color G.

It is not hard to see that the above construction cannot be applied in general, since the degree of x
increases in a quadratic way on d. Even so, we can see that it gives an upper bound on the maximum
degree better than 4d +3 for d ≤ 7.

7 Conclusion
In this paper we have obtained the complete dichotomy on the computational complexity for (2,1)-
color a planar graph in terms of the maximum degree, where all graphs of maximum degree 3 admits
a bipartizing matching and we prove the NP-completeness for maximum degree 4. We extended the
result for (2,2)-coloring and (2,3)-coloring. We left open Question 2 restricted (2,d)color planar
graphs. We also give some parameterized complexity results, proving that bipartizing a graph by the
removal of a matching is FPT when parameterized by the clique-width, which results in polynomial-
time algorithms for a number of important graph classes.

Interesting properties regarding the chromatic number of graphs in BM can be proposed. For
example, which graphs G∈BM are such that χ(G−M)≤ χ(G), for a bipartizing matching M of G?
Moreover, what is the maximum size of the gap between χ(G−M) and χ(G)?
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