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ANCHOR MAPS AND STABLE MODULES IN DEPTH TWO

LARS KADISON

Abstract. An algebra extension A |B is right depth two if its tensor-square
A⊗B A is in the Dress category AddAAB . We consider necessary conditions
for right, similarly left, D2 extensions in terms of partial A-invariance of two-
sided ideals in A contracted to the centralizer. Finite dimensional algebras
extending central simple algebras are shown to be depth two. Following P. Xu,
left and right bialgebroids over a base algebra R may be defined in terms of
anchor maps, or representations on R. The anchor maps for the bialgebroids
S = EndBAB and T = EndAA ⊗B AA over the centralizer R = CA(B)
are the modules SR and RT studied in [12, 16, 9], which provide information
about the bialgebroids and the extension [10]. The anchor maps for the Hopf
algebroids in [19, 11] reverse the order of right multiplication and action by a
Hopf algebra element, and lift to the isomorphism in [22]. We sketch a theory
of stable A-modules and their endomorphism rings and generalize the smash

product decomposition in [8, Prop. 1.1] to any A-module. We observe that
Schneider’s coGalois theory in [23] provides examples of codepth two, such as
the quotient epimorphism of a finite dimensional normal Hopf subalgebra. A
homomorphism of finite dimensional coalgebras is codepth two if and only if
its dual homomorphism of algebras is depth two.

1. Introduction and preliminaries

Anchor maps for bialgebroids are defined algebraically by Ping Xu [27] based
on quantization of certain triangular Lie bialgebroids. From this point of view, a
classical cocommutative bialgebroid such as the univ. env. algebra of a Lie algebroid
has an anchor map extending the anchor map of a Lie algebroid, which is a bundle
map from a real vector bundle E over a smooth manifold X into the tangent
bundle T (X) [26]. For example, T (X) itself has bialgebroid with total algebra
D(X), the algebra of diffential operators on X , base algebra C∞(X) with anchor
map µ : D(X)→ EndC∞(X) the usual action of differential operators on smooth
functions. The anchor map of a Lie algebroidE pulls back from T (X) a considerable
amount of differential geometry such as Lie bracket, connection and De Rham
cohomology [26]. Analogously, the anchor map of a bialgeboid encodes in the unit
module of the associated monoidal category information about the bialgebroid: we
will provide some evidence for this, mentioned in the abstract and treated in some
detail in section 3.

Depth two extensions arise very naturally from a subalgebra pair B ⊆ A satisfy-
ing a certain projectivity condition on the tensor-square. For example, a Galois ex-
tension A |B over a projective R-bialgebroidH is depth two since A⊗BA ∼= A⊗RH
as A-B-bimodules, where B and R are commuting subalgebras within A [13]. This
in fact characterizes depth two extension or at least its endomorphism ring exten-
sion [14]. A simpler example occurs if B is in the center of A, then B ⊆ A is depth
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2 LARS KADISON

two if A is finite projective as a B-module. If we think of a central simple algebra B
as a “noncommutative point” we might expect that any finite dimensional algebra
A extending B be depth two. We provide a rigourous proof of this and a somewhat
more general fact in section 2.

For a quantum subalgebra such as sub-group algebra, sub-Hopf algebras, twisted
and skew variants of these, the notion of depth two is closely related to, perhaps
characterizes, the notion of normal subobject. In the Clifford theory of decom-
position of induced modules from a normal subgroup H ⊳ G, certain modules are
stable over the normal subgroup, i.e., are isomorphic to all conjugate modules.
The endomorphism ring of the induced module of a stable module has essentially
the structure of a twisted group algebra over the quotient algebra G/H by a re-
sult of Conlon [5, 11C]. Schneider [24] extends this and other classical results by
Clifford, Green and Blattner, unified within the induced representation theory of
Hopf-Galois extensions. In section 4 we take the point of view that f.g. Hopf-Galois
extensions (such as the finite strongly group-graded algebras or graded Clifford sys-
tems) are depth two and certain constructions in [24] such as stable modules will
sensibly generalize. The endomorphism ring of an induced, restricted left A-module
M is for example a smash product of the depth two right bialgebroid T acting on
EndBM over the centralizer R = AB (Theorem 4.1).

Finally by way of introduction, the question of whether a depth two Hopf sub-
algebra is normal in a finite dimensional Hopf algebra leads to a notion of codepth
two homomorphism of coalgebras C → D in the author’s paper [15], since Hopf
algebra homomorphisms are also homomorphisms of coalgebras. As we show in sec-
tion 5, a homomorphism of finite dimensional coalgebras is codepth two if and only
if its dual homomorphism of algebras is depth two. Schneider’s coGalois theory in
[23] provides an answer to a question of whether H → H/HK+ is codepth two for
normal Hopf subalgebras, the answer being supplied in section 5.

1.1. Preliminaries. We let AddM denote the Dress category of a module MC

over a ring C, consisting of all C-modules isomorphic to direct summands of finite
direct sums M ⊕ · · · ⊕M , and all module homomorphisms between these. We let
FGPC denote the category of finitely generated, projective right C-modules and
all module homomorphisms between these. Recall that AddM is equivalent to the
category FGPEndMC via the functor XC 7→ HomC(M,X), where HomC(M,X)
is a right module over E = EndMC via ordinary composition. (Its inverse functor
is given by −⊗E M where EMC is the natural bimodule.)

Let A |B be a unital associative algebra extension, such as subring B ⊆ A with
1B = 1A or a unital ring homomorphism B → A. Let k denote the ground ring,
a field in the later sections 4 and 5. Note that the natural B-A-bimodule A is in
AddA ⊗B A, since the multiplication mapping A ⊗B A → A is a B-A-split epi.
The same is true of AAB ∈ AddA⊗B A.

The converse condition defines the notion of depth two. The extension A |B
is depth two (D2) if A ⊗B A ∈ AddA as natural A-B-bimodules (right D2) and
B-A-bimodules (left D2).

Note that EndBAA
∼= CA(B), the centralizer of the extension, which we denote

by R = CA(B), via r 7→ λr , left multiplication of A by r ∈ R. There is then a
category equivalence AddA ∼= FGPR; in particular, Hom (BAA,BA⊗B AA) := T
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is finitely generated projective as a right R-module. Note that

T ∼= (A⊗B A)B ∼= EndAA⊗B AA (1)

via f 7→ f(1), which we take as an identification of T with the B-commutator
of A ⊗B A, and t 7→ (a ⊗B a′ 7→ at1 ⊗B t2a′) respectively, where we denote t =
t1 ⊗B t2 ∈ T (notationally suppressing any summation over simple tensors). The
last isomorphism induces the ring structure on T = (A⊗B A)B given by

uv = v1u1 ⊗B u2v2, 1T = 1A ⊗B 1A. (2)

Given AddMC = AddNC , it follows that that EndMC and EndNC are Morita
equivalent (Hirata, 1968). In particular, R and EndBA⊗B AA are Morita equiva-
lent. The inverse equivalence of course comes from

Hom (BA⊗B AA,BAA) ∼= EndBAB := S

via f 7→ f(−⊗B 1A). Thus, a left D2 extension A |B has f.g. projective R-module
structures RS and TR on the rings S and T . Similarly, RT and SR are finite
projective R-modules for a right D2 extension A |B.

In case A |B is additionally a Frobenius extension, we have the algebraic struc-
ture of the Jones tower of a type II1 subfactor:

B → A →֒ A1 →֒ A2

where A1 = EndAB
∼= A⊗B A and A2 = End (A1)A ∼= EndA⊗B AA. In the case

of depth two, the relative commutators R = CA(B) and CA2(B) = EndBA⊗B AA

are Morita equivalent with context bimodules CA1(B) ∼= EndBAB and CA2(A)
∼=

EndAA ⊗B AA, i.e. S and T . Thus the notion of depth two algebra extension
recovers classical depth two for subfactors ([18, 16] for further details). Below we
examine a pairing between S and T that becomes [18, 8.9] the Szymaǹski nonde-
generate pairing of CA1(B) and CA2(A) in [17, (14)], which transfers the algebra
structure of one centralizer to a coalgebra structure on the other when R is trivial.

The following coordinates for left and right depth two extensions are useful
for concrete computation. Given a left D2 extension A |B, we have a split epi
An → A⊗B A and thus a left D2 quasibase βi ∈ S, ti ∈ T satisfying in A⊗B A:

x⊗ y =
n∑

i=1

tiβi(x)y. (3)

Assuming a left D2 quasibase for an extension is equivalent to our defining condition
above: define a split epi π : An → A ⊗B A by (a1, . . . , an) 7→

∑n
i=1 tiai with

section σ : x ⊗ y 7→ (β1(x)y, . . . , βn(x)y). (The corresponding B-A-endomorphism
σ ◦ π : An → An is given by the idempotent matrix r = (rij) in Mn(R), where
rij =

∑
(tj)

βi(t
1
j )t

2
j .)

Similarly, given a right D2 extension A |B, there is a right D2 quasibase: ∃γj ∈
S, uj ∈ T such that

x⊗ y =
m∑

j=1

xγj(y)uj . (4)

We will fix this notation for left and right D2 quasibases throughout this paper.
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1.2. Mapping viewpoint on R-valued pairings between S and T . Given a
algebra extension A |B, recall the pairings of S = EndBAB and T = (A ⊗B A)B

given by 〈α, t〉 = α(t1)t2 and [β, u] = u1β(u2) both with values in R = CA(B). If

A |B is D2, these are nondegenerate pairings inducing RS
∼=
−→ RHom(TR, RR) and

SR

∼=
−→ Hom(RT,RR)R, respectively [18].

Now note EndBAB

∼=
−→ Hom(AA⊗BA⊗BAA,AAA) via α 7→ µ2◦(idA⊗α⊗idA),

with inverse F 7→ F (1 ⊗ − ⊗ 1). Suppose F and α ∈ S are images of one another
under these mappings; suppose G ∈ EndAA ⊗B AA and t ∈ T are images of one
another under the mappings in eq. (1) above. There are two obvious B-linear

mappings A⊗B A
−→
→ A⊗B A⊗B A given by x⊗ y 7→ 1⊗ x⊗ y or x⊗ y⊗ 1. Then

the two pairings 〈α, t〉 and [α, t] are equal to the two images of 1A ⊗B 1A under
composition of the following mappings,

1⊗ 1 ∈ A⊗B A
G
→ A⊗B A

−→
→ A⊗B A⊗B A

F
→ A (5)

since Hom (BA⊗B AB ,BAB) −→ R via H 7→ H(1⊗ 1).

2. Left and right depth two

In [9] the author observed that the centralizer of a depth two extension is a
normal subring in Rieffel’s sense. Related to this, we point out a necessary condition
for an algebra extension to be left D2, resp. right D2.

Proposition 2.1. Let A |B be an algebra extension with centralizer R = CA(B).
If A |B is left D2, then for each two-sided ideal I ⊆ A, the ideal contracted to R
satisfies left partial A-invariance:

A(I ∩R) ⊆ (I ∩R)A (6)

If A |B is right D2, then for each two-sided ideal I ⊆ A, the ideal contracted to R
satisfies right partial A-invariance:

(I ∩R)A ⊆ A(I ∩R) (7)

Proof. Given s ∈ I ∩ R and a ∈ A and a left D2 quasibase, we note from eq. (3)
that

as =
∑

i

t1i st
2
iβi(a) ∈ (I ∩R)A

since ti ∈ (A⊗B A)B .
Similarly, from a right D2 quasibase we obtain

sa =
∑

j

γj(a)u
1
jsu

2
j ∈ A(I ∩R),

whence the second of the two set inclusions. �

The conditions of left and right partial A-invariance may be compared with
invariance under the left and right adjoint actions (adℓ- and adr-invariance) of a
Hopf subalgebra: the identities a(1)⊗τ(a(2))a(3) = a⊗1 and a(1)τ(a(2))⊗a(3) = 1⊗a,
for an element a in a Hopf algebra with antipode τ , are comparable to the eqs. (3)
and (4) (cf. [9, 21]). With this criteria for one-sided D2 extensions, it is often easy
to identify certain extensions as not being D2.
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Example 2.2. Suppose U and V are rings, while UMV and V NU are bimodules.

Form a special case of the generalized matrix ring A =

(
U M
N V

)
, a fiber product

of upper and lower matrix algebras with multiplication given by
(

u m
n v

)(
u′ m′

n′ v′

)
=

(
uu′ um′ +mv′

nu′ + vn′ vv′

)
.

Let the subring B =

(
U 0
0 V

)
. Then the centralizer R =

(
Z(U) 0
0 Z(V )

)

where Z(U) and Z(V ) are centers of U and V . Consider the two-sided ideal I =(
U M
N 0

)
in A. We note that R ∩ I =

(
Z(U) 0
0 0

)
, A(R ∩ I) =

(
U 0
N 0

)
,

and (R ∩ I)A =

(
U M
0 0

)
. If M 6= 0 and N 6= 0, then A(R ∩ I) 6⊂ (R ∩ I)A and

(R ∩ I)A 6⊂ A(R ∩ I), so A |B is neither left nor right D2 (respectively).
If N = 0 and M 6= 0, A is an upper triangular matrix and B the “diagonal”

subring. Choose instead the two-sided ideal I =

(
U M
0 0

)
, show that A(R∩I) 6⊂

(R ∩ I)A, so that A |B is not right D2. It is not left D2 by using instead the ideal

J =

(
0 M
0 V

)
.

It is an open problem if there exists a left D2 algebra extension which is not
right D2 (or the reverse if we pass to opposite algebras). The test above for the
one-sided D2 property might be helpful in finding such an algebra extension, if a
certain extension showed signs of being depth two, with centralizer intermediate in
size and the over-algebra having a sufficiently rich ideal structure.

We now turn to an example of depth two extension.

Theorem 2.3. Suppose B is an Azumaya k-algebra and A is a fin. gen. projective
k-algebra containing B as a subalgebra. Then A ⊇ B is a depth two extension.

Proof. Since B is Azumaya, it is known (e.g. [7, p. 46]) that there are Casimir
elements ei ∈ (B ⊗k B)B and elements bi ∈ B such that

1⊗k 1 =

N∑

i=1

eibi. (8)

Then for all b ∈ B, a ∈ A

b⊗k a =
∑

i

eibbia =
∑

i

fi(gi(b ⊗k a))

where gi : B ⊗k A → A is defined by gi(b ⊗k a) = bbia and fi : A → B ⊗k A is
defined by fi(x) = eix for each i = 1, . . . , N . It follows that

BB ⊗k AA ⊕ ∗ ∼= BA
N
A .

Since B is separable as a k-algebra, Be is a semisimple extension of k. (E.g. if
k is a field, B is semisimple and so is Be = B ⊗k Bop.) Then BAB is k-relative
projective, and projective since A is projective over k. Then BAB⊕∗ ∼= BB⊗kB

M
B .

Tensoring by −⊗B AA, we obtain

BA⊗B AA ⊕ ∗ ∼= BB ⊗k A
M
A .



6 LARS KADISON

Combining the two displayed isomorphisms, we obtain A⊗B A⊕ ∗ ∼= ANM as the
natural B-A-bimodules, whence A |B is left D2. It is similarly argued that A |B is
right D2. �

If ak ∈ A and Gk ∈ Hom(A,Be) (k = 1, . . . ,M) denote a finite projective basis
for A as a right Be-module, the proof above converts to the left D2 quasibase for
A |B: (x, y ∈ A)

x⊗B y =
∑

i,k

e1i ak ⊗B e2i (bi ·Gk(x))y (9)

where βik(x) = bi · Gk(x) are in fact B-valued endomorphisms in EndBAB and
tik = e1i ak ⊗B e2i are in R⊗ 1 ⊆ (A⊗B A)B .

We will study elsewhere the more general setting of composite extensionsA |B |C,
where A |B, A |C are D2 extensions and B |C is H-separable, the total rings un-
derlying the bialgebroids TA|B = (A ⊗B A)B and TA|C = (A ⊗C A)C are Morita

equivalent in an interesting way. The Morita context bimodules are P = (A⊗BA)C

and Q = (A⊗CA)B , admitting a calculus extending that in [18] and the centralizers
AB and AC are functorial images of one another under tensoring by P and Q.

3. Bialgebroids in terms of anchor maps

A bialgebroid H over a base ring R is usually defined as an Re-ring, R-coring
with grouplike element 1H and an augmentation ring ε : HH → RH with multi-
plicative coproduct, a definition that stays closest to the usual definition of a Hopf
algebra as an augmented algebra, coalgebra with homomorphic coproduct. How-
ever, there is a slightly different, equivalent way of defining a bialgebroid which
comes from the theory of Lie algebroids, their universal enveloping algebras (which
are cocommutative Hopf algebroids) and quantized variants of these. This is Ping
Xu’s definition [27] of a left R-bialgebroid in terms of an anchor mapping, instead
of a counit, an anchor map being a representation of H on R yielding the unit
module in the tensor category of H-modules. In this section we give this definition
for right bialgebroids and show some useful aspects of the anchor mapping.

The definition of a right bialgebroid with total algebra H and base algebra R
in terms of an anchor mapping is the following (cf. [1, 20, 27] for corresponding
definition of left bialgebroid):

(1) H and R are unital, associative k-algebras,

(2) there are commuting algebra homomorphisms R
σ
−→ H

τ
←− Rop (called

source and target, respectively) where for each r, s ∈ R we have σ(r)τ(s) =
τ(s)σ(r),

(3) fix the R-R-bimodule RHR given by

r · h · s = hσ(s)τ(r) (h ∈ H)

(4) H has R-R-bilinear comultiplication ∆ : H → H ⊗R H given by notation
∆(h) = h(1) ⊗ h(2) where ∆(1H) = 1H ⊗R 1H .

(5) multiplicativity of ∆ with technical pre-condition: for all h, g ∈ H , r ∈ R,

h(1) ⊗R τ(r)h(2) = σ(r)h(1) ⊗R h(2) (10)

∆(hg) = ∆(h)∆(g) (11)
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(6) an (anchor) map µ : H → End kR, an R-R-bimodule morphism w.r.t. the
R-R-bimodule EndR given by r · f · s = rf(−)s, an anti-homomorphism
and right action of H on R (whence we write µ(h)(r) := r ⊳ h) satisfying:

(7) h(1)σ(r ⊳ h(2)) = σ(r)h
(8) h(2)τ(r ⊳ h(1)) = τ(r)h.

The existence of an anchor map is equivalent to the existence of a counit ε : H → R
(cf. [1], (H,∆, ε) becomes an R-coring). For example, set ε(h) = 1R ⊳ h, which is
R-bilinear since µ is, and note that ε(1H) = 1R, ε(h(1)) · h(2) = h(2)τ(1 ⊳ h(1)) = h
and

ε(σ(ε(h))g) = 1 ⊳ σ(ε(h))g = (1 ⊳ h) ⊳ g = ε(hg).

Conversely, given the counit ε : H → R the anchor is computed from

µ(h)(r) = ε(σ(r)h) = ε(τ(r)h). (12)

In the tensor category of rightH-modules, the anchor mapping is the unit module
structure on R, so that for each H-module V , R⊗R V ∼= V as well as V ⊗R R ∼= V
as H-modules. The anchor map may also be viewed as an arrow into the terminal
object (EndR)op in the category of R-bialgebroids.

Example 3.1. Let A |B be a right D2 extension. We recall that T = (A⊗BA)B is
a right bialgebroid over the centralizer R = CA(B) ([18, 5.2], two-sided depth two is
not needed in the argument). The ring structure on T is given in eq. (2). Note that
σ(r) = 1 ⊗B r and τ(s) = s ⊗B 1 define homomorphism and anti-homomorphism
R → T that commute at all values and induce from the right the R-R-bimodule

RTR given by s · t · r = st1 ⊗B t2r. The comultiplication ∆ : T → T ⊗R T given by
∆(t) =

∑
j(t

1 ⊗B γj(t
2))⊗R uj and anchor mapping

µ(t)(r) = r ⊳ t = t1rt2 (13)

are R-bilinear and satisfy

σ(r)t = t1 ⊗B rt2 = (t1 ⊗B γj(t
2))(1 ⊗B u1

jru
2
j) = t(1)σ(r ⊳ t(2))

and similarly τ(r)t = t(2)τ(r ⊳ t(1)). The counit is given by ε(t) = µ(t)(1) = t1t2.
We note that the representation µ is the module algebra RT and studied in [16, 9]
as a generalized Miyashta-Ulbrich action.

The corresponding anchor mapping based definition of left bialgebroid is the
opposite of the definition above, given in detail in [1]. Again we are interested in
the example coming from a depth two extension A |B. We recall the left bialgebroid
structure on the endomorphism ring S = EndBAB over R. The source and target
mapping R → S ← Rop are provided by the standard left and right multiplication
mappings λr : x 7→ rx and ρs : x 7→ xs for r, s ∈ R. Of course, λr ◦ ρs = ρs ◦ λr

and RSR is given by

r · α · s = λr ◦ ρs ◦ α = rα(−)s

for α ∈ S. The comultiplication ∆ : S → S ⊗R S is given by

∆(α) =
∑

j

γj ⊗R (α ⊳ uj) (14)

where α ⊳ t = t1α(t2−) is an action of T on S discussed in more detail in the next
section. The counit ε : S → R given by ε(α) = α(1) together with ∆ provides the
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R-R-bimodule S an R-coring structure. Then the anchor map µ : S → EndR is
given by

µ(α)(r) = ε(α ◦ λr)(1) = α(r) (15)

This gives R the structure of a left S-module algebra. The underlying module SR
has been studied in [12, 9].

As shown in the next example, a comparison of anchor maps may lift to an
isomorphism between the bialgebroids they represent.

Example 3.2. SupposeH is a Hopf algebra with antipode τ and A a left H-module
algebra. Consider two left A-bialgebroid structures on the total space A⊗k A⊗k H
which have been studied recently. In [11] the left bialgebroid Ae ⊲⊳ H is defined (by
considering the S construction for a (special depth two) pseudo-Galois extension)
with multiplication given by

(a⊗ b ⊲⊳ h)(c⊗ d ⊲⊳ k) = a(h(1) ⊲ c)⊗ d(τ(k(2)) ⊲ b) ⊲⊳ h(2)k(1), (16)

See the paper [11] for the details; here, we will only need to know that the source
sL : A→ Ae ⊲⊳ H is given by sL(a) = a⊗ 1A ⊲⊳ 1H , and the counit by

ε(a⊗ b ⊲⊳ h) = a(h ⊲ b). (17)

We compute the anchor map µ : Ae ⊲⊳ H → EndA:

µ(a⊗ b ⊲⊳ h)(x) = ε((a⊗ b ⊲⊳ h)(x⊗ 1A ⊲⊳ 1H))

= ε(a(h(1) ⊲ x)⊗ b ⊲⊳ h(2)) = a(h ⊲ xb)

whence (a, b ∈ A, h ∈ H)

µ(a⊗ b ⊲⊳ h) = λa ◦ (h ⊲ ·) ◦ ρb. (18)

In the papers [4, 19] the same data inputs into a left bialgebroid A ⊙ H ⊙ A
where multiplication is given by

(a⊙ h⊙ b)(c⊙ k ⊙ d) = a(h(1) ⊲ c)⊙ h(2)k ⊙ (h(3) ⊲ d)b (19)

source homomorphism by λ(a) = a⊙ 1H ⊙ 1A and counit by

ε(a⊙ h⊙ b) = εH(h)ab (20)

where εH is of course the counit of the Hopf algeba H . The anchor for this bialge-
broid is then (a, b, x ∈ A, h ∈ H):

µ(a⊙ h⊙ b)(x) = ε((a⊙ h⊙ b)(x⊙ 1H ⊙ 1A) = ε(a(h(1) ⊲ x)⊙ h(2) ⊙ b) = a(h ⊲ x)b

i.e.

µ(a⊙ h⊙ b) = λa ◦ ρb ◦ (h ⊲ ·) (21)

Observe that

λa ◦ (h ⊲ ·) ◦ ρb = λa ◦ ρh(2)⊲b ◦ (h(1) ⊲ ·),

which lifts to an isomorphism of bialgebroids Ae ⊲⊳ H ∼= A⊙H ⊙A given by

a⊗ b ⊲⊳ h 7−→ a⊙ h(1) ⊙ h(2) ⊲ b (22)

given in [22] (with inverse, a ⊙ h ⊙ b 7→ a ⊗ τ(h(2)) ⊲ b ⊲⊳ h(1), a bialgebroid
homomorphism commuting with source, target and counit maps and is an A-coring
homomorphism [2]).
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4. On stable modules and their endomorphism rings

Suppose AM is a left A-module. Let E denote its endomorphism ring as a module
restricted to a B-module: E = EndBM . There is a right action of T on E given by
f ⊳ t = t1f(t2−) for f ∈ E . This is a measuring action and E is a right T -module
algebra (as defined in [18, 2]), since

(f ⊳ t(1)) ◦ (g ⊳ t(2)) =
∑

i

t1i f(t
2
iβi(t

1)g(t2−)) = (f ◦ g) ⊳ t.

The subring of invariants in E is EndAM since EndAM ⊆ ET is obvious, and
φ ∈ ET satisfies for m ∈M,a ∈ A:

φ(am) =
∑

j

γj(a)(φ ⊳ uj)(m) =
∑

j

γj(a)εT (uj)φ(m) = aφ(m).

The next theorem shows that the endomorphism ring of the induced module is the
smash product ring of the bialgebroid T with the endomorphism ring E (generalizing
[8, 1.1, M = A]), the isomorphism Ψ : T ⋉ E −→ End AA⊗B M being given by

Ψ(t⊗ f)(a⊗m) = at1 ⊗B t2f(m). (23)

Theorem 4.1. Let M be a left A-module and E = EndBM . If A |B is left depth

two, then there is a ring isomorphism Ψ : T ⋉ E
∼=
−→ EndAA⊗B M .

Proof. We let µM : A ⊗B M → M denote the multiplication mapping defined by
a⊗m 7→ am. Letting F ∈ End AA⊗B M , define Φ : EndAA⊗B M → T ⊗R E by

Φ(F ) =
∑

j

tj ⊗R µM ◦ (βj ⊗B idM )F (1A ⊗−).

Note that Φ ◦Ψ = id, since for t⊗ f ∈ T ⊗R E ,∑

j

tj ⊗R µM (βj ⊗ idM )(t1 ⊗ t2f(−)) =
∑

j

tjβj(t
1)t2 ⊗ f = t⊗ f.

Next, given F ∈ End AA ⊗B M , let F 1(m) ⊗ F 2(m) := F (1 ⊗ m) noting that
F (a⊗m) = aF 1(m)⊗ F 2(m). Observe that ΨΦ = id since

ΨΦ(F )(a⊗m) =
∑

j

at1j ⊗ t2jβj(F
1(m))F 2(m) = aF 1(m)⊗ F 2(m) = F (a⊗m).

Thus Ψ is bijective linear mapping.
Verify that Ψ is a ring isomorphism, using ∆(u) =

∑
j tj ⊗R (βj(u

1)⊗B u2):

Ψ((t⋉ f)(u⋉ g))(a⊗m) = Ψ(tu(1) ⋉ (f ⊳ u(2))g)(a⊗m)

=
∑

j

at1j t
1 ⊗ t2t2jβj(u

1)f(u2g(m))

= au1t1 ⊗ t2f(u2g(m))

= Ψ(t⋉ f) ◦Ψ(u⋉ g)(a⊗m). �

With M = A, we obtain the isomorphism,

T ⋉ EndBA ∼= EndAA⊗B A (24)

Note that if A |B is D2, the module AA ⊗B A is finite projective and a generator
since µ : A⊗B A→ A splits as a left A-module epi. Then EndAA⊗B A is Morita
equivalent to A. If A |B is a Frobenius extension, EndBA is a smash product of
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A and S. In this case, eq. (24) may be viewed as a duality result for D2 Frobenius
extensions (cf. [8], [21, ch. 9]).

The theory of stable B-modules has the intent to generalize a smash product
result like the one above to a certain extent. We sketch the beginnings of such
a project by extending the definition of stable modules and certain theorems in
Schneider [24] to the bialgebroid-Galois extensions. (Recall from [13] that such
Galois extensions are characterized by being D2 and balanced.)

Suppose that A |B is a faithfully flat, balanced, depth two extension of algebras
over a field k. Let R again be the centralizer CA(B), let T op be the left bialgebroid
(A⊗B A)B over R with the opposite multiplication of that in eq. (2) and identical
to T as R-corings, and BR the smallest subalgebra in A containing B (or the image
of B) and R. We recall that A is a left T op-comodule algebra with coinvariants
equal to B (by faithful flatness of the natural module BA) [12]; in particular, A is a
left T -comodule. Of course, T is a left T -comodule over itself (see [2] for comodules
over corings).

Definition 4.2. Suppose M is a left BR-module. We say that M is A-stable if

A⊗B M ∼= T ⊗R M (25)

by a left B-linear and left T -colinear isomorphism.

This definition is most useful when B = BR, e.g. a maximal commutative
subalgebra of A or a trivial centralizer k1A (then our bialgebroids are bialgebras and
Galois extensions are Hopf-Galois extensions). If BR = A we are in the situation
below, that all A-modules are A-stable. Recall our notation ti ∈ T , βi ∈ S for a
left D2 quasibasis.

Proposition 4.3. Any left A-module M is A-stable via the isomorphism

Ψ : A⊗B M
∼=
−→ T ⊗R M, a⊗B m 7−→

∑

i

ti ⊗R βi(a)m (26)

Proof. We note that Ψ is left B-linear since Ψ(ba ⊗B m) =
∑

i ti ⊗R βi(ba)m =
bΨ(a⊗B m) since βi ∈ EndBAB. Recall that A is a left T -comodule via ρL(a) =∑

i ti ⊗R βi(a), and T has coproduct ∆(t) =
∑

i ti ⊗R (β(t1) ⊗B t2). Then we
compute that Ψ is left T -colinear:

(T ⊗Ψ) ◦ (ρL ⊗M)(a⊗m) =
∑

i,k

tk ⊗ ti ⊗ βi(βk(a))m

on the one hand, and

(∆⊗M) ◦Ψ(a⊗m) =
∑

j

tj ⊗R (βj(t
1
i )⊗B t2i )⊗R βi(a)m

on the other hand, equal elements of

T ⊗R T ⊗R M
∼=
−→ A⊗B A⊗B M, t⊗ u⊗m 7−→ t1 ⊗B t2u1 ⊗B u2m (27)

since both map into the element a⊗B 1A ⊗B m.
Finally Ψ has inverse mapping defined by

Ψ−1 : T ⊗R M
∼=
−→ A⊗B M, t⊗R m 7−→ t1 ⊗B t2m (28)

which follows from eq. (3) or [14, 2.2]. �
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Let BM be any B-module, E = EndBM its endomorphism ring, N = A⊗BM its
induced A-module and E = (EndAN)op its endomorphism ring. We make note of
the natural module NE. The depth two structure on A |B imparts on N an obvious
left T -comodule structure with coaction ∆N enjoying a Hopf module compatibility
condition w.r.t. the left A-module structure, since A is a T op-comodule algebra):
(a ∈ A, n ∈ N = A⊗B M)

∆N (an) = a(−1)n(−1) ⊗ a(0)n(0) ∈ T ⊗R N (29)

where the coaction on N is given by n = a⊗B m 7→ a(−1) ⊗R a(0) ⊗B m.
Referring to our smash product decomposition above, we see that the proposition

below is automatic if M is an A-module.

Proposition 4.4. Let BM be a stable module. Then there is a left T op-comodule
algebra structure on E such that N is a Hopf module w.r.t. T and E and the algebra
monomorphism E →֒ coTE, f 7→ idA ⊗ f is bijective.

Proof. Define ∆E : E → T ⊗RE via the canonical isomorphisms (using hom-tensor
relation and TR finite projective) where h := Hom (M,∆N ):

E ∼= Hom(BM,BN)
h
−→ Hom(BM,T ⊗R N) ∼= T ⊗R E.

Denoting ∆E(F ) = F(−1) ⊗ F(0), we note that

F(−1) ⊗R F(0)(1A ⊗B m) = ∆N (F (1⊗m)) (30)

Then N is a (left-right) (E, T )-Hopf module since

∆N (F (a⊗m)) = ∆N (aF (1⊗m)) = a(−1)F(−1) ⊗R F(0)(a(0) ⊗m).

It follows similarly that

∆E(F ◦G) = G(−1)F(−1) ⊗R F(0) ◦G(0)

and ∆E(1E) = 1T ⊗ 1E since
∑

i tiβi(1A) = 1 ⊗B 1 = 1T . Whence E is a left
T -comodule algebra. The mapping E → E is monic since AB is faithfully flat.
Clearly endomorphisms of the form idA ⊗B f for f ∈ E are coinvariants of ∆E by
eq. (30) and that ∆N is ρL ⊗ idM . For the converse, we first note that

M ∼= coT(A⊗B M) via m 7→ 1⊗m (31)

since T ⊗R A is a Galois coring with coinvariants B (cf. [12] and [2, 28.19]). If
F(−1) ⊗ F(0) = 1T ⊗ F , it follows from the displayed mapping that F = idA ⊗B g
for some g ∈ E . �

If T has an antipode satisfying a few axioms (e.g. [3]), one may moreover show
that having a unitary and left T -colinear mapping J : T → E is equivalent to M
being isomorphic to a direct summand of an A-stable module (cf. [24, 3.3]).

5. Hopf subalgebras and codepth two

Let C and D be two coalgebras over a field k. The author defined a notion
of codepth two for a coalgebra homomorphism C → D [15], which is dual to the
notion of depth two for an algebra homomorphism B → A. In this section we recall
the definition of codepth two and provide an example coming from Schneider’s
coGalois theory [23]. Let H be a finite dimensional Hopf algebra over k. A Hopf
subalgebraK ofH has coidealK+ = ker εK and induces the coalgebra epimorphism
H → H/HK+ which we observe to be codepth two in this section.
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Let g : C → D be a homomorphism of coalgebras over a field k. Then C has an
induced D-D-bicomodule structure given by left coaction

ρL : C → D ⊗ C, ρL(c) = c(−1) ⊗ c(0) := g(c(1))⊗ c(2),

and by right coaction

ρR : C → C ⊗D, ρR(c) = c(0) ⊗ c(1) := c(1) ⊗ g(c(2)).

These two coactions commute by coassociativity; we denote the resulting D-D-
bicomodule structure on C by DCD later in this section. In a similar way, any
C-comodule becomes a D-comodule via the homomorphism g, the functor of core-
striction [2, 11.9]. Unadorned tensors between modules are over k, we use a gener-
alized Sweedler notation, the identity is sometimes denoted by its object, and basic
terminology such as coalgebra homomorphism, comodule or bicomodule is defined
in the standard way such as in [2].

Recall that the cotensor product

C ✷DC = {c⊗ c′ ∈ C ⊗ C | c(1) ⊗ g(c(2))⊗ c′ = c⊗ g(c′(1))⊗ c′(2)},

where we suppress a possible summation c ⊗ c′ =
∑

i ci ⊗ c′i. For example, if
g = ε : C → K the counit on C, C ✷DC = C ⊗ C.

Recall that C✷DC is a natural C-C-bicomodule via the coproduct ∆ on C
applied as ∆⊗C for the left coaction and C⊗∆ for the right coaction [2, 11.3]. Then
∆ : C → C ✷DC induced by ∆ (where ∆(c) := c(1) ⊗ c(2)) is a C-C-bicomodule
monomorphism. As D-C-bicomodule it is split by c ⊗ c′ 7→ ε(c)c′, and as a C-D-
bicomodule ∆ is split by c⊗c′ 7→ cε(c′) for c⊗c′ ∈ C ✷DC. (Since c(1)⊗g(c(2))⊗c

′ =
c⊗g(c′(1))⊗c

′
(2), it follows that g(c)⊗c

′ = ε(c)g(c′(1))⊗c
′
(2), whence c⊗c

′ 7→ ε(c)c′

is left D-colinear.) For example, if D = C and g = idC , then C ✷CC ∼= C, since ∆
is surjective.

It follows that C is in general isomorphic to a direct summand of C ✷DC as
D-C-bicomodules: C ✷DC ∼= C ⊕ ∗. Left codepth two coalgebra homomorphisms
have the special complementary property:

Definition 5.1. [15, 6.1] A coalgebra homomorphism g : C → D is left codepth
two (coD2) if for some positive integer N , we have D-C-bicomodule isomorphism

C ✷DC ⊕ ∗ ∼= CN , (32)

i.e., the cotensor product C ✷DC is isomorphic to a direct summand of a finite
direct sum of C with itself as D-C-bicomodules. Right codepth two coalgebra
homomorphisms are similarly defined.

Let D∗ → C∗ be the algebra extension k-dual to g : C → D. Various comodule
structures also pass to modules over the dual algebras. Left coD2 quasibases are
given for each c⊗ c′ ∈ C ✷DC by

c⊗ c′ =

N∑

i=1

ηi(c⊗ c′(1))αi(c
′
(2))⊗ c′(3) (33)

where ηi ∈ (C ✷DC)∗D∗

and αi ∈ EndDCD are called left coD2 quasibases for the
coalgebra homomorphism g : C → D [15]. The equation is analogous to the eq. (3).
There is a right bialgebroid structure on EndDCD over the centralizer C∗D∗

[15].
Schneider introduces the following set-up in [23] for a Hopf algebra H with

bijective antipode τ , which we call coGalois coextension because it is dual to Galois
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H-extensions. Let C be a right H-module coalgebra. This means that in addition
to being a coalgebra and right H-module, it satisfies the obvious compatibility
conditions:

(ch)(1) ⊗ (ch)(2) = c(1)h(1) ⊗ c(2)h(2) (34)

and εC(ch) = εC(c)εH(h) for all c ∈ C, h ∈ H . Then there is the canonical
coalgebra epi p : C → C = C/CH+ where H+ = ker εH , the elements of vanishing
counit, and CH+ a coideal of C. We define C → C to be coGalois in case the
mapping

can : C ⊗H −→ C ✷CC, c⊗ h 7−→ c(1) ⊗ c(2)h (35)

is bijective. Note that can does indeed have codomain in the cotensor product since
h− εH(h)1H ∈ H+.

Proposition 5.2. Suppose H is a finite dimensional Hopf algebra. If the coalgebra
epimorphism p : C → C defined above is coGalois, then it is left and right codepth
two.

Proof. It is not difficult to check that can is a left C-colinear and right C-colinear
homomorphism with respect to obvious C-C-bicomodule structures on C ⊗H and
C ✷C C (via ∆C and (id ⊗ p)∆C). Let dimH = n. Then C ✷C C ∼= Cn as C-C-

bicomodules, whence C → C is right coD2.
Consider the variant coGalois mapping

can′ : C ⊗H −→ C ✷CC, c⊗ h 7−→ c(1)h⊗ c(2) (36)

This is easily checked to be left C-colinear and right C-colinear. But can′ = can◦Φ
via the bijective mapping Φ : C ⊗H → C ⊗H and its inverse defined by

Φ(c⊗ h) = ch(1) ⊗ τ(h(2)), Φ−1(c⊗ h) = ch(2) ⊗ τ−1(h(1)) (37)

Whence can′ is bijective, so C ✷C C ∼= Cn as C-C-bicomodules, whence C → C is
left coD2. �

Corollary 5.3. Let H be a finite dimensional Hopf algebra and K a Hopf subalgebra
of H. Then the canonical coalgebra epimorphism p : H → H/HK+ is codepth two.

Proof. Follows from the proposition if we let C = H be the obvious underlying right
K-module coalgebra (where K takes the place of H in the proposition). We note
that can : H ⊗K → H ✷H/HK+ H is split monic via the retract H ⊗H → H ⊗H ,
x ⊗ y 7→ x(1) ⊗ τ(x(2))y, restricted to the image of can. Schneider [23, Theorem
II] shows that the mapping can in eq. (35) is bijective if injective, and C is a
projective right H-module. But H is free as a natural K-module by the Nichols-
Zoeller theorem [21]. It follows that can is bijective, so that p is codepth two. �

If K is normal in H , i.e., it is adℓ-stable a(1)Kτ(a(2)) ⊆ K and adr-stable

τ(a(1))Ka(2) ⊆ K for all a ∈ H , then HK+ = K+H [21, 3.4.4] so H/HK+ is the

quotient Hopf algebra H .

Corollary 5.4. Let H be any Hopf algebra with bijective antipode and K a normal
finite dimensional Hopf subalgebra. Then the canonical epi p : H → H is codepth
two.

Proof. This follows from the proposition and the proof of the previous corollary,
except that we use a result of Schneider’s [25] to conclude that H is free overK. �
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5.1. Duality between codepth two and depth two. Let k be a field. Suppose
all k-algebras and k-coalgebras are finite dimensional in this subsection. In this
case, there is a duality M 7→ M∗ of finite dimensional C-D-bicomodules with
finite dimensional A-B-bimodules, where A = C∗ is the dual algebra of C (with
convolution multiplication) and B = D∗. The bimodule structure is given by
(a ·m∗ · b)(m) = a(m(−1))m

∗(m(0))b(m(1)) in the obvious notation. We next show
that a morphism of coalgebras g : C → D is codepth two if and only if its dual
morphism g∗ : B → A of algebras is depth two. Moreover, the bialgebroid of a
codepth two extension defined in [15, 6.9] is anti-isomorphic to the bialgebroid S
of the depth two dual algebra extension.

Let C and D be finite dimensional coalgebras, and A = C∗ and B = D∗ be their
dual algebras. Of course, g : C → D is a coalgebra homomorphism if and only if
g∗ : B → A, defined by g∗(d∗) = d∗ ◦ g where d∗ ∈ D∗ = Homk(D, k), is an algebra
homomorphism. Let R = CA(B), the centralizer of the B-B-bimodule induced on
A by g∗ : B → A: thus R = {c∗ ∈ A | ∀ d∗ ∈ B, g∗(d∗)c∗ = c∗g∗(d∗)}.

Theorem 5.5. Let g : C → D be a homomorphism of coalgebras. Then g : C → D
is (left) coD2 if and only if the algebra homomorphism g∗ : B → A is D2. Moreover,
the R-bialgebroids EndDCD and EndBAB are anti-isomorphic.

Proof. (⇒) We are given a split epimorphism of natural D-C-bicomodules CN →
C ✷DC. Applying the duality mentioned above, we obtain a split monomorphism
of natural D∗-C∗-bimodules (C ✷DC)∗ → (C∗)N .

We note the [6, Lemma 3.5] which holds if C alone is finite dimensional: as
A-A-bimodules, there is an isomorphism π,

A⊗B A
∼=
−→ (C ✷DC)∗ (38)

where π(a⊗ c∗)(c⊗ d) = a(c)c∗(d) for a, c∗ ∈ A, c⊗ d ∈ C ✷DC.
Then A ⊗B A ⊕ ∗ ∼= AN as B-A-bimodules. Whence g∗ : B → A is left D2.

Similarly, we argue that C → D is right coD2 ⇒ g∗ : B → A is right D2.
(⇐) We are given a split epi AN → A⊗BA ofB-A-bimodules. Note that A∗ = C,

so by dualizing we have a split monic (A ⊗B A)∗ → CN of D-C-bicomodules.
By eq. (38), (A ⊗B A)∗ ∼= C ✷DC as C-C-bicomodules. By corestriction then
C ✷DC ⊕ ∗ ∼= CN as D-C-bicomodules. Thus g : C → D is left coD2. Similarly,
we argue that g : C → D is right coD2 if g∗ : B → A is right D2.

The right bialgebroid EndDCD over R described in [15, 6.9] is anti-isomorphic
to the left bialgebroid EndBAB described in section 3 via the mapping (α ∈
EndDCD, c∗ ∈ A)

EndDCD → EndBAB, α 7−→ α̂, where α̂(c∗) = c∗ ◦ α (39)

We leave it as an exercise to show that this defines an anti-isomorphism of R-
bialgebroids. For example, the transform of the target map on r ∈ R is λr, since

for each c ∈ C t̂R(r)(η)(c) = r(c(1))η(c(2)) = λr(η)(c) by equation [15, (23)]. The

counit εS of the transform of α ∈ EndDCD is evaluation at 1C∗ = εC , εS(α̂) =
α̂(1A) = εC ◦ α = εE(α) by the counit equation [15, (25)]. Moreover, ∆S(α̂) =
α̂(1) ⊗ α̂(2) since by equations [11, (7)], [15, (32)] (φ, η ∈ C∗, c ∈ C)

(α̂(1)(φ) ∗ α̂(2)(η))(c) = α̂(φ ∗ η)(c) = (φ ∗ η)(α(c)) = φ(α(c)(1))η(α(c)(2))

= φ(α(1)(c(1)))η(α(2)(c(2))) = (α̂(1)(φ) ∗ α̂(2)(η))(c)

where ∗ represents the convolution product on C∗. �
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