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DISTRIBUTIVE LAWS FOR RELATIVE MONADS

GABRIELE LOBBIA

ABSTRACT. We introduce the notion of a distributive law between a relative monad
and a monad. We call this a relative distributive law and define it in any 2-category .
In order to do that, we introduce the 2-category of relative monads in a 2-category I
with relative monad morphisms and relative monad transformations as 1- and 2-cells,
respectively. We relate our definition to the 2-category of monads in K defined by
Street. Using this perspective, we prove two Beck-type theorems regarding relative
distributive laws. We also describe what does it mean to have Eilenberg—Moore and
Kleisli objects in this context and give examples in the 2-category of locally small
categories.
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INTRODUCTION

Context. Monads are very helpful tools both in mathematics (see [6]) and in computer
science (see [25]). They were first introduced as endofunctors S: C — C with natural
transformations m: S* — S and s: 1¢ — S acting as multiplication and unit. Then,
Manes [19, Definition 3.2] introduced the equivalent notion of a Kleisli triple, which
relies on a mapping of objects S: Ob(C) — Ob(C), an extension operator sending any
map f: X — SY to one of the type fT: SX — SY and a family of maps sx: X — SX.
In recent years, monads with this description have been called no—iteration monads or
(left) extension systems, and they have been studied in [1320123]24].

This description of monads leads to a generalisation, known as relative monads [4,
Definition 2.1]. These are monad-like structures on a base functor I: Cy — C, i.e. for any
X € Cp an object SX € C, for any X, Y € Cy a extension operator (—)TS: C(IX, SY) —
C(SX, SY) and a unit sx: IX — SX satisfying unital and associativity laws.
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In monad theory an important notion is the one of a distributive law [8,22] of a
monad 7' over another monad S, i.e. a natural transformation d: ST — T'S satisfying
four compatibility axioms. In [8] Beck proved that a distributive law d: ST — T'S is
equivalent to a lifting of T" to S-algebras. It is well known, and often attributed to Beck
as well, that a distributive law d: ST — TS is also equivalent to an extension of S to
the Kleisli category of T'.

In [22] Proposition 3.5] we find a characterization of distributive laws d: ST — T'S in
terms of S-algebras «.: ST'S — TS with some properties. This description is extended in
[24, Theorem 6.2] to extension systems. Then [I3] provides the definition of a distributive
law of a right extension system with respect to a left extension system (also called
a no-iteration distributive law or a distributive law in extensive form), where a right
extension system is the dual notion of an extension system. Finally, mixed distributive
laws (between a monad and a comonad) have been studied in terms of extension systems
in [23].

The main aim of this paper is to develop further the theory of distributive laws by
introducing the notion of a distributive law between a relative monad T" and a monad
S, which we call a relative distributive laws (Definition B.2]). In particular we prove a
counterpart of Beck’s equivalence for relative distributive laws (Theorem [6.19]).

We take a 2-categorical approach to the subject, inspired by the formal theory of
monads [17,28], using also ideas from [2I]. Let us briefly recall how distributive laws
can be treated using this point of view. First, for a 2-category K, one introduces the
2-category Mnd(K) of monads, monad morphisms and monad 2-cells [I7,28]. Then, one
introduces the notions of an (indexed) left module and left module morphism, uses them
to introduce a 2-category Lift(K) of monads, liftings of maps to left modules and lifting
of 2-cells to left modules (approach used for pseudomonads in [21]), and proves that
Mnd(K) and Lift(K) are 2-isomorphic. Once this is done, everything follows formally.
First, one gets an equivalence between distributive laws (which are monads in Mnd(K))
and liftings of monads to left modules (which are monads in Lift(K)). Secondly, by
duality, one obtains a 2-isomorphism Mnd(K°P)°P with Lift(K°P)°P, which leads to
the corresponding result on the equivalence between distributive laws and extensions of
monads to right modules. Since representability of left and right modules corresponds
to existence of Eilenberg—Moore and Kleisli objects, respectively, in that case one gets
a version of Beck’s theorem. Importantly, in the equivalence between distributive laws
d: ST — TS and liftings of T to the category of Eilenberg—Moore algebras of .S, one
considers S as a part of an object of Mnd(K) and T as part of a monad morphism,
while in the equivalence between distributive laws d: ST — T'S and extensions of S to
the Kleisli category of T', one considers T as part of an object of Mind(K) and S as part
of a monad morphism. The equivalence between all these notions is possible because of
the aforementioned duality and because Mnd(KC°P)°P has the same objects as Mnd (K).

We will introduce a 2-category Rmd(K) of relative monads, relative monad mor-
phisms and relative monad transformations in K. This 2-category generalises the one of
no-iteration monads introduced in [I3]. Importantly, Rmd(K) is more closely related
to Mnd(K°P)°P rather than to Mind(K). Indeed, it contains Mnd(K°P)°P as a full sub-
2-category (Proposition B.5]). This is motivated by the fact that relative monads are
particularly suited to study Kleisli categories. Then, we extend some results of [411] to
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our setting, proving them for any 2-category. Using this point of view, we introduce a
notion of distributive law of a relative monad 7" on a monad (Definition (.1]), which we
call relative distributive law (Section [H). We then show that it is equivalent to an object
of Mnd(Rmd(K)).

The first difference we find between our work and the formal theory of monads is
that the objects of Rmd(K°P) are not the same as those of Rmd(K). The issue is that
the notion of operator (Definition [[.2)) that is involved in the definition of a relative
monad does not dualise, i.e. an operator in X°P is not an operator in K. For this reason,
the duality available for monads fails and we need to consider separately left and right
modules. In each case, we are able to prove some, but not all, counterparts of some of
the results valid in the classical case. Remarkably, the combination of these results still
allows us to obtain a version of Beck’s theorem (Theorem [6.19]).

Using left modules for a relative monad we are able to find a relative adjunction
(Theorem [A.5]). In particular, thanks to this result we can prove that if a 2-category
has relative Eilenberg—Moore objects, then any relative monad is induced by a relative
adjunction (Theorem [4.6]). On the other hand, we do not have a correspondence between
relative monad morphisms and liftings of morphisms to left modules. Nevertheless, we
get an equivalence between relative distributive laws and liftings of relative monads to
left modules (Theorem [5.9]).

Considering right modules we do not get a relative adjunction (see Remark [6.7]).
Instead, we use them to get a correspondence between relative monad morphisms and
liftings of morphisms to right modules (Proposition [6.10). In particular, we can define
a 2-category LiftR(KC) of liftings to right modules and prove that it is 2-isomorphic to
Rmd(K). Thus, we get an equivalence between relative distributive laws and liftings
of monads to right modules of a relative monad (Theorem [6.18]), for which we use an
argument similar to the one in [2§].

A further motivation for this work is to provide a first step towards the definition
of a notion of a pseudodistributive law between a relative pseudomonad [I1] and a 2-
monad [9]. Part of a Beck-like theorem has already been translated in this setting
[11, Theorem 6.3] without defining the notion of a pseudodistributive law. With this
definition, it will be possible to interpret the results in [I1, Section 7] with a relative
pseudodistributive law of the presheaf relative pseudomonad on the 2-monad for free
monoidal categories, or for symmetric monoidal categories etc.

In this paper we work within a 2-category, but it is worth mentioning Arkor’s PhD
thesis [5, Chapter 5] where relative monads in a proarrow equipment are introduced.

Outline of the Paper. In Section [ we introduce our notation and the definition
of operator, which generalises the notion of a family of maps C(Fz,Gy) — C(F'z,G'y)
natural in z and y. Section [2 uses operators to translate some results for relative monads
in Cat to any 2-category XK. Then, in Section B we define explicitly the 2-category
Rmd(K). In Section [l we define algebras for a relative monad and use them to describe
when a relative monad is induced by a relative adjunction. In Section B we define
a relative distributive law and then prove the first Beck-type theorem. Section [f] is
devoted to the 2-isomorphism between LiftR(K) and Rmd(K) and the second Beck-
type theorem. We conclude the paper with some examples.



1. PRELIMINARY DEFINITIONS

Throughout this chapter, for a 2-category K, we use letters X, Y, Z ... to denote
O-cells, F: X - Y,G:Y — Z ... for l-cells and f: F — G, a: F — F' ... for 2-cells.
Regarding compositions, we will write G o F' or GF for composition of 1-cells. For 2-
cells we denote with S oa: GF — G'F’ or juxtaposition for horizontal composition and
f'-f: F — H for vertical composition. We will denote with (A, B): O — X;Y spans in
K and with (F,G): Y; X — Z cospans, i.e. diagrams as below.

O X Y
v N PN
X Y VA

When it will be clear from context, we will sometimes avoid saying explicitly which
spans/cospans we are considering and might refer to them as [F, G]. For 2-categorical
background we redirect the reader to [12L16].

Let us recall the definition of a relative monad [4, Definition 2.1].

Definition 1.1. A relative monad on a functor I : Cy — C consists of:
e an object mapping S: Ob(Cy) — Ob(C);
o for any z, y € Cop, a map (—)g: C(Jz, Sy) — C(Sz, Sy) (the extension);
e for any x € Cp, a map s,: Ix — Sz (the unit);

satisfying the following axioms

e the left unital law, i.e. for any k: Iz — Sy, k = k* - s,;
e the right unital law, i.e. for any x € Cy, s = 1gg;
e the associativity law, i.e. for any k: [z — Sy and [: Iy — Sz, (I* - k)* =1* - k*.

Given a relative monad, it follows that S is functorial and s and (—)§ natural (see [4]).
A relative monad with I = 1¢ is a no-iteration monad (also called extension system [24]
Definition 2.3]). The notion of a no-iteration monad can be generalised to any 2-category
K thanks to the definition of pasting operators [24, Definition 2.1], which is a mapping
of 2-cells as shown below

O oy Y O irr Y

“ f (_)# f#
A = S N> A = U
A Z Z #) Z/,

indexed on spans (A, B): O — Z;Y and satisfying two axioms. Similarly, the extension
of a relative monad can be expressed as a mapping of the form

1 Y > CO 1 Y > (CQ
% (=)s 133

z BN S AN x - S

Co—C Co ——C,
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where 1 is the terminal category and z, y: 1 — Cgy are the constant functors to x and
y respectively, satisfying two axioms. With this in mind, we can see how the next
definition generalises pasting operators and gives us a way to define a relative monad in
any 2-category.

Definition 1.2. Let
X Y X Y
F\ / G F’\ / G
Z A

be two cospans in a 2-category K. An operator (—)#: [F, G] — [F', G'] is a family of
functions, for any span of arrows (A, B): O — X;Y

(—)% 5 K[O, Z)(FA, GB) — K[0, Z'|(F'A, G'B)

o Fouy 0Py
A — G N> A — G'
XTZ XTZ,,

satisfying the following axioms:

O _p
™~ 0 B Yy
e indexing naturality, i.e. for any diagram A N BG ,(fP)* = f7P;
X——Z

F
B

~

e left naturality, i.e. for any diagram A’ = :5’4 L, BG ,(f-Fa)# = f#* . Fla;

v

X——F7Z
B/
o felY
R
e right naturality, i.e. for any diagram A :f> ¢ ,(GB- f)# =G5 f#.

v

X——7Z

The axioms of indexing, left and right naturality represent naturality in O, A and B
respectively. When we consider F' = 1x (so an operator [1x, G] — [F', G']) we get
back the definition of pasting operator given in [24]. The conditions of whiskering and
blistering of [24] correspond to indexing and left naturality, while right naturality is



6

deducible from [24 Lemma 2.2] and the interchange law of K. Pasting operators are
also studied in [I3], where both left and right pasting operators are introduced. Following
the reasoning above we can see that right pasting operators are equivalent to operators
in K with F' = 1x.

Ezample 1.3.

(i) Let us consider K = Cat. We will show that, in this particular 2-category, an

operator is equivalent to a family of maps indexed by pairs of objects. Let X, Y, Z
and Z' be categories and (F,G): Y;X — Z and (F',G’): Y; X — Z' be two cospans
in Cat. Let (—)#: [F, G] — [F’, G'] be an operator. Then, if we consider the span
given by (z,4): 1 — X;Y with # € X and y € Y, the operator (—)# gives us a
family of maps
(—)Ey: Z(Fz,Gy) — Z/(F'z,Gy)
y y

1 »Y 1 > Y
f (—)# f#

T = G N> T — G’

X—F—1%Z X——F—7

Left and right naturality of (—)# tell us that these maps are natural in 2 and y
respectively. Conversely, if we have such a natural family of maps, then we can
construct a pasting operator in the following way. For any span (A, B): O — X;Y
and any natural transformation f: FA — GB, we define the component of the
natural transformation f#: FA — GB at o € O as

(f)ﬁOBO: FAo — GBo
Bo Bo

1 »Y 1 > Y
s (=)Ao, (50
Ao — G AN Ao — el
X —F Z X — 7.

Using naturality in a and b and naturality for f we can prove that f# is also
a natural transformation. Moreover this definition satisfies all the axioms of an
operator: indexing naturality follows directly from the definition, left and right
naturality follow from naturality in a and b respectively.

Let us look at the notion of operator when we set K = V-Cat, the 2-category
of V-categories with V a monoidal category. For background in enriched category
theory we redirect the reader to [I5].

We have a description similar to the one in the previous example. Let X, Y, Z
and Z' be V-categories and (F,G): Y;X — Z and (F',G’): Y;X — Z' be two
cospans in V-Cat. Also in this case an operator (—)#: [F, G] — [F’, G'] is equiv-
alent to a family of functions, for any a € X and b € Y,

(), Z(Fa,Gb) — Z'(F'a,G'b)
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natural in a and b, where Z and Z' are the underlying categories of Z and Z/,
respectively. We get this characterisation by setting @ = I the unit V-category,
which has one object and the monoidal unit I € V as hom-object.

(iii) Let us consider another important example in X = V-Cat (we will use the same
notation as above). If we have a natural family of maps in V, for any a € X and
bey,

(), Z(Fa,Gb) — Z/(F'a,G'b),
then we can construct a pasting operator in the following way. For any span
(A, B): 0 — X;Y and any V-natural transformation f: FA — GB, then we define
the o € O component of f# as

#
(7)A0,Bo

122 7(F Ao, GBo) —222 7/(F' Ao, G'Bo).
Using naturality in a and b and V-naturality for f we can prove that f# is also
a V-natural transformation. Moreover this definition satisfies all the axioms of an
operator: indexing naturality follows directly from the definition, left and right
naturality follow from naturality in @ and b respectively.
(iv) Let V be a strict monoidal category and let us consider K = XV the one-object
2-category with hom-category V. Then, two cospans in ¥V

* * ES ES
X\ / y X’\‘ / Y
* k

are two pair of objects X,Y and X', Y’ in V. Thus, it is easy to check that an
operator [X,Y] — [X,Y’] in ¥V is a natural family of maps

VIX®AY®B) = VX ®AY @ B),
i.e. a natural transformation between the profunctors
VXR—-Y®R-)= VX @Y &)

(v) Let C be a category and let us consider K = C the locally discrete 2-category
associated to C. Then, a pair of maps F,G: X — Y in C are jointly monic if and
only if there exists an operator [F,G] — [1x,1x] in C.

Using operators we can also define relative adjunctions in IC as follows.

Definition 1.4. Let I: Cy — C be a 1-cell in K. A relative adjunction in K over I,
denoted as F' ;- G consists of an object D in K together with:

e two l-cells F: Cy — D and G: D — C;

e a 2-cell v: I — GF;
such that the operator G(—)¢: [F, 1p] — [I,G] induces isomorphisms, for any span
(A,B): O — Cy; D,

K[O, D](FA, B) = K[O, C)(IA, GB)

Remark 1.5. By taking I = 1¢ we see that this definition generalises that of an adjunc-

tion in K [16 Section 2.1]. Additionally, considering the case I = Cat we see that it
also generalises the definition of relative adjunction defined in [31, Definition 2.2].



In [30, Proposition 7] we find an alternative definition of a relative adjunction using
absolute left liftings. The next proposition shows that our definition with operators is
equivalent to the one with liftings.

Proposition 1.6. Given the following diagram in K

/ﬂ\

Co ———C

then, F' is an absolute left lifting of I along G if and only if F;r 4 G.

Proof. Let us start assuming that F' is an absolute left lifting of I along G with universal
2-cell v: I — GF. We need to show that the operator G(—)¢: [F, 1] — [I,G] is invertible,
i.e. for any span (A, B): O — Cy; D

K[O, D|(FA, B) = K[O, C|(IA, GB).

First, let us notice that, since F' is an absolute left lifting, (F'A,tA) is a left lifting of
IA along G. Therefore, for any 2-cell 5: TA — GB be a 2-cell, there exists a unique
a: FA — B such that Ga - 1A = 5. Hence, G(—)¢ is invertible.

On the other hand, if we have an invertible operator G(—)¢: [F,1] — [I,G] we can
prove that ¢ provides F' as an absolute left lifting of I along G.

e First, let us prove that F' is a left lifting. For any 2-cell 8 of the form

D Co **E% D

2 1
Pile = el & o
Cy — C Cy — C,

since [G(—)t|ic,,p is invertible, there exists a unique a: Flg, = F' — B such
that G(a)t = 8, which is the required lifting property.

e Second, we need to prove that this lifting is absolute, i.e. that for any 1-cell
A: O — Cp, then FA is a left lifting of IA along G. This again, follows by the
isomorphism

G(—-)t: K[O, D|(FA, B) = K[O, C|(IA, GB). 0
Let us underline the fact that we have not used the naturality axioms for an operator

in the proof of the proposition above. This is because we were considering G(— )¢ which
is always an operator.

Remark 1.7. Weber in [32] Example 2.18] defines a fully faithful 1-cell F': X — Y in a
2-category K as a 1-cell such that the identity cell

X X, x
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exhibits 1x as an absolute left lifting of F' along itself. Using Proposition [[L6] this is
equivalent to (1x)p 4 F, i.e. F induces an invertible operator [1x,1x]| = [F, F].

The next proposition gives a characterisation of operators in 2-categories with comma
objects. For the comma object of F' and G we will use the following notation:

F/G 2y
pxl :——L‘> lG
X — 7
Proposition 1.8. Let K be a 2-category. Given two cospan
X

X Y Y
F\ / G F’\ / G
A z'
if the comma objects F/G and F'|G' exist, then operators (—)*: [F,G] — [F',G'] are
equivalent to 1-cells H: F/G — F'/G" such that

F/G 5 F /@ and F/G

(1.1) & lp’x \
- X F’/G’ — Y.
Py

Proof. Let us start with an operator (—)#: [F,G] — [F',G"]. Setting O := F/G, A :=
px and B := py, we can apply the operator (—)# to the 2-cell p.

F/G -y F/G -y
P (_)I#fx-py p#
px — G N> px = el
X ——— 7 X——— 7

Then, by the universal property of the comma object F’/G’, there exists a unique
H#: F/G — F'/G' such that
. e By

i/’> -
/
G’ pfxl =L lG’

X*>Z’ XT>Z’

Py

NH#
>

Conversely, we now show how to construct an operator (—)7: [F,G] — [F',G"] given

a l-cell H: F/G — F'/G" with isomorphisms as in ([I)). Let (4,B): O — X;Y be a
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span and f: FA = GB a 2-cell in K. By the universal property of the comma object
F/G, there exists a unique 77: O — F/G such that

\
—;:}
A

XT>Z

O

Y —

G

Then, we define the 2-cell f¥ as the following pasting

X —— 7.
F/

Now we need to prove that (—)¥ satisfy all of the three naturality axioms for an operator.

e Indexing naturality: Given a 1-cell P: O’ — O, we need to prove that f7P =
( fP)H . This is true because both these maps correspond to the 1-cell T/Q
through the (1-dimensional) universal property of the comma object F'/G'.

e Left naturality: Given a: A’ — A, we need to prove that (f-Fa)? = ff.F'a.
Let us denote with 7/ and T/F? the 1-cells O — F/G corresponding to f
and f - Fa, respectively. Then, one can check that we can construct a 2-cell
a: TTF* - T corresponding to

0 o, G
Tf Fa \\ N\

(6%
a

FIG & F/G 2y = F/G -pv3 Y

px == JG pxl =L JG

Px v
X — 7 X — Z.

Therefore, Ha: HT/ ¥ — HT/ is a 2-cell between 1-cell with codomain F’/G.
Finally, using the isomorphism pxa@ 2 p'y Ha, the 2-dimensional universal prop-
erty of F'/G’ shows that the 2-cells (f - Fa)f and f7 - F'a are equal.

e Right naturality: This is analogous to left naturality. U
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In Cat, this proposition shows how families of maps Z(Fz, Gy) — Z'(F'z, G'y) nat-
ural in = and y, correspond to functors (F' | G) — (F' | G’) between the comma cate-
gories. Let Cat(E) be the 2-category of internal categories in a category with pullbacks
E. It is known that Cat(E) has comma objects, for example it follows from [10, Propo-
sition 3.19] using the construction of comma objects via cotensors with 2 and pullbacks
given in [29]. Some important examples of internal categories are double categories and
(small) strict monoidal categories, where we take E equal to Cat and to Mon, the
category of monoids, respectively. Hence, Proposition [[.§] gives a recipe to interpret
operators also in these 2-categories.

In [I8, Section B.I.2] Lawvere gives a definition of adjoints using comma categories,
which is equivalent to the classic one (see [I8, Theorem B.I.2.1]). Putting together
Propositions and [[L8 we get a similar description for relative adjunctions in our
setting.

Proposition 1.9. Let K be a 2-category with comma objects and

N

Co ————C

a diagram in KC. Then, Lj 4 R if and only if there exists an invertible 1-cell L/1p — J/R
satisfying the equations (I.1)).
Proof. Set F =L, G=1, F' =1 and G’ = R in Proposition [L.8 O

Remark 1.10. Let us state three properties that will be useful to prove that any relative
adjunction induces a relative monad (Lemma [2.3]).
e We can easily see that given two operators [F1, G1] — [F2, G2] and [Fy, Ga] —
[F5, G3] we can construct a composition operator [Fy, G1] — [F3, G3] composing
component-wise.
e An example of an operator is, for any l-cell T: Z — Z' in K, T(—): [F, G] —
[TF, TG] definedas Tf: TFA — TGB for any f: FA — GB. Indexing, left and
right naturality in this case derive from the unique interpretation of a pasting
diagram in a 2-category.
o Let (—)#: [F, G] — [F’, G'] be an operator between the cospans (F,G): X;Y —
Z and (F',G"): X;Y — Z'. Then, given any 1-cells Fy: Xo — X and Gp: Yy —
Y, we can construct a new operator

(—)# . (Fo,GQ)I [FF(), GG()] — [F/F(), G/Go].

For any span (A, B): O — Xj;Yp we define the action of (—)?0 G, on a 2-cell
f: FIhA —» GGyB as

() - (Fo, Go)la.s = (N 4o

All three naturality axioms for (—)# - (Fy, Go) hold since they are particular cases
of the ones of (—)#.

We will use the following proposition in Section [2]to prove that any relative adjunction
induces a relative monad (Lemma 2.3)).



12

Proposition 1.11. Let (—)#: [F, G] — [F’, G'] be an operator such that each (—)jB
is an isomorphism. Then the family of functions sending any g € K[O, Z'|(F'A, G'B

to the unique [ such that ffB = g forms an operator (—)’: [F', G'| — [F, G].
Proof. Let us check all the axioms for (—)°. For any P: O’ — O,
PP=(Py <« (f'P)*=(fP))*.

The second equation is true using the fact that (—)° is locally the inverse of (—)# and
indexing naturality for (—)#. With the same reasoning we can prove that (—) satisfies
also the other axioms. O

2. RELATIVE MONADS IN K

Using Definition we can define a relative monad in any 2-category X as follows.
Definition 2.1. A relative monad (X, I, S, (—)g, s) in K consists of a pair of objects
X, Xo € K together with:

e two l-cells I, S: Xg — X (we say that S is a relative monad on I);

e an operator (—)L: [I, S] — [S, S] (the extension operator);
e a2-cell s: I — S (the unit);

satisfying the following axioms:
e the left unit law, i.e. for any A, B: O — Xy

TA—2 5 54
Il

k
SB;

e the right unit law, i.e. st = 1g;
e the associativity law, i.e. for any 2-cells k: [A — SB and [: IB — SC

SALSB

It
(1Rt

SC.

With an abuse of notation, we will refer to a relative monad (X, I, S, (—)L, s)in K
only with (X, I, S).

Example 2.2.

(i) Let us consider relative monads in K with Xo = X and I = 1x. Since operators
with I = 1x are pasting operators, we get back exactly no-iteration monads in K
[24] Theorem 2.4].

(ii) Thanks to part ({l) of Example[[.3] setting K = Cat gives back exactly the definition
of relative monad given in [4] and recalled in Definition [T here.
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(iii) Using part (@) of Example [[3 we can write more explicitly what is a relative

monad (X, 7, S) in V-Cat. Such an object consists of a pair of V-categories X and
Xo together with:

e two V-functors I,5: Xy — X

e a family of functions for any a,b € X, (—)TS: X(Ia, Sb) — X(Sa, Sb) natural

in a and b (with X the underlying category of X);

e a V-natural transformation s: I — S
satisfying the left /right unital laws and associativity.

We notice that this is not an enriched relative monad [27, Definition 4], which
involves a natural family of maps in V, for any a,b € Xg,

(—)¥,: X(Ia, Sb) — X(Sa, Sb).

Using the operators described in part (i) of Example [[3] we can see that an
enriched relative monads gives rise to a relative monad in V-Cat. It would be
interesting to investigate when the opposite is possible, i.e. when we can construct
an enriched relative monad starting from a relative monad in V-Cat. For instance,
if the monoidal unit I is a dense generator then V(I,—) is fully faithful and so
natural families of maps X(Za, Sb) — X(Sa, Sb) in V correspond to natural families
of maps X(Ia, Sb) — X(Sa, Sb).

(iv) We might call relative monads in K = Cat(E) internal relative monads. In par-
ticular, for E = Cat we get double relative monads and for E = Mon monoidal
relative monads.

(v) Let K = Pos be the 2-category with objects posets, 1-cells order-preserving maps
and where there exists a 2-cell between two 1-cells f and ¢ if and only if f < g.
Then, a relative monad in Pos consists of two posets Xg and X together with

e an order preserving map [: Xg — X
e for any a € Xy, an element Ta € X;
such that

Ta=Min{z € X | 3b € Xpsuch that Thb = zand Ia < z}.

(vi) Let C be a category and let us consider K = C the locally discrete 2-category
associated to C. We recall that a monad in C is just an object in C. Instead, a
relative monad in C is a morphism in C.

When we set K = Cat we know that any relative monad is induced by a relative
adjunction [4]. It is natural to wonder if the same holds in any 2-category K.

Lemma 2.3. A relative adjunction F 14 G induces a relative monad (X, I, GF).

Proof. By Proposition [L.TI] the operator G(—)¢: [F, 1] — [I, G] induces an operator
(=)*: [I, G] — [F, 1]. Then, by Remark [LT0 we get an operator

(=)* = (=) -(1,F): [I, GF] — [F, F).

We define the extension operator (—) of S =4t GF as (—)# composed after with G(—)
(by Remark [[.T0l we get an operator of the required type). As unit we consider s := ¢.
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The left unital law follows from the fact that (—)# is the inverse of G(—)t¢, and
therefore for any f: IA — SB we have f = G(f#). = fi..
Moreover we can deduce also the right unital law, as

(s)T = G((s)") (by definition of (—)T)
= G((G(1p))™) (by definition of s and identity law in K)
=Glp =1gr =153 (since (—)¥ inverse of G(—)¢).

We have left to check the associativity law. Given f: IA — SB and g: IB — SC, we
have

(9" Nt =a(@G™)N*) (by definition of (—)T)
= G((G(g")G(f#))*) (by left unital law)
= G((G(g* fH*) (by strict functoriality of G)
= G(g" ) = G(g")G(f7) = ¢' f1 (by left unital law). O

3. THE 2-CATEGORY OF RELATIVE MONADS

In this section, fixed a 2-category K, we will give the definition of the 2-category Rmd(K)
of relative monads in .

Definition 3.1. Let (X, I, S) and (Y, J, T') be two relative monads in K. A relative
monad morphism (F, Fy, ¢): (X, I, S) — (Y, J, T') consists of two 1-cells Fy: Xo — Yp
and F': X — Y and a 2-cell ¢: F'S — T Fy satisfying the following axioms:
o FI = JF:
e unit law, i.e. the following diagram commutes
FS

e
tFy

T Fo;

e crtension law, i.e. for any l-cells A, B: O — Xg and 2-cell k: TA — SB the
following diagram commutes

FSA—"2 TR A
F(kf) (6B - FE)}.

FSB 5 TkyB.

Remark 3.2. A relative monad morphism (F, Fy, ¢): (X, I, S) — (Y, J, T) between
monads, i.e. when Xg = X, I = 1x, Yy = Y and J = ly, is the same as a monad
morphism (F, ¢): (X, S) — (Y, T') in Mnd(K°P)°P.

Two notions of morphisms of relative monads in Cat appear in [4, Definition 2.2]
and [2| Definition 6]. In [4] they define a morphism of relative monads between relative
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monads on a common functor Cy — C, which is the same as Definition B.] (in Cat)
setting [ = J and Fy = 1¢,. Instead, in [2], they generalise the definition of colax
morphism of monads to relative monads. Our definition of relative monad morphism in
K = Cat is a particular case of the one in [2] (with N = 1). We choose to impose the
equality F'I = JFy in Definition [31] to get exactly monad morphisms when we restrict
to relative monad morphisms between monads (see Remark [3.2)).

Definition 3.3. Let (F, Fy, ¢), (F', F§, ¢'): (X, 1,S) — (Y, J, T) be two relative
monad morphisms. A relative monad transformation (p, po): (F, Fy, ¢) — (F', F}, ¢)
consists of two 2-cells p: F' — F’ and pg: Fy — F{ such that:

e Jpo = pl;

e the following diagram commutes

Fs -2 prg

o @'
/
TFy —— TF.

Remark 3.4. A relative monad transformation (p, po): (F, Fy, ¢) — (F', Fj, ¢') with
Xo=X,1=1x,Yy =Y and J = 1y is the same as a monad transformation of the
form p: (F, ¢) — (F', ¢') in the sense of Street [28].

Proposition 3.5. Let K be a 2-category. There is a 2-category Rmd(K) of relative
monads in K with relative monads, relative monad morphisms and relative monad trans-
formations as 0-, 1- and 2-cells. O

Using part (i) of Example and Remarks and B.4] we get the following proposi-
tion, which shows how our definition of Rmd(K) extends Street’s definition of Mnd(K)
[28], the 2-category of monads in a 2-category K. Before stating the proposition we
recall the definition of full sub-2-category.

Let K and £ be two 2-categories. A 2-functor J: K — L exhibits I as a full sub-2-
category of L if for all pair of objects =, y € K the functor J, ,: K(z, y) = L(Jz, Jy) is
an equivalence of categories.

Proposition 3.6. Mnd(K°P)°P is a full sub-2-category of Rmd(KC) consisting of relative
monads (X, I, S) with Xo = X and I = 1x.

In Section [6l we will describe an equivalent way to define morphisms of relative monads
using a generalised version of right modules. We will then build a 2-category 2-isomorphic
to Rmd(K).

4. RELATIVE ALGEBRAS

We now introduce the notion of an Eilenberg-Moore object for a relative monad,
which we will refer to as relative EM object. The approach used is the same as the one
n [28]. The notion of relative algebra for a relative monad has been already introduced
in [4,24], here we complete it using our definition of operator (Definition [[2)). From now
on we will consider a relative monad (X, I, T') € Rmd(K).
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Definition 4.1. Let K € K. A K-indexed relative EM-algebra (or relative left module)
consists of a l-cell M: K — X together with an operator (—)": [I, M| — [T, M]
satisfying the following axioms:
e unit law, i.e. for any span (A, B) : O — Xo; K and any 2-cell h: A — M B the
diagram below commutes

A4 1A

h/?n
h

M B;
e associativity law, i.e. for any pair of spans (4, B): O — Xy; K and (C, A): O —
Xo and any 2-cells h: [A — M B and k: IC — T A, the diagram below commutes
TC - TA

(hm k,)n\ Jhm

MB.

Definition 4.2. Let K € K and let (M, (—)™) and (N, (—)") be two K-indexed relative
EM-algebras. A K-indezed relative EM-algebra morphism f: (M, (=)™) — (N, (—)")
consists of a 2-cell f: M — N such that for any 2-cell h: IA — M B (given any span
(A, B): O — Xo; K):

TA " MB
B

(fB -y !
NB.

Clearly there is a category Mod” (K) of K-indexed relative algebras. Therefore we
have an induced 2-functor

Mod (-)
KP ———  Cat

K ——— Mod” (K) (M, (=)m)
/| bor
K ———— ModT(K')  (MF,(=)m - (L, F)),
where we recall that the notation (=), - (1, F) was defined in Remark [[LTOl

Definition 4.3. We say that a relative monad (X, I, T') € Rmd(K) has a relative EM
object if ModT(—): K°P — Cat is representable. We will denote the representing object
with X757
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Ezample 4.4. Let T-Alg be the category of EM-algebras for a relative monad (X, I, T')
in Cat defined in [4]. We can see that this gives us a relative EM object for 7. In
order to prove it we just need to notice that, for any category K, a K-indexed relative
algebra M: K — X is the same as endowing, for any k£ € K, each Mk € X with a
relative EM-algebra structure. Therefore each relative algebra M induces a functor
M: K — T-Alg. On the other hand if we start with a functor M then its composition
with U: T-Alg — X has a relative EM-algebra structure. These constructions are clearly
inverses of each other and provide a natural isomorphism

Mod® (K) = Cat(K, T-Alg).

For any (X, I, T) € Rmd(K), we can define U: Mod”? (=) — K(—, X) the forgetful
natural transformation, sending a relative left T-module to its underlying 1-cell, and
the free relative algebra transformation F: K(—, Xo) — Mod” (—) defined as, for any
indexing object K € K,

KX Xy — (TM, (=)t (1,M)).
Therefore we get a diagram in K of the form

ModT

/v\

K(—, Xo) By P K(—,X).
Lemma 4.5. The natural transformations defined above form a relative adjunction
F ;,4U in K. Moreover, the relative monad induced by it is (K(—, X), L, T).

Proof. In order to prove the first claim we need to find, for any M € K(K, Xy) and
(N, (—)™) € ModT (K), a natural bijection

Mod™ (K)(FM, (N, (=)")) = K[K, X](IM, N).
For any relative algebra map f: FM = (TM, (—)') — (N, (—)") we define the 2-
cell f#:IM — N as f-tM. On the other hand for any 2-cell f: IM — N we can define

f? = f*: TM — N which is a relative algebras map because, for any A, B: O — X
and h: A — TMB,

TA " TMB
(f7LB })’L fﬂ’B - (fB)n’
- n
NB

which is true since (—)" is a relative algebra operator.
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For any f we can see that ( fl’)# = f™-tM which is exactly equal to f by the unit law

of (—)™. Moreover, for any f, we have

(f#*Y = (f - tM)" (by definitions)

=f-@tM)t (since f is in Mod (K))

=f-lrmy=Ff (by right unital law of (—)T).
We can see that UF = T, and more generally tpe relative monad induced by F'j, 4 U
is the same as the one induced by (X, I, T') in K. O

Theorem 4.6. If IC has relative EM objects, then any relative monad is induced by a
relative adjunction.

Proof. The proof is just a matter of translating Lemma using the Yoneda lemma,
since the covariant Yoneda embedding reflects adjunctions [12, Proposition 1,6.4] and
also relative adjunctions. Explicitly, the relative adjunction that we get is

XI,T
J UI,T
/ ﬂt \
X() T > X

where ULT: X177 — X is the XT'7-indexed relative EM-algebra corresponding to 1yz.r
and J, = F, (UI’T)*:Uand ulTy=r. O

5. RELATIVE DISTRIBUTIVE LAWS

In this section, we will define the counterpart of distributive laws for a relative monad
I, T: Xo — X and a monad S: X — X which restricts to Xy. When [ is an inclusion it
is clear what we mean by this, but when [ is any 1-cell we need to define a new notion.
Therefore, with the following definition, we introduce the notion of monad compatible
with a 1-cell I: Xy — X.

Definition 5.1. Let I: Xg — X be 1-cell in a 2-category K. A monad compatible with I
consists of a pair of monads (Xo, Sy) and (X, S) in K such that ST = I.Sy, mI = I'my
and sI = Isg. We will denote it with (S, Sp).

To have a monad compatible with [ is the same as lifting I to a morphism in Mnd(K)
with corresponding 2-cell the identity, i.e. requiring (I, 1): (Xo, So) — (X, S) to be a
monad morphism.
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Definition 5.2. Let (X, I, T) be a relative monad in K and (S, Sp) a monad compatible
with I. A relative distributive law of T over (S, Sp) consists of a 2-cell d: ST — T'Sy in
K satisfying the following axioms:

s2r —L s g1

5d ST
/
(D1) STSo a (D2) T d
TSU
dSy TSO

TS% Tlo> TS()

and for any object O € K, any pair of 1-cells A, B: O — Xy and any 2-cell f: TA —TB

s
STA " TSyA ST ——— ST
(D3) Sk (dB - S/}, (D4) d
STB W TSyB 1Sy ——— T'S).

50

From now on, we will always consider a relative monad (X, I, T') and a monad (.S, Sp)
compatible with 1.

Remark 5.3. We can see that, setting I = 1x, we get back the definition of a distributive
law between two monads 7" and S in K [20].

In the formal theory of monads [28] Street shows that a distributive law between two
monads is an object of Mnd(Mnd(K)), that is a monad in the 2-category of monads.
The next Proposition proves a similar result for relative distributive laws.

Proposition 5.4. The objects of Mnd(Rmd(K)) are exactly relative distributive law.

Proof. Let us unravel what is a monad in the 2-category Rmd(K). As data we have
a l-cell (S,80,d): (X,I,T) — (X,I,T) and 2-cells (m,mq): (S,So,d)?> — (S, So,d)
and (s,80): (1x,1x,,17) — (5,S50,d). Hence, we get the data for a relative monad
(X,I,T) and two monads Sp: Xg — Xp and S: X — X. The table below provides a
correspondence between axioms.

Axiom In Mnd(Rmd(K))
(D1) and mI = Imyg (m, myp) is a 2-cell in Rmd(K)
(D2) and sI = Isg (s, s0) is a 2-cell in Rmd(K)
(D3), (D4) and ST =I5y | (S, Sp, d) is a 1-cell in Rmd(K) O

The aim of the last part of this section is to prove a Beck-like theorem for relative
distributive laws, using liftings to the algebras of a monad (S, Sp) compatible with I.
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First of all, we will explicitly define a lifting of a relative monad 1" to the algebras of
(S, So). Then we will show how we can go from relative distributive laws to liftings
(Lemma [5.7)) and vice versa (Theorem [(.8]). Finally, we show that these constructions
are inverses of each other.

Before proceeding with the definition of lifting to algebras, let us fix some notation.
Given a monad (S, Sp) compatible with I: Xy — X we always get a natural transforma-
tion induced on indexed algebras, I,.: So-Alg(—) — S-Alg(—), defined, for any indexing
object K € K and any Sp-algebra (M, m), as

(SoM 2 M) — (SIM 1% 1M),
where Im: SIM — IM is well-defined because SI = IS,. Let us denote with Uy

and U the forgetful natural transformations from Sp-Alg(—) and S-Alg(—) into (—, Xo)
and K(—, X).

Definition 5.5. Let (X, I, T') be a relative monad in K. A lifting of T to the algebras
of (S, Sp) is a relative monad (I, T): So-Alg(—) — S-Alg(—) in K, such that:

(i) the following diagram commutes

So-Alg(—) —T 5 S-Alg(~)

Uo U

IC(_aXU) T} (_7X);

(ii) the extension operator (—)F} of T is induced by the one of T, i.e. for any pair

of K-indexed Sp-algebras (M, m) and (N, n) if the following diagram on the left
commutes, then the one on the right commutes as well

S St
1SoM= SIM Ly sTN STM —L sTN
Im T(n) = T(m) T(n)
IM ———— TN ™ —— TN;

(iii) the unit t is induced by ¢, i.e. for any Sp-algebra (M, m) the following diagram
commutes

ISoM S5 s

Im Tm
IM T TM.

The next proposition gives a description of a lifting T in terms of its action on free
algebras. This result will be useful in Theorems (.8 and
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Proposition 5.6. Let T be a lifting of T' to the algebras of (S, Sy) and let us denote

with m the S-algebra structure on TSoM given by T applied to the free Sp-algebra
(SoM, moM). Then, for any other Sy-algebra (M, m) the S-algebra structure on T M

given by T 1s
STM 2M, o750 m MM 7Son I T
Proof. We begin noticing that, by one of the algebra axioms, m is itself a Sy-algebra

morphism between (SoM, moM) and (M, m). Therefore the diagram below commutes,
as it is the diagram making T'm a S-algebra morphism,

STSoM L™ g7

m Tm

m

Moreover, using the unit algebra axiom for m, we get the desired equality

sTM 22 sTSoM M sT M

lstm = Slrm

0

Lemma 5.7. Let d: ST — TSy be a relative distributive law of T over (S, Sp). Then

there is a lifting T of T to the algebras of (S, So) defined on K-indexed Sy-algebras
(M, m) as

sTM 2L sy I v
and on morphisms of K -indexed Sp-algebras f: (M, m) — (N, n) as
Tf: (TM, Tm-dM) — (TN, Tn - dN).

Proof. First of all, we need to verify that the definition above gives a K-indexed S-
algebra structure. One can check this using (D1) for the compatibility axiom and (D2)
for the unit. Now we have left to prove part () and () of the definition of a lifting.
For the first one what we need to check is the following implication
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1SoM —2 s sTN st — s sTN
JdN MWJ JdN
Im TSN = 1SeM N rN
Jm TWJ JT

IM ——— TN TM —— TN.

Using (D3) is enough to prove that the bottom square on the right commutes whenever
the diagram on the left does.

Tn-(dN-Sf)T = (Tn-dN - Sf)T (by naturality of (—)T)
= (f - Im)T (by diagram on the left)
= f1.Tm (by naturality of (—)T)

Similarly part (iii) follows from (D4) and the naturality of ¢. Indeed, for any K-indexed
So-algebra (M, m) the following diagram is commutative

ISoM —2M s srps

JdM
tSoM

Im fTSbAI

JTm

Iﬂl“‘zﬂf‘%frﬂf.

O

Theorem 5.8. Let T be a lifting of T to the algebras of (S, Sy). Then d defined as

ST 5150, 575, 10, T8,

where myg is the Xg-indexed S-algebra structure of T\(SO, mo), is a relative distributive

law of T' over (S, So).

Proof. We need to prove that axioms (D1), (D2), (D3) and (D4) hold. In the following
table we explain what will be used to prove each axiom.

Axiom Axioms used in the proof

(D1) | S-algebra axiom for mgpx and Proposition
(D2) unit algebra axiom for mgx

(D3) | (D4), (D1), part (i) of Definition [5.5] and more
(D4) part (i) Definition

For (D1), (D2) and (D4) it is enough to write down what we get explicitly using the
definition of d. The diagrams we get are the following
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SQTSU Sﬁl\o STSOSO

27 ———— S?T'S, STSo STS?
moSo

(Dl) mT mTSy mp TSg
ng

S0 mo

T —" 5T ST —— ST
T'sg STsg S1sg STso

(D2) TSy —T% 5 575, (D4) || 152 %, 978,

mo Imyg mo

175,
TSO IS(] t—S()> TSO

Let us now look at (D3). For any 2-cell a: IA — TB in K (for any pair of 1-cells
A,B: O — Xj), we need to prove that

STA —5  orpB

Sat
STA—=>*— STB STSOAJ (%) JSTSOB
(5.1) a a5 pe. sT75,4° " % 578,
TSy A W TSyB mgAJ (**) JmoB
TA————TB.

We will proceed proving that both squares (x) and (x%) in diagram (5.I]) are commutative.
Diagram (x) is the image through S of a diagram (x’)

TA— 7B

TsoA (*’) TsoB

TSOA Esse— TSOB,
(dB - Sa)t

so it suffices to prove the commutativity of (x’). By left naturality of (=)' and the
equality (tSoA)T = t1SgA = 1,4
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TS(]A = (tSQA . ISQA)T,

and therefore

(dB - Sa)T - TsoA = ((dB - Sa)t - tSyA - IsgA)T (by associativity of (—)T)
= (dB - Sa - IspA)t (by left unit of (—)T)
= (dB-sTB-a) (by naturality of s and I'sg = sI)

= (TsoB - a)' (by (D4))
=TsoB-af (by associativity of (—)T).

For (xx) we need to use axiom (i) of Definition We can rewrite this axiom using
Proposition and the definition of d, in the following way:

1SoM —2 s sTN st — s sTN
JdN d]WJ JdN
Im TSoN =  TSoM TS,N
Jm TWJ JT

IM ——— TN TM —— TN

for (M, m) and (N, n) two Sp-algebras and f a 2-cell in K. If we consider the case with
(M, m) := (SpA, mpA), (N, n) := (SoB, mpB) and f := dB - Sa we would get (xx) on
the right (using again Proposition [5.0). So it is enough to prove that with these choices
the diagram on the left is commutative, i.e.

[S34 == 5214 —*— g2 —— STSB
stoB

ImoA mIA mTB TS:B
JTmOB

[S9A == SIA ——— STB ————— TS)B.

The square on the left commutes because (.S, Sp) is compatible with I, the one in the
center commutes by naturality of m and the diagram on the right is (D1) applied to B.
O

In summary, Theorem (.8 and Lemma [5.7] give us two constructions:
(=)

Y

Rel. Distr. Laws Lift. to Alg.

\/

(=)
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The following Theorem shows that these constructions are inverses of each other.

Theorem 5.9. Let (X, I, T) be a relative monad in K and (S, So) a monad compatible
with 1. Relative distributive laws d: ST — TSy of T over (S, Sy) are equivalent to
liftings of T to the algebras of (S, Sp).

Proof. Let start proving that (d’)f = d:

()F = d’(my) - STsg (by definition of (—)*)
=Tmg - dSy - STsg (by definition of (—)I’)
=Tmgo-TSpso - d (by naturality of d)
=d (by right unit of Sp).
On the other hand, using Proposition we can see that (T\ﬁ)l’ =T. O

This result gives us the first equivalence of the counterpart of Beck’s Theorem for rela-
tive distributive laws. We will prove the second equivalence in Section [l (Theorem [6.18)),
thus getting the entire counterpart (Theorem [6.19)).

6. RELATIVE RIGHT MODULES AND KLEISLI OBJECTS

In the formal theory of monads [I7,28], if we consider left modules (algebras) for a
monad in K°P we get what are called right modules for a monad in . Using this duality,
all the results for algebras can be translated easily to right modules. Unfortunately, when
we consider relative monads it is not possible to take advantage of this duality. The issue
is that the objects of Rmd(K°P) are not relative monads. Indeed, we get two 1-cells,
a unit 2-cell together with an extension operator in X°P, which is not the same as an
operator in IC. For this reason, we will need to define relative right modules explicitly.

In this section we will study right modules for relative monads, which we will call
relative right modules. We will start giving the definition of the category Modr(K) of
K-indexed relative right T-modules for an indexing object K € K and a relative monad
(X, I,T) in K. This construction has to satisfy a couple of conditions. First of all,
we want that, whenever T is an actual monad in K, then the notion of relative right
module and the usual one of right module should coincide. Moreover, when we consider
K = Cat, then the Kleisli category for a relative monad defined in [4] should represent
the 2-functor Mody(—) of relative right modules.

Once provided the appropriate setting, we will use Modr(—) to construct a 2-category
LiftR(K) with objects relative monads in I, 1-cells lifting to relative right modules and
2-cells maps of liftings to relative right modules. These concepts generalise the ones of
lifting to right modules in the monad case. Then, we show that Lift R(K) is 2-isomorphic
to Rmd(K). Finally, thanks to this equivalence, we prove a Beck-like theorem stating
that relative distributive laws are the same as liftings to relative right modules, with the
appropriate definition of the latter.

The Category of Relative Right Modules. From now on we will consider a fixed
relative monad (X, I, T') € Rmd(K) where I: Xy — X.
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Definition 6.1. Let K € K. A K-indexed relative right T-module consists of a 1-cell
M: Xy — K together with an operator (—),,: [I, T| — [M, M] satisfying the following
axioms:

e unit law, i.e. t,, = 1r;
e associativity, i.e. for any 2-cells h: IA — TB and k: IB — T'C (given any three
1-cells A, B,C: O — X))

hin

MA—— MB

km
(k' - h)m,

MC.

Definition 6.2. Let (M, (—),,) and (N, (—),) be two K-indexed relative right T-
modules. A K-indezed relative right module morphism f: (M, (=)m) — (N, (=)n)
consists of a 2-cell f: M — N such that for any 2-cell h: TA — T'B (given any pair of
1-cells A, B: O — Xj):

Relative right modules and their morphisms in K = Cat become exactly modules over
a relative monad and their morphisms in the sense of [3, Definition 9 and 14].

Clearly the definitions above form a category Modp(K) of K-indexed relative right
modules. Therefore we have an induced 2-functor

Modr(—): K — Cat.

Remark 6.3. We briefly show that if I = 1x, then Mody(K) is equal to the category of
K-indexed right modules for a monad in the usual sense. Given a relative right module
for a monad (i.e. a relative monad with I = 1x), we can prove that p™ := (17),, is a
K-indexed right module structure. We need to prove the following axioms

pJWT
MT? —— MT

M —2 s M
Mn pM K PM
M,

MT —— M

oM
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where n := (17)f. We can deduce them in the following way:

oM Mn = (17), - M(17)! (by definition)
= (7 - (1)) = ((I7)" - 172)m (by left naturality of (—),)
= (17)m - (172)m (by associativity of (—),)
= (17)m - Ap)mT (by left naturality of (—),)
=pM.pMT (by definitions)
oM Mt = (17),, - Mt (by definitions)
=17 t)m =tm (by left naturality of (—),)
=1y (by unit law for (—),,).

On the other side, if we begin with a right module structure pM: MT — M, we can
define a relative right module structure as

f:A=STB+—s f,:=pMB-Mf

Then by definition t,,, = p™-Mt which is equal to 1,; by the unit axiom for p™. Therefore
we have left to prove that, for any f: A = TB and g: B = TC, gm - frn = (9" - Flm
where gf = nC - Tg. We can prove this by looking at the diagram

Mf MB
MA——— MTB—— MB

MTyg My

Mf MT2C —>p‘MC MTC
MnC pMc

MTRB T MTC T MC.

The commutativity follows from the naturality and multiplication axiom for p™. Using
indexing and left naturality for (—),, we can see that these two constructions provide
a bijection between relative right modules for a monad and the usual notion of right
modules.

Definition 6.4. We say that a relative monad (X, I, T) € Rmd(K) has a relative
Kleisli object if Modp(—) is representable. We will denote a representing object with
X I.T-

Ezample 6.5. Let KI(T') denote the Kleisli category for a relative monad (X, I, T') in
Cat [4]. We can see that this gives us a relative Kleisli object for T'. Let (M, (—)m)
be a K-indexed relative right module. We can define a functor M: KI(T) — K the
same as M on objects, and for any map f:z » y € K(T), ie. f: [z — Ty € X,
Mf = f: Mz — My. The unit law and associativity of (—),, ensure that M respects
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identities and composition respectively. Moreover, M defined in this way is such that
MJy = M. The equality on objects is trivially true, whilst for the action on maps we
have

MJof = (Tf te)m (by definitions)
=Mf- (tz)m (by right naturality of (—))
=Mf-1y=Mf (by unit law for (—),).

On the other hand, if we start with a functor M: KI(T) — K then we can define a
K-indexed relative right module in the following way. First of all we define M : Xy —
IC as MJy. Then as operator structure we define, for any map f: Iz — Ty, fn as
Mf: Mx — My. In an analogous way as before, the functoriality of M proves the unit
law and associativity for (—),, defined in this way.

In the formal theory of monads [28], the category of K-indexed right T-modules
is shown to be equivalent to Mnd(K°P)°P[(X, T'), (K, 1k)], and therefore the Kleisli
object construction gives a left adjoint of the inclusion £ — Mnd(K°P)° sending an
object K € K to the unital monad (K, 1x). The following proposition shows why this
is not possible in our setting.

Proposition 6.6. Let (X, I, T) be a relative monad in K and K € K an object. Then
the category of relative monad morphisms Rmd(K)[ (X, I, T), (K, 1k, 1x)] is a sub-
category of Modr(K).

Proof. A relative monad map (M, My, p) : (X, I, T) — (K, 1k, 1x) consists of a pair
of maps M: X — K and My: Xg — K such that M I = My, and a 2-cell p: MT — M
satisfying the axioms (for any 2-cell f: A — T'B)

MSA—"1 MyA

M1 2 pT My
\K (i) st MSB
pB

MSB —5 MyB.

We can endow My with a relative right module structure defining its operator, for any
2-cell f: IA— TB, as f, := pB-Mf. The unit law is guaranteed by diagram (i) above,
while to prove associativity it is enough to precompose the two composite in dlagram
(ii) with Mf.

Moreover, let (o, ag): (M, My, p) — (M', M, p’) be a relative monad transforma-
tion. Then the diagram
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MY oB
MyA = MIA —= MSB — MyB
@A alA aSB aB

I A —— / / /
MoA = M'TA 7 M'SB — > MB
is commutative using ag = ad, the naturality of o and the axiom for a relative monad
transformation. Therefore «y is a relative right module morphism. O

An object of Rmd(K)[ (X, I, T), (K, 1k, 1k) ] is similar to the usual notion of a right
module, having a straightforward right action p: MT — My satisfying axioms similar
to the one of a right module. So, one could wonder if this would be the appropriate
definition for a relative right module over a relative monad. The main problem with
this definition is that, in a general 2-category /C, is not possible to find a morphism from
K(X,K) to Rmd(K)[(X, I, T), (K, 1k, 1x)]. We need a map of this kind to form a
diagram like (6.I]), which will be crucial in the next section, where we will define a lifting
to relative right modules. Instead, for any (X, I, T') € Rmd(K) we can consider the
diagram

(6.1)

where J%, : Modr(—) — K(Xo, —) is a forgetful natural transformation, sending a K-
indexed relative right T-module to its underlying 1-cell M : Xy — K, and U} : K(X, —) —
Modyr(—) is a natural transformation defined as, for any K € K,

(Ux)k: K(X, K) — Modr(K)
(M: X - K) — (MT, M(-)").

Remark 6.7. Whilst using relative algebras we were able to construct a relative adjunc-
tion (Lemma [H]), the diagram in (6.1]) does not always represent one. However, even if
we would have such a relative adjunction, then it would still not seem possible to prove
a similar result to Theorem Indeed, to define a relative adjunction in a 2-category
we use operators, which are not self dual. Thus the contravariant Yoneda embedding
Y: K°? — [K, Cat] does not preserve operators and so relative adjunctions, while the
covariant Yoneda embedding Y: K — [K°P, Cat| does. Nevertheless, there are some
2-categories where we find a relative adjunction using Kleisli objects (for instance Cat,
see [4], Section 2.3]).

The 2-category LiftR(K). Given a 2-category K we want to use the notion of relative
right modules to define a 2-category LiftR(K) with the same objects as Rmd(K) but 1-
and 2-cells defined as lifting to relative right modules. Let us start fixing some notation.
From now on we will consider two relative monads (X, I, S) and (Y, J, T) in K. They
induce the following diagrams:
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Modg(—) Modr(—)
Ux I%, Uy T
Us Ut
KX, =) ———— K(Xo,-), K, -) ———— K(Yo,-)

Definition 6.8. Let (X, I, S) and (Y, J, T') be two relative monads in K. A lifting to
relatie right modules consists of two 1-cells F': X — Y and Fp: Xo — Yo, a natural
transformation F': Modp(—) — Modg(—) and a modification ¢ of the form

—oF

KY,-) — K(X,—-)

N

Mody(—) — Modg(—)

satisfying the axioms:

(i) FI = JF, and the following diagram commutes

Modp(—) _F, Modg(—)

%0 l l TX

K(Y()? _) TFO> IC(X07 _)'

(ii) The following pasting diagrams are equal

ModT 4> Modg(—

K(Y, - \JYO \JXO =
K(Yo

, )—>ICX0,

Modrp(— % Mods(—)

//wV
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(iii) Let us denote with (—)z,  and (—)z; the relative right module structure operators
of F(M, (—)m) and F(T, (—=)!) respectively. Then, for any 2-cell f: IA — T B and
any K-indexed relative right module (M, (—),,), the action of F' has to be

fim = (Fip - tFoA)m.

Since the last part of the definition above might seem a bit ad hoc, let us briefly
explain where it comes from. The idea is that we want to write the action of F on
relative right module in terms of the free relative right modules. In the case of relative
algebras, this property followed from the other axioms (Proposition [5.6]). This will make
sure that in the definition a lifting of a monad to relative right modules (Definition [6.15])
all of the structure of the monad is lifted.

The following Lemma gives us a nice way to describe the action of F in terms of a
particular 2-cell ¢. Thanks to this we can prove that a lifting to relative right modules
is equivalent to a morphism of relative monads, as shown in Proposition

Lemma 6.9. Let (F, Fy, F, ¢) be aNZiftmg to relative right modules. Let us denote by
¢: F'S — TFy the component of Jx ¢ relative to ly.

KY,Y) —I5 K(X,Y) ly ———— F
Uy ﬂ(; Uy

MOdT(Y) —F> MOdS(Y)

J;u I% 0 F S

s

IC(}/O,Y) TF@> ,C(X(),Y) T +—— TF()

Then, for any 2-cell f: IA — SB,
fﬁm: (¢BFf)m

Proof. We know that ¢: F'S — TFj is a map in Modg(X), where the structure operators

of F'S and T Fy are respectively F (—)Jr and (—)zp. Therefore, the following diagram is
commutative

FIA——— JF)A
FsA tFyA
HA
FSA—"1 S TRA

Ff; Ter

FSB ——=— TFB.



32 The 2-category LiftR(K)

Indeed, the top square commutes by part () of Definition and the bottom square
because ¢ is a relative right module map. Thus, we can deduce

fim = (Fpr - tF0A)m (by part (i) of Definition [6.8])
= (¢B - Ff; - FsA)m, (diagram above)
= (¢B - Ff)m (by left unit law of ). O

Proposition 6.10. Let (X, I, S) and (Y, J, T') be two relative monads in K. Then a
lifting to relative right modules is equivalent to a relative monad morphism between them.

Proof. We will start proving that given a lifting to relative right modules we get a rela-
tive monad morphism. Let us denote with ¢: F'S — T'F the 2-cell given in Lemma [6.9]
Axiom (i) of Definition is equivalent to the unit law for (F, Fy, ¢) seen as a rel-
ative monad morphism. Moreover, the extension law for it follows from the fact that
the components of ¢ are relative right modules morphisms and axioms () and (i) of
Definition More precisely, we have to prove that for any 2-cell f: A — SB the
following diagram is commutative

FSA - TRA
Ffl (@B - SH
FSB — TRyB.

We know that ¢: F'S — TFy is a map in Modg(X), therefore for any f: IA — SB we
have, using that the structure operators of F'S and T'Fj are respectively F' f; and fzr,

FSA - TRA
Ff; Ter

FSB 5 TEB.

Hence, we just need to prove that fz,. = (¢B-F'f )TT7 which is just a particular instance
of Lemma

On the other hand if we start with a relative monad morphism (F, Fy, ¢), we can
define F': Modr(—) — Modg(—), for any K € K and (M, (—),,) € Modp(K), as

F(M’ (_)m) = (MFo, (QSB : F_)m)
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First of all we need to prove that (¢B - F—),, is a relative right module operator.

Unit Law:
(¢B - Fs)pm = (tFy)m (by part () of Definition [6.8))
=1mF, (by unit law for (—),,).
Associativity:
(K- h)g = (¢C - FkL - Fh))m (by definition)
= ((oC - Fk) -¢B - Fh))m (by Kleisli ext law for ¢)
= (¢C - Fk)p - (6B - Fh)m, (by associativity of (—),)
=kg hp (by definition).
Moreover if g: (M, (=)m) — (N, (—)n) is a map in Modr(K), then applying the axiom

for g to B - Ff we get that gFy: F(M, (—)m) — F(N, (<)) is in Modg(K). Therefore
F: Modr(—) = Modyp(—) is well defined.

Then, we can define the component of ¢ at K € K and (M, (—),,,) € Modr(K) as M¢.
Looking at the definition of F on relative right actions, we can see that the axiom for
Mo to be a relative right module morphism is the same as the extension axiom for
(F7 F07 ¢)

Now we need to prove all the axioms of a lifting to relative right modules. The first
one follows from definition, and part (i) is equivalent to the unit one for a relative monad
morphism. Finally, we can easily check that part (i) of Definition is satisfied, as
fpm = (@B Ff)y and fpp = (¢B - Sf) by definition, and so

Fim = (@B -F[)m = ((¢B-F) - tFoA)pm = (fpp - tFoA)m
Lemma [6.9] guarantees that these constructions are inverses of each other. O

Definition 6.11. Let (F, Fy, F, ¢) and (F', F{, F', ¢’) be two liftings to relative right
modules from (X, I, S) to (Y, J, T), two relative monads in . A map of liftings to
relative right modules (p, po, p): (F, Fy, F, ¢) — (F, FO, F qﬁ’) consists of two 2-
cells p: F — F" and po: Fy — F} and a modification p: F — F' such that:

(i) Jpo = pI and the following pasting diagrams are equal

F F
/\ /\
Modp(—) Az Modg(—) Modp(—) Modg(—)
\T/
F/
5, o= % %,
—ofp
/\)
IC(}/Oa_) K:(XOa_) K(}/E)7_) Uv —°Pbo IC(X(]a_)7
\/{ \_/(

E —oFj



34 The 2-category LiftR(K)

(ii) the following pasting diagrams are equal

—_oF —oF
A A
K, —) J-or» K(X,-) K(Y,—) K(X,—-)
v ~
—o F' H )
U Uy = Uy Ux
| ﬁ
m
MOdT(—) Mods(—) MOdT(—) U D MOdS(—).
\T/ \T/
F I

Proposition 6.12. Let (F, Fy, F, ¢) and (F', F}, F', ¢/) be two liftings to relative right
modules and (F, Fy, ¢) and (F', F{, ¢) their corresponding relative monad morphisms
(using Proposition [610). A map of liftings to relative right modules between them is
equivalent to a relative monad transformation between the corresponding relative monad
maps.

Proof. Given (p, po, p) we can see that (p, pg) is a relative monad transformation. This
follows from J% p = (— o po)Jy, and part (i) of Definition applied to 1y. On the
other hand, given a relative monad transformation p, to satisfy the first axiom of map
of liftings to relative right modules, we need to choose p as follows: for any K € K
and (M, (=)y) € Modp(K), then prar: F(M, (=)m) — EF'(M, (=)p) is defined as
Mpo: (MFy, (=) p,,) = (MEy, (=)z,,). Thanks to Proposition 6.10] we know that for
any 2-cells f: TA — SA, fp, = (¢B - Ff)y and fz, = (¢'B - F'f)n. Therefore, to
prove that pg as is a map of relative right modules, it suffices to prove the following
equality:

MpoB - (¢B - Ff)pm = (TpoBpB - F ), (by right naturality of (—),)
= (¢'B-pSB-Ff)n (because (p,po) € Rmd(K))
¢'B-F'f -plA), (by naturality of p)
'B-F'f - JpoA)m (because (p,pp) € Rmd(K))
= (¢/B-F'f)m - MpoA (by left naturality of (—).,).

~—~~ o~ —~

These constructions are clearly inverses of each other. O

Proposition 6.13. Let K be a 2-category. Then there exists a 2-category LiftR(K)
of lifting to relative right modules with objects relative monads in IC, 1-cells liftings to
relative right modules and 2-cells maps between them.

Proof. The composition is given by composition in K and pasting the appropriate dia-
grams. The strictness of this operation follows from the strictness in K and the Pasting
Theorem for 2-categories [26]. O

Starting from the formal theory of monads [28], one can prove that the 2-category of
monads in a 2-category is equivalent to the 2-category of liftings to indexed algebras.
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The following Theorem provides a similar result in the setting of relative monads, which
will be useful to prove Theorem [6.18§]

Theorem 6.14. Let K be a 2-category. Then the 2-categories Rmd(K) and LiftR(K)
are 2-isomorphic.

Proof. Let us define a 2-functor I': Rmd(K) — LiftR(K). On objects we take the
identity, on 1-cells we use the correspondence seen in Proposition [6.10] and on 2-cells the
one seen in Proposition These propositions prove also that I' is an isomorphism
on hom-categories, and therefore a 2-isomorphism. O

Beck’s Theorem for Relative Distributive Laws. Throughout this section we
will consider a relative monad (X, I, T) € Rmd(K) and monads (X, S), (Xo, So) €
Mnd(K) compatible with I. We will start by introducing the generalised notion of ex-
tensions to Kleisli categories, which we call lifting to relative right modules. Then we will
prove that this concept is equivalent to relative distributive laws, providing a Beck-type
equivalence.

Definition 6.15. We define a lifting of S to the relative right modules of T' as a monad
S: Modp(—) — Modyp(—) and a 2-cell d*: U*S — (— o S)U* satisfying the following
properties.

(i) The pair (S, —0.Sp) is a monad compatible with J;.
(ii) The pair (U*,d*): (Modz(—), §) = (K(X, —), —oS) is a morphism in Mnd (K°P)P.
(iti) The modification t: (— o I, 1) = (Jg, 1) o (U*, d*) is a 2-cell in Mnd (K°P)°P,
(iv) Let us denote with (—)g,, and (—)g;, the relative right module structure operators
of S(M, (=),n) and S(T, (=)") respectively. Then, for any 2-cell f: IA — T'B and
any K-indexed relative right module (M, (—),,), the action of S has to be

fam = (far - tSoA)m.

Ezample 6.16. Let us consider the case K = Cat. In this case, part (ivl) of Definition [6.T5]
derives from the first three and properties of Cat. More precisely, we recall that f,, is
equal to M f, with M : KI(T) — K the functor associated to the relative right module
M, and so fg, =M Sf. On the other hand for = (Sf)T, therefore we get the equality
in (iv).

Let us denote with Cy and C the categories on which we take the monads Sy and
S, and relative monad 7. With this notation, we can rewrite the definition above in
the following equivalent way. Let (S, Sp) be a monad compatible with I: Cy — C and
(C, I, T') arelative monad in Cat. We denote with Jy: Co — KI(T") and U: K|(T') — C
the functors forming the Kleisli relative adjunction (see [4, Section 2.3]). We define an
extension of S to the Kleisli category of T as a monad S: KI(T') — KI(T') such that:

(i) SJo = JoSo and (Jo, 1) becomes a monad morphism, i.e. mJy = Jymg and 5Jy =
Joso;
(i) the functor U: KI(T) — C is a monad morphism (with 2-cell d);
(iii) the unit ¢: (I, 1) — (U, d) o (Jy, 1) is a monad transformation.

Remark 6.17. More generally, if K has relative Kleisli objects X; 7, then we can rewrite
Definition [6.15] as a particular extension. First, let us notice that, if Modyp(—) is
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represented by X7 7, then there is a universal relative right module (Jy, (—)j,) with
Jo: Xo = Xyr. Therefore, diagram becomes equivalent (using Yoneda for 2-

categories) to
Xrr
27N
t
Xo - X,

with UJy = T'. Therefore, a lifting of a monad S to relative right modules of T becomes
equivalent to an extension of S to Xy, i.e. amonad S: X771 — X7 such that

(i) the pair (S, Sp) is a monad compatible with Jo;
(ii) the 1-cell U: (X; 7, S) — (X, S) is a monad morphism (with 2-cell d);
(iii) the 2-cell t: (I, 1) — (U, d) o (Jp, 1) is a monad transformation;
(iv) for any 2-cell f: IA — T'B we have the following equality
Sfjo = (Ugfjo 'tSOA)jO'

Theorem 6.18. Let (X, I, T) be a relative monad and (S, Sy) a monad compatible with
1, both in KC. Then, relative distributive laws d: ST — T'Sy are equivalent to liftings of
S to the relative right modules of T .

Proof. We have already seen in Proposition [B.4] that relative distributive laws are the
objects of Mnd(Rmd(K)). Now, using Theorem [6.14] we get that

Mnd(Rmd(K)) = Mnd (LiftR(K)).

To get the conclusion, we just need to notice that an extension of S to the relative right
modules of T" is just an object of Mnd(LiftR(K)). O

Putting together Theorems (.9 and [6.18] we get the following Theorem, which gives
us the counterpart of Beck’s Theorem for relative distributive laws.

Theorem 6.19. Let K be a 2-category, (X, I, T) a relative monad in K and (S, Sy) a
monad compatible with I. The following are equivalent:

(i) a relative distributive law of T over (S, Sp);

(ii) a lifting T: So-Alg(—) — S-Alg(—) of T to the algebras of (S, So);

(iii) a lifting S: Modp(—) — Mody(—) of S to the relative right modules of T

Let us consider the particular case = Cat. We know that Cat has both relative
EM objects and relative Kleisli objects (Examples 1.4l and [6.5]). Using this property of
Cat and Example[6.16] we can show that Theorem [6.19] can be rephrased in the following
way.

Corollary 6.20. Let (C, I, T) be a relative monad in Cat and (S, So) a monad com-
patible with I. The following are equivalent:

(i) a relative distributive law of T over (S, Sp);

(ii) a lifting T: Sy-Alg — S-Alg of T to the algebras of (S, So);

(iii) an extension S: KI(T) — KI(T) of S to the Kleisli category of T.
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We conclude the chapter with a pair of examples of relative distributive laws in the
2-category of locally small categories Cat.

Ezample 6.21 (Power set and free monoids). We will consider a variation of a distributive
law between two monads. Recall that there exists a distributive law between the power
set monad P and the free monoid one SM, given by

dx: SMPX — psMx
L..I,—— {al...an | a; € Iz}

A problem arises if we want to impose some restrictions on the cardinality of sets. For
example, given any infinite cardinal &, let Set<, be the category of sets with cardinality
less or equal to k. Then, the restriction of P to Set<, it is not an endofunctor any more.
Nevertheless, we can recover its monad-like structure considering it as a relative monad
on the inclusion I': Set<, — Set. More precisely, we can take as unit tx(z) := {x} (for
any X € Set and z € X) and as extension of f: X — PY the map

ff: PX —— PY
I —— User £(3).

Let us consider now the restriction of S to Set<,. Let X be a set of cardinality at
most &, then S™ X has cardinality

$Yx = TTIXIM < (TT w1 =TT #l =
neN neN neN
and therefore we get SM: Set<, — Set<,. In particular it means that (SM, SM) is
compatible with I: Set<, — Set. With this point of view, we see that d becomes a
relative distributive law of T := P, : Set<, — Set over (SM SM).

A similar situation arises when one works in set theories that do not have the power-set
axiom, like Kripke-Platek set theory [7] or Constructive Zermelo-Frankel set theory [1].
There, the power set operation can be viewed as a relative monad over the inclusion of
the category of sets into the category of classes. Note also that the presheaf construction
can then be viewed as a categorified version of the power-set monad [II]. See also [14]
Section 3.2.2].

Remark 6.22 (/Example). Example is a particular case of a more general situation.
Let us consider C a category, S,T: C — C two monads and d: ST — T'S a distributive
law of T on S. Then, given any subcategory I: Cy — C, the monad structure of T’
induces a relative monad 77 on I. Moreover, if for any x € Cy, Sz, m, and (s¢), are all
in Cyp, then d restricts to a relative distributive law of T7 over (S,Sy). In Example
the subcategory I: Set<, — Set is full, so we only have to check that the functor sM
restricts to Set<,.

Ezample 6.23 (Pointed vector spaces). In [4, Example 1.1] is presented the relative
monad V of vector spaces. In order to define it, let us fix a semiring R. For any set X,
we will denote with d,: X — R the map sending x to 1 and everything else to 0. Then,
V is defined on the inclusion 7: Fin — Set of finite cardinals into sets as follows:

e for any finite cardinal n, Vn := Set(In, R);
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e the unit v,: In — Vn is defined, for any i € In, as v, (i) := d;;
e given a: In — Vm we define its extension af: Vin — Vm as, for any f: In — R,

ol (f) =Y (i) a(i)(=): Im - R.
1En
Let us consider the monad of pointed set, i.e. SX := X + 1, the unit sx: X - X +11s
the canonical inclusion and the multiplication mx: X +2 — X + 1 fixes any element of
X and sends the two elements of 2 to the only one of 1. One can easily prove that the
category of S-algebras is the category of pointed sets.

Clearly, defining Sy as the restriction of S to finite cardinals, we can see (S, Sf) as a
monad compatible with /. Moreover, there is a lifting of V' to the algebras of (S, S¢)
defined as follows: for any finite pointed set (n, i) we set V(n, i) := (Set(In, R), &;).
Now we need to check that both the unit and the extension operator lift. First of all,
we can see straight away that v, is a map of pointed sets, since by definition it sends
each i to the map d;. Then, if we consider a map of pointed sets a: (In, i) = (Vm, §;)
we need to check that the extension af: Vn — Vm is still a map of pointed sets, i.e. the
equality af(6;) = &; holds. For any s € m

[0 (6:)](s) = di(r) - [e(r)](s) (by definition of (—))
= a(i)(s) (by definition of ¢;)
=0;(s) (a map of pointed sets).

Therefore, by Theorem 5.9, we have a relative distributive law of V' over (S, S¢). In

particular, by Theorem [6.18] we have a monad S induced on the Kleisli of V, i.e. vector
spaces. What we get as algebras over this monad are pointed vector spaces.
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