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Abstract

We survey the theory of Hopf monads on monoidal categories, and present new examples and

applications. As applications, we utilise this machinery to present a new theory of cross products, as

well as analogues of the Fundamental Theorem of Hopf algebras and Radford’s biproduct Theorem for

Hopf algebroids. Additionally, we describe new examples of Hopf monads which arise from Galois and

Ore extensions of bialgebras. We also classify Lawvere theories whose corresponding monads on the

category of sets and functions become Hopf, as well as Hopf monads on the poset of natural numbers.
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1 Introduction

Hopf monads were originally introduced to generalise the lifting properties of ordinary Hopf algebras

in the category Vec of vector spaces, to arbitrary monoidal categories. In [51], Hopf monads were de-

fined as monads which lift the monoidal structure of a monoidal category to their category of modules

(or Eilenberg-Moore categories). These monads are now referred to as bimonads or comonoidal monads,

whereas monads which also lift the closed structure (inner-homs) of a closed monoidal category are called

Hopf monads [12]. While the purpose of the latter definition was rooted in lifting the closed structure,

the ‘Hopf condition’ presented in [12] makes sense for bimonads on arbitrary monoidal categories. Addi-

tionally, this theory has garnered interest because many of the various categorical generalisations of Hopf

algebras including Hopf algebroids, Hopf Polyads and Hopf categories, among others [8, 9] can all be

viewed within this framework. Hence, any results proved at the level of Hopf monads can have fruitful

applications for all these other structures.

Initially, Hopf monads were defined for rigid monoidal categories [14] and various Hopf algebraic

results were extended to this setting and applied in the study of tensor categories [13] and topological field

theories [64]. This new point of view has also produced novel results for its simplest family of examples,

namely braided Hopf algebras in rigid monoidal categories, such as the notions of Drinfeld double and

quasitriangular structures [15, 16]. While some of the classical Hopf algebraic results, including the

Fundamental Theorem of Hopf algebras and Radford’s biproduct Theorem, were also generalised to the

setting of Hopf monads on arbitrary monoidal categories [12], other results such as the theory of integrals

have not received the same treatment. This is partly due to the lack of explicit examples when the category

is not rigid. In the same vein, even some of the results which have been generalised to this setting have

not been translated into the language of interesting examples of Hopf monads, such as Hopf algebroids.

Here, we present a survey-style review of the theory of Hopf monads and bimonads with a particular

focus on constructing new examples of these objects. While collecting the various results in the theory of

Hopf monads, which are spread between [14, 12, 16, 60] among other texts, we also compare them with

their classical analogues in the theory of ordinary Hopf algebras and apply some of them in the setting of
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Hopf algebroids. We also aim to provide simpler sketches of the proofs of these results, which provide

the reader with a better picture of the proof and avoid unnecessary details.

The book [9] along with several surveys including [65] formulate numerous generalisations of Hopf

algebraic structures as examples of Hopf monads, but do not review the various results on Hopf monads

themselves. In addition to providing a survey of these results, we take a different approach to examples.

Throughout Section 4, we pick several base monoidal categories and then construct examples of Hopf

monads on these bases, which do not already appear as Hopf algebra-like structures in the literature. The

reader can also refer to Chapter II of [64] as it contains a review of the theory of Hopf monads on rigid

monoidal categories. In this survey however, we primarily focus on results and examples in the non-rigid

setting.

Organisation: In Section 2, we review the basic categorical machinery which we will use and review

some key features of some well-known monoidal categories. In Section 3, we recall the notion of bimon-

ads and the various definitions of Hopf monads and review their fundamental properties. In Section 5, we

review the different ways in which we can combine these structures to obtain new Hopf monads, while

in Section 7, we review some well-known results in the theory of Hopf algebras which have been gener-

alised to the setting of Hopf monads. In Section 6 we recall the correspondence between Hopf monads

and cocommutative central coalgebras. The novel portions of our work mainly appear in Section 4 where

we present several new examples of Hopf monads by looking at poset categories, algebraic theories and

Galois extensions of bialgebras. The various new applications of Hopf monads to the theory of Hopf

algebroids are spread within Sections 5, 6 and 7 as examples. Finally, we mention some aspects of Hopf

monads which we have not discussed here in Section 8 and present an account of where Hopf adjunctions

appear in topos theory in Appendix A.

Novel Constructions: Our simplest family of examples appear in Section 4.2, where we classify

Hopf monads on the poset (N0,≤) which is viewed as a category with its monoidal structure given by

+. We show that bimonads on this category correspond to infinite submonoids of (N0,+), while Hopf

monads on this category correspond to submonoids which are generated by a single positive number.

Monads on Set are said to be generalisation of algebraic theories, in particular, because finitary mon-

ads on Set correspond exactly to algebraic or Lawvere theories. In Section 4.3, we show that any finitary

Hopf monad must correspond to the theory of G-sets for a groupG (a Hopf algebra in Set).

In Section 4.4, we consider extensions of bialgebras f : B → H and investigate when the induced

adjunction given by restriction and extension of scalars HM ⇆ BM gives rise to a Hopf monad. We

show that the (left) pre-Hopf condition presented in [12] corresponds to H being a Galois extension [59]

of B over a coalgebra determined by f . Furthermore, we present a generalised Galois condition (40) for

f which determines when the adjunction is (left) Hopf. We then show that any suitable Ore extension of

bialgebras satisfies this condition.

In [27], we presented a construction for Hopf monads corresponding to pivotal pairs (P,Q) in suit-

able closed monoidal categories. In Section 4.5, we review this construction and show that we still obtain

a Hopf monad under more general assumptions where the base category is not necessarily closed, The-

orem 4.15. We already noted in [27], that this construction can be viewed as an example of Shimizu’s

Tannaka-Krein reconstruction for Hopf monads [60]. In Section 7.4, we review the latter theory and use

our example in Section 4.5 to clarify different aspects of this complicated machinery.

In Section 4.6, we review how Hopf algebroids and bialgebroids over a base algebraA can be viewed

as Hopf monads and bimonads over the category ofA-bimodules. While this point of view is well-known,

various useful results for Hopf monads have not been translated into the language of Hopf algebroids. For

instance, in Example 5.3 we translate the theory of cross products of Hopf monads to the setting of Hopf

algebroids and present an analogous construction to the cross product of Hopf algebras in this setting.

We present three more such results in Examples 6.5, 7.6 and 7.4, which include the construction of a

lax braiding on the induced coalgebra of Hopf algebroids and analogues of the Fundamental Theorem of

Hopf algebras and Radford’s biproduct Theorem for these structures.
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2 Categorical Background

In this section we recall some of the categorical concepts which we will use in future chapters and set our

notation. Our main references for basic category theory will be [39, 54].

2.1 Monoidal Categories

In this section we briefly recall the theory of monoidal categories and set our notation. We refer the reader

to Section 1 of [64] for additional details.

Given a category C, a quadruple (⊗, 1, α, l, r) is called a monoidal structure on C, where 1 is an object

in C, ⊗ : C × C → C a bifunctor and α : (idC ⊗ idC)⊗ idC → idC ⊗ (idC ⊗ idC), l : 1⊗ idC → idC and

r : idC⊗1→ idC natural isomorphisms satisfying coherence axioms as presented in Section 1.2.1 of [64].

Given such a structure (C,⊗, 1) is referred to as a monoidal category and 1 is called its monoidal unit.

The monoidal structure is said to be strict if α, l and r are all identity morphisms. Given any monoidal

category (C,⊗, 1) we obtain another monoidal category (C,⊗op, 1) where the bifunctor ⊗op is defined

by X ⊗op Y = Y ⊗ X . This construction is distinct to the opposite category Cop which has the same

objects as C but morphisms in reversed directions.

Throughout this work, every monoidal category will either be strict or the coherence isomorphisms

α, l, r, while not the identity morphisms, will be trivial e.g. in the case of the category of sets, Set, the

function αX,Y,Z : (X × Y ) × Z → X × (Y × Z) sends every element ((x, y), z) to (x, (y, z)). Hence,

the effect of these natural isomorphisms will be negligible and we will not discuss them further.

A functorF : C → D between monoidal categories (C,⊗C , 1C) and (D,⊗D, 1D) is said to be (strong)

monoidal if there exist a pair (F2, F0) where F2(−,−) : F (−) ⊗D F (−) → F (− ⊗C −) is a natural

(isomorphism) transformation and F0 : 1D → F (1C) a (isomorphism) morphism satisfying

F2(X ⊗C Y, Z)(F2(X,Y )⊗D idF (Z)) =F2(X,Y ⊗C Z)(idF (X) ⊗D F2(Y, Z)) (1)

F2(X, 1C)(idF (X) ⊗D F0) = idF (X) = F2(1C , X)(F0 ⊗D idF (X)) (2)

for any three objects X,Y, Z in C. The functor F is said to be (strong) comonoidal if there exist a pair

(F2, F0) with arrows going in the opposite direction. From here onwards, we will omit the subscript

denoting the ambient category e.g. replace ⊗C and ⊗D by ⊗, since the choice of monoidal structure

will be clear from context. Note that a strong monoidal structure (F2, F0) on a functor F is equivalent

to a strong comonoidal structure (F−1
0 , F−1

2 ) on F . A strong monoidal functor with F2 = id−⊗− and

F0 = id1 is called strict monoidal. The reader should also note that in many sources the term monoidal

functor refers to a strong monoidal functor, but we choose to match the terminology used in the main

Hopf monad literature [14, 12].

The composition GF of two functors F : C → D and G : D → E with (co)monoidal structures

(F2, F0) and (G2, G0) obtains a natural (co)monoidal structure by (GF2)G2(F, F ) and (GF0)G0 (resp.

G2(F, F )GF2 and G0(GF0)). A natural transformation θ : F ⇒ G between two (co)monoidal functors

(F, F2, F0) and (G,G2, G0) is said to be (co)monoidal if θF2 = G2(θ ⊗ θ) and θ1F0 = G0 (resp.

(θ ⊗ θ)F2 = G2θ and G0θ = F0) hold.

4



Given an object X in a monoidal category (C,⊗, 1), we say an object ∨X is a left dual of X , if there

exist morphisms evX : ∨X ⊗X → 1 and coevX : 1→ X ⊗ ∨X such that

(evX ⊗ id∨X)(id∨X ⊗ coevX) = id∨X , (idX ⊗ evX)(coevX ⊗ idX) = idX

In such a case, we call X a right dual for ∨X . Furthermore, a right dual of an object X is denoted by

X∨, with evaluation and coevaluation maps denoted by evX : X ⊗X∨ → 1 and coevX : 1→ X∨⊗X ,

respectively. We will refer to evaluation and coevaluation maps as such, as duality morphisms. We say an

object X is dualizable if it has both a left dual and a right dual. Note that if a left (or right) dual object to

X exists, then it is unique upto isomorphisms. Let Y and Z both be left dual objects to X , with duality

morphisms (ev, coev) and (ev′, coev′), then (ev⊗ idZ)(idY ⊗ coev′) and (ev′⊗ idY )(idZ ⊗ coev) form

an isomorphism between Y and Z .

The monoidal category C is said to be left (right) rigid or autonomous if all objects have left (right)

duals. If a category is both left and right rigid, we simply call it rigid. In the literature, when a category

is said to be left (or right rigid), it is assumed that we have chosen a left dual and a pair of duality

morphisms for every object X and ∨X denotes this specific choice of left dual. Given these choices, we

have a contravariant functor ∨(−) : C → C which sends objects X to their left duals ∨X and morphisms

f : X → Y to morphisms (evY ⊗ id∨X)(id∨Y ⊗ f ⊗ id∨X)(id∨Y ⊗ coevX). Similarly, (−)∨ : C → C
defines a contravariant functor on a right rigid category.

We call a monoidal category C left (right) closed if for every object X there exists an endofunctor

[X,−]l (resp. [X,−]r) on C which is right adjoint to − ⊗ X (resp. X ⊗ −). We will denote the

unit and counit of these adjunctions by coev−X (resp. coev−X ) and ev−X (resp. ev−X ). By definition

[−,−]l, [−,−]r : Cop × C → C become bifunctors and we refer to them as inner-homs. If a category

is left and right closed we call it closed. Observe that if X has a left (right) dual ∨X (resp. X∨), the

functor−⊗ ∨X (resp. X∨ ⊗−) becomes right adjoint to −⊗X (resp. X ⊗−) and therefore every left

(right) rigid category is left (right) closed. Furthermore, if X has a left (right) dual, ∨X ∼= [X, 1]l (resp.

X∨ ∼= [X, 1]r). We have adopted the notation of [12] here, and what we refer to as a left closed structure

is referred to as a right closed structure in some of our other references such as [56].

It is well-known that strong monoidal functors preserve dual objects i.e. F (∨X) ∼= ∨F (X) since

F−1
0 F (ev)F2(

∨X,X) and F−1
2 (X, ∨X)F (coev)F0 act as the evaluation and coevaluation morphisms

making F (∨X) a left dual object to F (X).
Given a monoidal functor F : C → D between a pair of left closed monoidal categories, C and D, we

obtain a canonical family of morphisms Φl
X,Y := F (evYX)F2([X,Y ]lC , X) : F [X,Y ]lC ⊗D FX → FY

for every pair of objects X,Y in C. Consequently we obtain a family of morphisms

F l
X,Y := [F (X),Φl

X,Y ]
l
Dcoev

F [X,Y ]lC
F (X) : F [X,Y ]lC → [F (X), F (Y )]lD

as the corresponding morphism to Φl
X,Y under the adjunction − ⊗D F (X) ⊣ [F (X),−]lD. We say that

the monoidal functor F is left closed if the morphisms F l
X,Y are isomorphisms for all pair of objects

X,Y in C. A symmetric definition can be made for right closed functors. We refer the reader to Section

3.2 of [12] for additional details.

2.2 Braided Monoidal Categories and Hopf Algebras

In this section we briefly recall the definitions of braided monoidal categories and braided bialgebras and

Hopf algebras in them, which appeared in the work of Majid [41] under the name of braided groups. We

refer the reader to Section II.6 of [64] for additional details and a modern treatment.

A monoidal category is said to be (lax) braided if there exists a natural isomorphism (natural trans-

formation) ΨX,Y : X ⊗ Y → Y ⊗X satisfying what we refer to as the braiding axioms:

ΦX,Y⊗Z = (idY ⊗ ΦX,Z)(ΦX,Y ⊗ idZ), ΦX⊗Y,Z = (ΦX,Z ⊗ idY )(idX ⊗ ΦY,Z) (3)
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A braided monoidal category is said to be symmetric if ΦY,XΦX,Y = idX⊗Y for every pair of objects

X,Y in C.

Note that in a braided monoidal category, an object is left dualisable if and only if it is right dual-

isable. If ∨X denotes the left dual of X in C, with duality morphisms coev and ev then evΨX,∨X and

Ψ−1
X,∨Xcoev make ∨X a right dual ofX . The converse argument also holds, makingX∨ a left dual ofX .

More generally, Ψ−,X : −⊗X → X⊗− is an isomorphism of functors and thereby a braided monoidal

category is left closed if and only if its is right closed.

An algebra or monoid in a monoidal category C consists of a triple (M,µ, η), where M is an object

of C and µ : M ⊗M → M and η : 1 → M are morphisms in C which satisfy µ(idM ⊗ η) = idM =
µ(η ⊗ idM ) and µ(idM ⊗ µ) = µ(µ ⊗ idM ). A coalgebra or comonoid in C can be defined by simply

reversing the arrows in the definition of a monoid.

A braided bialgebra in a braided monoidal category (C,Ψ) consists of an objectB in C, and quadruple

of morphisms (m, η,∆, ǫ), such that (B,m, η) form a monoid in C, (B,∆, ǫ) form a comonoid in C and

the following axioms hold

(m⊗m)(idB ⊗ΨB,B ⊗ idB)(∆⊗∆) = ∆m (4)

∆η = η ⊗ η, ǫm = (ǫ⊗ ǫ), ǫη = id1 (5)

A braided bialgebra is called a braided Hopf algebra if there exists a morphism S : B → B called its

antipode such that m(idB ⊗ S)∆ = ηǫ = m(S ⊗ idB)∆. If (C,Ψ) is a symmetric category then we

simply omit the “braided” prefix when referring to bialgebras and Hopf algebras in C.

Given any monoidal category C, we can define the category of monoids in C which has monoids

(M,m, η) in C as objects and morphisms f : (M,m, η) → (M ′,m′, η′) are morphisms f : M → M ′

in C which commute with the structural morphisms i.e. satisfy m′(f ⊗ f) = fm and fη = η′. If C is

endowed with a braiding Ψ, then the category of monoids in C obtains a monoidal structure defined by

(M,m, η)⊗ (M ′,m′, η′) =
(

M ⊗C M
′, (m⊗m′)(idM ⊗ΨM,M ′ ⊗ idM ′), η ⊗ η′

)

We can define the category of comonoids in C and its monoidal structure, when C is braided, in a sym-

metric way. From this point of view, picking out a bialgebra in C is equivalent to picking a comonoid

(monoid) in the monoidal category of monoids (comonoids) in C.

2.3 Dual of a Monoidal Functor and Center

In this section we recall the definition of the dual of a monoidal functor and the center of a monoidal cat-

egory with [40] as our main reference. We also present some basic results regarding the dual construction

which do not appear together elsewhere.

If U : D → C is a strong monoidal functor between monoidal categories, the dual of the functor U is

defined as the category whose objects are pairs (X, τ) with X being an object of C and τ : X ⊗U(−)→
U(−)⊗X a natural isomorphism satisfying

(idU(M) ⊗ τN )(τM ⊗ idU(N)) =(U2(M,N)−1 ⊗ idX)τM⊗N (idX ⊗ U2(M,N)) (6)

(U−1
0 ⊗idX)τ1(idX ⊗ U0) = idX (7)

with morphisms f : (X, τ) → (X ′, τ ′) being morphisms f : X → X ′ in C which satisfy τ ′(f ⊗ idC) =
(idC ⊗ f)τ . We denote the dual by (DUC)

◦
. The dual of the identity functor idC : C → C, is called the

center of C and denoted by Z(C). This construction is often referred to as the Drinfeld-Majid center.

The lax left dual of U , denoted by (DUC)
◦
l,lax is defined exactly as (DUC)

◦
but where the natural

transformations τ are not assumed to be isomorphisms. In a symmetric manner, we can define the lax right

dual of U , whose objects are pairs (X, τ) where τ : U(−)⊗X → X⊗U(−) is a natural transformation.
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The lax left (right) dual of the identity functor on C is called the lax left (right) center of C and is denoted

by Zl,lax(C) (Zr,lax(C)). In [57], (DUC)
◦
l,lax is referred to as the weak left centralizer of U and denoted

byWl(U).
It is easy to check that the dual (DUC)

◦
carries a monoidal structure via

(X, τ)⊗ (X ′, τ ′) := (X ⊗X ′, (τ ⊗ idX′)(idX ⊗ τ
′)) (8)

with the pair (1C , idU(−)) acting as the monoidal unit. Furthermore, the forgetful functor U : (DUC)
◦ →

C defined by U(X, τ) = X becomes strict monoidal. Thereby, the dual construction actually sends a

strong monoidal functor U : D → C with codomain C to another such functor (DUC)
◦ → C.

The notion of lax left (right) dual of a functor U becomes equivalent to the dual of U when D is right

(left) rigid:

Theorem 2.1. If D is a right rigid category then (DUC)
◦ = (DUC)

◦
l,lax.

Proof. LetM be an object ofD andM∨ denote its right dual. Since U is strong monoidal then following

our discussion in Section 2.1, U(M∨) becomes a right dual ofU(M) via ev′ = U−1
0 U(evM )U2(M,M∨)

and coev′ = U−1
2 (M∨,M)U(coevM )U0. Hence, for any object (X, τ) in (DUC)

◦
l,lax, we can define τ−1

M

by (ev′ ⊗ idX⊗M )τM∨ (idM⊗X ⊗ coev′). It follows from τ being natural and satisfying (6) and (7)

that τM and τ−1
M are inverses. Consequently, for any (X, τ) in (DUC)

◦
l,lax, the transformation τ is an

isomorphism and (DUC)
◦ = (DUC)

◦
l,lax

Now we observe that dualities between objects in the base category lift to the monoidal dual.

Corollary 2.2. Let X be a left dualizable object of C and ∨X denote its left dual. If (X, τ) is an object

of (DUC)
◦
, then there exists a natural braiding on ρ such that (∨X, ρ) becomes an object of (DUC)

◦
and

the left dual of (X, τ).

Proof. Let evX and coevX denote the relevant duality morphisms betweenX and ∨X . We define ρM :=
(evX ⊗ idM⊗∨X)(id∨X ⊗ τ

−1
M ⊗ id∨X)(coevX). It follows by definition that evX and coevX become

morphisms in (DUC)
◦
.

In [57], a stronger statement is proved:

Theorem 2.3 (Proposition 3.1 [57]). If U : D → C is a strong monoidal functor, C is left closed and D
right rigid then (DUC)

◦
has a left closed structure which U preserves.

The center of a monoidal category C is of particular interest since it has a braided structure Ψ defined

by Ψ(X,τ),(X′,τ ′) = τX′ . A central bialgebra (Hopf algebra) in C refers to an object (B, τ) in Z(C) with

a braided bialgebra (Hopf algebra) structure.

At this point we reflect on the fact that, under suitable conditions, the dual of a monoidal functor lifts

colimits from the base category.

Theorem 2.4. If −⊗− in C preserves colimits in both entries, the forgetful functor U : (DUC)
◦
l,lax → C

creates colimits which exist in C. The same statement holds if we consider U : (DUC)
◦ → C

Proof. Consider a diagram D : J → (DUC)
◦
l,lax so that the diagram UD : J → C has a colimit A in C

with a family of universal morphisms πj : UD(j)→ A for objects j in J . Since D : J → (DUC)
◦
l,lax is a

functor, for any objectX ∈ D we have a family of morphisms σj
X : D(j)⊗U(X)→ U(X)⊗D(j) which

are natural with respect to J and thereby form a natural transformation σ : D ⊗ U(X) ⇒ U(X) ⊗ D.

Because the bifunctor − ⊗ − in C preserves colimits in both components, the diagrams UD ⊗ U(X)
and U(X) ⊗ UD admit colimits A ⊗ U(X) and U(X) ⊗ A, respectively. By the universal property of

A ⊗ U(X), there exists a unique morphism σA
X such that σA

X(πj ⊗ U(X)) = (U(X) ⊗ πj)σ
j
X . If we
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show that (A, σA) is indeed an object of (DUC)
◦
l,lax, then it follows that π : D ⇒ (A, σA) becomes a

cocone of the diagram D.

Let f : X → Y be a morphism in D. To show that (U(f)⊗ idA)σ
A
X = σA

Y (idA⊗U(f)), we observe

that

σA
Y (idA ⊗ U(f))(πj ⊗ idU(X)) = σA

Y (πj ⊗ idU(Y ))(idD(j) ⊗ U(f))

= (idU(Y ) ⊗ πj)σ
j
Y (idD(j) ⊗ U(f)) = (idU(Y ) ⊗ πj)(U(f)⊗ idD(j))σ

j
X

= (U(f)⊗A)(idU(X) ⊗ πj)σ
j
X = (U(f)⊗ idA)σ

A
X(πj ⊗ idU(X))

holds and use the universal property of (πj ⊗ idU(X)).
Hence, (A, σA) is an object of (DUC)

◦
l,lax and a cocone of the diagram D via πj . Consider another

cocone κ : D ⇒ (B, σB). Since A is a colimit of UD, there exists a unique morphism t : A → B
such that U(κ) = tU(π). What remains to be shown is whether t is a morphism in (DUC)

◦
l,lax. This also

follows from the universality of A⊗ U(X) and the calculation below

(idU ⊗ t)σ
A(U(π) ⊗ idU ) = (idU ⊗ tU(π))σj = (idU ⊗ U(κ))σ

j

= σB(U(κ)⊗ idU ) = σB(t⊗ idU )(U(π)⊗ idU )

Hence (idU ⊗ t)σ
A = σB(t⊗ idU ) and thereby, (A, σA) is a colimit of the original diagram D.

If σj were invertible, it follows from the universal property of U(X) ⊗ A that there exists a unique

morphism (σA)−1 such that (σA)−1(idU⊗π) = (π⊗idU )(σj)−1. It follows from the universal properties

of U(X)⊗A and A⊗ U(X) that σA
X and (σA

X)−1 are inverses.

The reader should note that the proof of Theorem 2.4 can be replicated in a symmetric manner for any

limits in C which are preserved in both entries of −⊗−.

2.4 Key Examples of Monoidal Categories

In this section we review some key examples of monoidal categories and their properties.

Example 2.5. Given any category C, we obtain a new category denoted by End(C), which has endo-

functors F : C → C as objects and natural transformations between them as morphisms. The category

of endofunctors has a canonical monoidal structure via composition of functors i.e. F ⊗ G = FG for

endofunctors F,G and the identity functor idC acting as the monoidal unit. In this monoidal category, a

functor F being left (right) dual to G, is exactly equivalent to F being left (right) adjoint to G. Addition-

ally, the right adjoint functor [F,−]l to − ⊗ F : End(C) → End(C), if it exists, is usually denoted by

RanF and [F,G]l is called the right Kan extension of G along F , see Proposition 6.1.5 of [54]. We also

have a trivial description of the center of any endofunctor category:

Proposition 2.6. Given any non-empty category C, the center of the monoidal category End(C) is equiv-

alent to the trivial category.

Proof. For any object X in C, there exists an endofunctor FX which sends all objects to X and all

morphisms to idX . Let (G, τ) belong to Z(End(C)). It follows that for every object X in C we obtain an

isomorphism τFX
: GFX → FXG = FX . Hence, we have a family of isomorphisms τFX

: G(X) ∼= X
for objects X in C. Moreover, natural transformations Ff : FX → FY are in correspondence with

morphisms f : X → Y . Since τ is a natural then for any morphism f the equality fτFX
= τFY

G(f)
holds and τF−

: G → idC becomes a natural isomorphism of functors. Hence, every pair (G, τ) is

isomorphic to (idC , id) via τF−
and the skeleton of Z(End(C)) is the trivial category.
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Example 2.7. Any category with finite products obtains a natural symmetric monoidal structure with the

product acting as ⊗ and the final object acting as the monoidal unit. Such monoidal structures are called

cartesian. In particular, the category of sets and functions Set has a monoidal structure via the product

of sets × and the set with one element 1 = {⋆} acting as the monoidal unit. The symmetric structure is

given by the flip map ΨX,Y = flip which sends a pair (x, y) ∈ X × Y to (y, x) ∈ Y × X . The only

dualizable object in Set is 1 since coev : 1 → X × ∨X would have to be surjective on its projections to
∨X and X but its image contains exactly one element, so X ∼= ∨X ∼= 1.

Proposition 2.8. There exists a monoidal equivalence Z(Set) ≃ Set.

Proof. Let (X, τ) be an object of Z(Set). For any set Y and element y ∈ Y , we have a unique morphism

fy : 1 → Y sending the element ⋆ to y. By the naturality of τ and (7) it follows that τY (idX × fy) =
(fy × idX)id1×X and thereby τY (x, y) = (y, x) for any x ∈ X . Hence, τ must act as the flip map and

the only objects in Z(Set) are of the form (X, flip).

Since the category (Set,×, 1) is symmetric monoidal, we can describe a Hopf algebra object in Set:

Let (X,∆, ǫ) be a comonoid in (Set,×, 1). Since ǫ : X → 1 is the unique map sending all elements ofX
to the unique element in 1, then it follows from (ǫ× idX)∆ = idX = (idX × ǫ)∆ that ∆(x) = (x, x) ∈
X × X for all x ∈ X . Consequently, any monoid (X,m, η) becomes a bialgebra (X,m, η,∆, ǫ) with

this trivial comonoid structure. The existence of an antipode for such a bialgebra is precisely equivalent

to the existence of inverses for all elements. Hence, Hopf algebras in Set are precisely groups.

Example 2.9. The category of vectorspaces Vec over a base field K is endowed with a symmetric

monoidal structure via the tensor product of vectorspaces ⊗K and the one dimensional vectorspace K

acting as the unit. The symmetric structure ΨV,W : V ⊗K W → W ⊗K V is the flip map send-

ing v ⊗K w ∈ V ⊗K W to v ⊗K w. The famous hom-tensor adjunction illustrates that this monoidal

structure is closed with inner-homs [V,W ] given by spaces of K-linear maps HomK(V,W ). It is well-

known that a vectorspace V is dualizable in Vec if and only if V is finite dimensional. This is because

coev : K → V ⊗K
∨V is uniquely determined by the choice of coev(1) which must be of the form

∑n
i=1 vi ⊗K v∗i for some number n. It then follows by the definition of the duality morphisms that

{vi}ni=1 must form a finite basis for V . A similar argument to Proposition 2.8 with maps fv : K → V
corresponding to v ∈ V proves that Z(Vec) ≃ Vec.

Monoids in Vec are simply K-algebras. Comonoids (C,∆, ǫ) in Vec are called K-coalgebras, or

coalgebras for simplicity. We will use Sweedler’s notation for the coproduct ∆ : C → C ⊗K C and

write ∆(c) = c(1) ⊗K c(2) where the right hand side depicts the finite sum of elements of the form

c1 ⊗K c2 ∈ C ⊗K C corresponding to c. We recover the theory of ordinary bialgebras and Hopf algebras

when looking at bialgebras and Hopf algebras in Vec with this symmetric monoidal structure and refer

the reader to [46] for more details on these.

Example 2.10. Let A be a K-algebra. The category of A-bimodules has a natural monoidal structure by

tensoring bimodules over the algebra A, denoted by ⊗A, and the algebra A, regarded as an A-bimodule,

acting as the unit object. It is well-known that a bimodule has a left (right) dual in the monoidal category

AMA if and only if it is finitely generated and projective, fgp for short, as a right (left) A-module. In

particular, AMA is closed with

[M,N ]l := HomA(M,N), [afb](m) = af(bm), f ∈ HomA(M,N)

[M,N ]r := AHom(M,N), [agb](m) = g(ma)b, g ∈ AHom(M,N)

where a, b ∈ A and HomA(M,N) and AHom(M,N) denote the vectorspaces of right and leftA-module

morphisms fromM to N , respectively. Explicitly, the units and counits of the adjunctions for the left and
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right closed structures are given by

̺MN : N −→ HomA(M,N ⊗M), εMN : HomA(M,N)⊗M −→ N

n 7−→ fn : (m 7→ n⊗m) f ⊗m 7−→ f(m)

(9)

ΘM
N : N −→ AHom(M,M ⊗N), ΠM

N :M ⊗ AHom(M,N) −→ N

n 7−→ gn : (m 7→ m⊗ n) m⊗ g 7−→ g(m)

for any pair of A-bimodules M and N . Consequently, for a right or left fgp bimodule M , we identify
∨M by HomA(M,A) and M∨ by AHom(M,A). Note that the category AMA is generally not braided.

For a discussion of when AMA admits a braiding we refer the reader to [2]. Several characterisations of

the center of AMA are also provided in [1].

Since the category of bimodules does not admit a braiding in general, we can not discuss Hopf algebra

objects in this category. However, the role of Hopf algebras and bialgebras in this setting is taken by Hopf

algebroids and bialgebroids which we will discuss further in Section 4.6.

2.5 Monads

In this section we recall the theory of monads, with Chapter VI of [39] as our main reference.

A monad on a category C is a monoid in its monoidal category of endofunctors End(C). Explicitly, a

monad consists of a triple (T, µ, η), where T is an endofunctor on C and µ : TT → T and η : idC → T
are natural transformations satisfying µTµ = µµT , µTη = idT = µηT . Morphisms of monads θ :
(T, µ, η) → (T, µ′, η′) can be defined accordingly as natural transformations θ : T → T ′ satisfying

θη = η′ and θµ = µ′(T ′θ)θT .

Any monad gives rise to an adjunction FT ⊣ UT : CT ⇆ C, where CT is the Eilenberg-Moore

category associated to T . The category CT has pairs (X, r), where X is an object in C and r : TX → X
a T -action satisfying rµX = rT r and rη = idX , as its objects and morphisms of C which commute

with the T -actions as its morphisms. The free functor FT acts as FT (X) = (TX, µX) and the forgetful

functor UT acts by UT (X, r) = X . We will call every pair (X, r) a T -module and will sometimes refer

to the Eilenberg-Moore category as the category of T -modules. In the converse direction, any adjunction

F ⊣ G : D ⇆ C gives rise to a monad (GF, η,GǫF ) where η : idC → GF and ǫ : FG → idD
denote the unit and counit of the adjunction, respectively. We also obtain a natural functor K : D → CT

defined by K(d) = (Gd,Gǫd). This functor is called the comparison functor and satisfies UTK = G
and KF = FT . We say the functorG is monadic if K is an equivalence of categories.

Now we recall Beck’s Theorem. The proof of this theorem and several equivalent formulations of it

can be found in Section VI. 7 of [39].

Theorem 2.11 (Beck’s Theorem). Given an adjunction F ⊣ G : D ⇆ C, G is monadic if and only if the

functorG creates coequalizers for parallel pairs f, g : X ⇒ Y for whichGf,Gg has a split coequalizer.

Split coequalizers should not to be confused with reflexive coequalizers. A pair Gf,Gg has a split

coequalizer if there exists an object C in C along with morphisms s : C → GY , h : GY → GX and

t : GY → C such that t is a coequalizer and ts = idC , (Gg)h = idGY and (Gf)h = st hold. A

coequalizer of a parallel pair f, g : X ⇒ Y is called reflexive if there exists a morphism h such that

hf = hg = idX . The importance of reflexive coequalizers within the theory of monads was described

in a theorem of Linton [38], which concerns the existence of colimits in the category of T -modules. We

will refer to reflexive coequalizers and coreflexive equalisers by RCs and CEs, respectively.

If C is a monoidal category, then a monoid structures (A,m, η) on an object A in C gives rise to a

monad structures on the endofunctorA⊗− with µ = m⊗−. The Eilenberg-Moore category CT in this
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case becomes the category of left A-modules i.e. objects X with an action r : A ⊗X → X . The free

functor FT sends an object X to the free module generated by it (A ⊗ X,m ⊗ idX) and the forgetful

functor UT sends a module (X, r) to the object X .

The notation for monads is slightly confusing when compared to algebras. We usually denote the

category of (left) modules over an algebraA by AM and the category of (left) comodules over a coalgebra

C by CM, while in the monadic case, the category of modules over a monad T is usually written as CT

and category of comodules of a comonad S as CS . Moreover, in many texts including [39] T -modules

are referred to as T -algebras to stay consistent with the point of view that monads generalise algebraic

theories and CT plays the role of the category of algebras over a theory (see Section 4.3). Here we use

the term T -modules to stay closer to representation theoretic language and the example T = A⊗−.

Finally, we recall the following well-known fact.

Theorem 2.12. Given a pair of adjoint endofunctorsF ⊣ G : C ⇆ C, monad structures on F correspond

to comonad structures on G.

This can be seen easily from the fact that F and G are duals in the monoidal category of End(C) and

this duality can be used to take an algebra structure on one object to a coalgebra structure on the other,

see Proposition 2.4 of [44]. Explicitly, if η and ǫ denote the unit and counit of F ⊣ G and (F, µ, ν) is a

monad structure, then (GGǫ)(GGµG)(GηFG)ηG and ǫνG provide a comonad structure on G.

2.6 Ends and Coends

In this section we briefly recall the notion of ends and coends, with Chapter IX of [39] serving as our

main reference.

For categories C and D and bifunctors F,G : Cop × C → D, a dinatural transformation d : F → G
consists of a family of morphisms dX : F (X,X)→ G(X,X) such that for any morphism f : X → Y ,

we have an equality of morphisms

G(idX , f)dXF (f, idX) = G(f, idY )dY F (idY , f) : F (Y,X)→ G(X,Y ) (10)

An end for a bifunctor F : Cop × C → D is a pair (E, e) consisting of an object E of D and a dinatural

transformation e : E → F , where we regardE as a constant functorE : Cop×C → D sending all objects

in Cop × C to E and all morphisms to idE , where e is universal in the sense that for any other such pair

(E′, e′), there exists a unique morphism f : E′ → E satisfying ef = e′. Note that for an end (E, e) of F ,

the equations (10) reduce to F (idX , f)eX = F (f, idY )eY . Dually, we can define a coend of F as a pair

(C, d) where d : F → C is a universal dinatural transformation satisfying dXF (f, idX) = dY F (idY , f).

The end and coend of F will be denoted by
∫

X∈C
F (X,X) and

∫X∈C
F (X,X), respectively.

Given any bifunctor F : Cop × C → D, we obtain a diagram in D containing morphisms F (idY , f)

and F (f, idX) corresponding to f : X → Y in C. An end
∫

X∈C F (X,X) and a coend
∫ X∈C

F (X,X)
are precisely a limit and colimit for this diagram, respectively. Hence, (co)ends for a bifunctor F :
Cop × C → D exists if D is (co)complete.

3 Hopf and Bimonads

In this section, we review the definitions and basic properties of bimonads and Hopf monads from [14, 12].

After first reviewing the theory of bimonads, we will look at the definition of Hopf monads on rigid

monoidal categories, defined in [14]. We will then review the notion of Hopf monads on general monoidal

categories and closed monoidal categories, which were defined in [12].
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3.1 Bimonads and Comonoidal Adjunctions

In this section, we first recall the theory of bimonads or comonoidal monads from [14], which first ap-

peared in [47] under the name of opmonoidal monads and independently in [51] under the name of Hopf

monads. Since these objects generalise braided bialgebras to arbitrary monoidal categories, we choose to

stay consistent with the terminology of [14, 12] and refer to them as bimonads.

Definition 3.1. A monad (T, µ, η) on a monoidal category C is said to be a bimonad or an comonoidal

monad if it also has a compatible comonoidal structure (T2, T0) satisfying

T2(X,Y )µX⊗Y = (µX ⊗ µY )T2(T (X), T (Y ))TT2(X,Y ) (11)

T2(X,Y )ηX⊗Y =ηX ⊗ ηY (12)

T0µ1 =T0(TT0) (13)

T0η1 =id1 (14)

for arbitrary objects X and Y in C.

The conditions in the above definition are just stating that µ and η are comonoidal natural transfor-

mations. A bimonad morphism between two bimonads is exactly a morphism between monads which is

also a comonoidal natural transformation. A bimonad structure on a monad T is precisely the structure

needed to lift the monoidal structure on the base category C to CT :

Theorem 3.2 (Theorem 7.1 [51]). If T is a monad on a monoidal category C, then bimonad structures

on T are in correspondence with liftings of the monoidal structure of C onto CT i.e. monoidal structures

on CT such that UT is strict monoidal.

Sketch of proof. If T has a compatible comonoidal structure (T2, T0), then we define the monoidal

structure on CT as

(M, r) ⊗ (N, s) :=

(

M ⊗N, T (M ⊗N)
T2(M,N) // T (M)⊗ T (N)

r⊗s // M ⊗N

)

(15)

with 1CT = (1, T0) as the unit object. Conditions (11) and (12) ensure that (15) is a well-defined object

in CT . Conditions (13) and (14) ensure that T0 is a well-defined T -action on 1 so that 1CT becomes an

object in CT .

In the converse direction, let us assume that CT has a well-defined monoidal structure ⊗ such that

UT is strict monoidal, defined by (M, r)⊗(N, s) = (M ⊗N, r⊗s). Then consider the arbitrary free

T -modules (T (M), µM ) and (T (N), µN) and define T2(N,M) as the composite

T2(M,N) : T (M ⊗N)
T (ηM⊗ηN ) // T (T (M)⊗ T (N))

µM⊗µN // T (M)⊗ T (N) (16)

It should be clear that due to the functoriality of T and µTη = idT holding, this process gives the inverse

of the one describe above. For further details of this proof, we refer the reader to Theorem 7.1 in [51]. ⋄
Now we reflect on the manner in which bimonads generalise braided bialgebras. Recall from Sec-

tion 2.5 that for any algebra (B,m, η) in a braided category (C,Ψ) we obtain a monad (B⊗−,m⊗−, η⊗
−), which we will denote by B. It is well-known that the category of modules over a bialgebra lifts the

monoidal structure of the base category, via its coalgebra structure. From the perspective of Theorem 3.2,

the coalgebra structure of a bialgebra provides a comonoidal structure on the functor B ⊗− which turns

B into a bimonad. Explicitly, the comonoidal structure is defined by

B2(M,N) = (idB ⊗ΨB,M ⊗ idN )(∆ ⊗ idM⊗N ), B0 = ǫ (17)
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and the conditions in Definition 3.1 translate exactly to the bialgebra axioms. In this way, we recover

precisely the action of a bialgebra on the tensor product of its modules from (15).

As we recalled in Section 2.5, the theory of monads and adjunctions are intertwined and it is natural

to expect that adjunctions which giving rise to bimonads should have a corresponding structure. These

adjunctions appeared first in Section 2.4 of [14]:

Definition 3.3. An adjunction F ⊣ U : D ⇆ C between monoidal categories is called a comonoidal

adjunction if U : D → C is strong monoidal.

Lemma 3.4 (Theorem 2.6 [14]). If F ⊣ U : D ⇆ C is an adjunction between monoidal categories then

TFAE

(I) U is strong comonoidal.

(II) F and U are both comonoidal and the unit and counit of the adjunction are comonoidal natural

transformations.

Furthermore, if the above conditions hold then T = UF becomes a bimonad.

Sketch of proof. Given a comonoidal adjunction F ⊣ U , we obtain a comonoidal structure on F as

follows

F (X ⊗ Y )
F2(X,Y ) //❴❴❴❴❴❴❴❴❴❴❴❴

F (ηX⊗ηY )

��

F (X)⊗ F (Y )

F (UF (X)⊗ UF (Y )) ∼=

FU
−1
2 (F (X),F (Y )) // FU(F (X)⊗ F (Y ))

ǫF (X)⊗F (Y )

OO
(18)

and F0 = ǫ1F (U
−1
0 ), where η and ǫ denote the unit and counit of the adjunction. It then follows by

definition that η and ǫ are comonoidal natural transformations.

In the converse direction if F and U are both comonoidal and the η and ǫ respect these comonoidal

structures, then U is strong comonoidal and the inverse of U2(X,Y ) is given by

U(X)⊗ U(Y )
U

−1
2 (X,Y ) //❴❴❴❴❴❴❴❴❴❴❴❴

ηU(X)⊗U(Y )

��

U(X ⊗ Y )

UF (U(X)⊗ U(Y ))
UF2(U(X),U(Y )) // U(FU(X)⊗ FU(Y ))

U(ǫF (X)⊗ǫF (Y ))

OO
(19)

Consequently, for a comonoidal adjunction F ⊣ U the monad T = UF obtains a comonoidal structure

by the composition of functors and the conditions in Definition 3.1 follow from η and ǫ respecting this

comonoidal structure. ⋄
In a symmetric manner to Lemma 3.4, given a bimonad T we obtain a comonoidal adjunction, namely

the free/forgetful adjunction FT ⊣ UT : CT ⇆ C. We have already seen in Theorem 3.2, that UT is strict

monoidal and carries a trivial strong comonoidal structure. Note that when the monoidal structure on C
is cartesian, any adjunction F ⊣ U : D ⇆ C is comonoidal, since U preserves all limits and is, thereby, a

strong monoidal functor.

We should also note that in the circumstances of Lemma 3.4, the comparison functor K : D → CT

obtains a natural strong monoidal structure such that equalities UTK = U and KF = FT hold as

equalities of comonoidal functors. Explicitly K2(X,Y ) = U2 and K0 = U0. For further details we refer

the reader to the proof of Theorem 2.6 in [14].

Dual Notion: The appropriate dualisation of the notion of bimonads is that of bicomonads or monoidal

comonads. While a bimonad consists of a monad and a comonoidal structure, a bicomonad refers to
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a comonad with a compatible monoidal structure, and these compatibility conditions are obtained by

reversing the morphisms in Definition 3.1. By symmetric arguments, one can prove that the monoidal

structure of the base category lifts to the category of comodules over the bicomonad. Given a bialgebra

B in a braided category C, we also obtain a natural bicomonad structure on the endofunctorB⊗− where

the coalgebra structure of B appears in the comonad structure and the algebra structure in the monoidal

structure. This is a unique case, and in general we do not expect a single endofunctor to admit both a

bimonad and a bicomonad structure.

After reviewing the connection between comonoidal monads and their lifting properties for their

Eilenberg-Moore categories, there are two natural questions which arise. 1) What happens if we consider

a monoidal structure on a monad? 2) Which monads lift the monoidal structure of the base category to

their Kleisli categories?

Monoidal Monads: A monoidal monad is a monad (T, µ, η) with a monoidal structure (T2, T0) such

that µ and η become monoidal morphisms. If suitable coequalizers exist, then the Eilenberg-Moore cate-

gory of a monoidal monad obtains a natural monoidal structure⊗T defined as the following coequalizer:

T (T (X)⊗ T (Y ))
T (r⊗s) //

µM⊗NTT2(M,N)
// T (X ⊗ Y ) // (X, r) ⊗T (Y, s) (20)

for a pair of T -modules (X, r) and (Y, s). In this setting, the free module functor FT becomes strong

monoidal. Consequently, the Kleisli category which can be identified as the subcategory of free T -

modules of the monad lifts the monoidal structure of the base category. This monoidal structure gener-

alises the tensor product in the category ofR-modules for a commutative ringR. Lastly, the reader should

note that UTFT becomes a monoidal comonad on CD. In a symmetric way, any comonoidal comonad on

C with suitable equalizers would give rise a comonoidal monad on CT . We will see a refined form of this

relation in Section 6 for Hopf monads.

Remark 3.5. The theory of monoidal monads is embedded in the theory of commutative monads within

the literature. A functor on a monoidal category can be equipped with two natural transformations called

a strength and a costrength, which were introduced in [35]. If the base category is symmetric monoidal,

we can ask for these morphisms to be compatible via the symmetry and a monad equipped with such com-

patible structures is called commutative. In fact, any monoidal monad obtains a strength and a costrength

in a natural way, and monoidal monads which respect the symmetric structure are in bijection with com-

mutative monads [36].

3.2 Hopf Monads on Rigid Monoidal Categories

In this section we review the first definition of Hopf monads based on [14]. As we will see, the definition

provided in [14] is only sensible when the base category is rigid and was later generalised to arbitrary

monoidal categories in [12].

Bialgebras in a braided monoidal category are known to lift the monoidal structure of the base cate-

gory to their categories of modules. As we saw in the previous section, bimonads generalise this aspect of

the theory of bialgebras. In the same direction, a bialgebra admitting an antipode and becoming a Hopf

algebra implies that the duality morphisms in the base category lift to its category of modules. More

concretely, let B be a braided bialgebra in (C,Ψ), and ∨X denote the left dual of an object X in C, with

duality morphisms ev and coev. IfB admits an antipode S then for anyB-action onX , ⊲ : B⊗X → X ,

we obtain a natural B-action on ∨X by (ev ⊗ id∨X)(id∨X ⊗ ⊲(S ⊗ idX) ⊗ id∨X)(ΨB,∨X ⊗ coev). In

particular, ev and coev respect these B-actions and become duality morphisms in BC. When B admits

an invertible antipode, we obtain a similar action on right dual objects using S−1. The first Hopf condi-

tion introduced in [14] ensures that the dualities in a rigid monoidal category lift to the Eilenberg-Moore

category of the bimonad. Let us recall the definition of antipodes for bimonads from Section 3.3 of [14].
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Definition 3.6. A bimonad T on a left rigid monoidal category C is called a left Hopf monad if there

exists a natural transformation slX : T (∨T (X))→ ∨X satisfying

T0T (evX(∨ηX ⊗ idX)) = evT (X)(s
l
T (X)T (

∨µX)⊗ idT (X))T2(
∨T (X), X) : T (∨T (X)⊗X)→ 1

(µX ⊗ s
l
X)T2(T (X), ∨T (X))T (coevT (X)) = (ηX ⊗ id∨X)coevXT0 : T (1)→ T (X)⊗ ∨X

Symmetrically, a bimonad T on a right rigid monoidal category is called a right Hopf monad if there

exists a natural transformation srX : T (T (X)∨)→ X∨ satisfying

T0T (evX(idX ⊗ η
∨
X)) = evT (X)(idT (X) ⊗ s

r
T (X)T (µ

∨
X))T2(X,T (X)∨) : T (X ⊗ T (X)∨)→ 1

(idX∨ ⊗ ηX)coevXT0 = (srX ⊗ µX)T2(T (X)∨, T (X))T (coevT (X)) : T (1)→ X∨ ⊗ T (X)

We say a bimonad T on a rigid category is a Hopf monad if it is both left Hopf and right Hopf. The

natural transformation sl (resp. sr) is called a left (right) antipode for the bimonad T .

This notion of antipode generalises the notion of antipode for Hopf algebras in the following way:

If C is a rigid braided monoidal category and B a Hopf algebra in it, then its corresponding bimonad B,

obtains a left and right antipode:

slX = (id∨X ⊗ evB)(id∨X⊗∨B ⊗ S)(ΨB,∨X⊗∨B)←→ S = (sl
1
⊗ idB)(idB ⊗Ψ−1

B,∨BcoevB)

srX = (idX∨ ⊗ evB(S
−1 ⊗ idB∨))(ΨB,X∨ ⊗ idB∨)←→ S−1 = (sr

1
⊗ idB)(idB ⊗ coevB)

where we have used the isomorphisms ∨(B ⊗X) ∼= ∨X ⊗ ∨B and (B ⊗ X)∨ ∼= X∨ ⊗ B∨. The

conditions in Definition 3.6 simply require S to satisfy the usual antipode conditions. Note that for

a braided bialgebra B in a rigid category, the bimonad B being only right Hopf implies the existence

of an opantipode S′ in the place of S−1. An opantipode is simply a map S′ : B → B satisfying

the basic properties which the inverse of an antipode would satisfy i.e. m(S′ ⊗ idB)Ψ
−1
B,B∆ = ηǫ =

m(idB ⊗ S′)Ψ−1
B,B∆.

The reader should note that because the definitions of Hopf monads with antipodes require the base

category to be left or right rigid, this theory generalises the theory of dualisable braided Hopf algebras

and finite-dimensional Hopf algebras. For any Hopf algebra B in a category C, the endofunctor B ⊗ −
does not restrict to an endofunctor on the (left or right) rigid subcategory of C unless B itself is (left or

right) dualisable. In particular, in the case of C = Vec, we need H to be finite-dimensional to obtain an

endofunctor on Vecfd.

Now we recall how the existence of left and right antipodes relates to the lifting of left and right

dualities to CT :

Theorem 3.7 (Theorem 3.8 [14]). If C is left (right) rigid, and T a bimonad on C then T is left (right)

Hopf if and only if CT is left (right) rigid.

Sketch of proof. If X is a T -module with action r : T (X) → X , then the left and right antipodes, if

they exist, provide the following actions on ∨X and X∨, receptively:

slXT (∨r) : T (∨X)→ ∨X, srXT (r
∨) : T (X∨)→ X∨ (21)

Furthermore, with these actions the usual evaluation and coevaluation morphisms lift to CT as T -module

morphisms. For further details on why the above morphisms are T -actions we refer the reader to Theorem

3.8 of [14].

In the converse direction, assume an arbitrary object (A, r) in CT has a dual (∨A, ρ(A,r)) with a pair

of duality morphisms ev and coev. Since U is strict monoidal then ∨A is a left dual of A in C. With this

15



notation one can show that ρ is natural and the left antipode is recovered as ∨ηAρFT (A) : T (
∨T (A)) →

∨A. See the proof of Theorem 3.8 of [14] for more details. ⋄
We should note that the actions described in Theorem 3.7 are unique for each choice of duality mor-

phisms. In particular, in Lemma 3.9 of [14] it is proved that the described action on ∨X is the unique

T -action on ∨X which makes both coevX and evX into T -module morphisms.

As in the case of comonoidal adjunctions, one can define Hopf adjunctions between rigid categories.

An adjunction F ⊣ U : D → C is said to be (left or right) Hopf, if U is strong monoidal and both

categories are (left or right) rigid. By Theorem 3.7, for a (left or right) Hopf monad T , the free/forgetful

adjunction FT ⊣ UT becomes such an adjunction. In the converse direction, if F ⊣ U is a (left or right)

Hopf adjunction, in Theorem 3.14 of [14] it is shown that UF becomes a (left or right) Hopf monad with

the antipodes being obtained in a similar fashion to the proof of Theorem 3.7. In the next section, we will

encounter a more general notion of Hopf adjunction.

Given any functor F : C → D between rigid monoidal categories, we can form a pair of functors F !

and !F by

F !(X) = F (∨X)∨, !F (X) = ∨F (X∨) (22)

Observe that if F is strong monoidal then !F ∼= F ∼= F !. Furthermore, it is not hard to see that if F ⊣ U ,

then U ! ⊣ F ! and !U ⊣ !F . With these observations in mind, consider the adjunction FT ⊣ UT for a

Hopf monad T on a rigid monoidal category. By Theorem 3.7, CT is rigid and thereby there exists an

adjunction U !
T ⊣ F

!
T . Since UT

∼= U !
T then UT admits a right adjoint. Furthermore, since T ! = U !

TF
!
T

and FT ⊣ UT
∼= U !

T ⊣ F
!
T , we obtain an adjunction T ⊣ T !. An alternate description of this adjunction

comes directly from the antipodes:

Theorem 3.8 (Proposition 3.11 [14]). If T is a Hopf monad on a rigid monoidal category C, with an-

tipodes sl and sr then sr∨T (X)T ((s
l
X)∨) = idT (X) = slT (X)∨T (

∨(srX)). In particular, (sl−)
∨ and sr∨(−)

provide the unit and counit for the adjunction T ⊣ T !.

Corollary 3.9. Any Hopf monad T on a rigid category admits a right adjoint and hence preserves col-

imits.

First note that when working over rigid monoidal abelian (or triangulated) categories, Corollary 3.9

allows one to classify Hopf monads using variations of the Eilenberg-Watts Theorem. The reader should

also keep in mind the well-known fact that the forgetful functor UT of a colimit preserving monad T
creates (rather than just preserves) colimits. We also observe that a symmetric argument to Theorem 3.8

can be made to prove that T ⊣ !T via !UT ⊣
!FT and since adjoints are unique upto isomorphism, then

!T ∼= T !.

Dual Notion: Based on the adjunction T ⊣ T ! and Theorem 2.12 the functor T ! obtains a comonad

structure. The right adjoint T ! also obtains a monoidal structure as in Equation (18). In particular, T ! has

a Hopf comonad structure, with a dual notion of antipodes, and its category of comodules is isomorphic

to CT . By a dual argument, we can send any Hopf comonad T to a Hopf monad !T . Consequently, we

see that for a rigid monoidal category C, T ↔ T ! provides a correspondence between Hopf monads and

Hopf comonads on C. We should also note that bicomonads correspond to monoidal adjunctions where

the left adjoint functor is strong monoidal .

3.3 Hopf Monads on General Monoidal Categories

In [12], a new Hopf condition for bimonads was introduced which can be applied to arbitrary monoidal

categories instead of rigid ones. In this section, we briefly review this definition and its properties.
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Definition 3.10. Given a bimonad T on a monoidal category C, one obtains a pair of natural transforma-

tions called the left and right fusion operators, denoted by H l and Hr, respectively:

H l
X,Y : T (X ⊗ T (Y ))

T2(X,T (Y )) // T (X)⊗ TT (Y )
idT (X)⊗µY // T (X)⊗ T (Y ) (23)

Hr
X,Y : T (T (X)⊗ Y )

T2(T (X),Y ) // TT (X)⊗ T (Y )
µX⊗idT (Y ) // T (X)⊗ T (Y ) (24)

The bimonad is said to be left (right) Hopf, if the left (right) fusion operator is invertible.

Observe that for the bimonad B corresponding to a bialgebraB in a braided category, we always have

isomorphisms B(X ⊗ B(Y )) ∼= B(X) ⊗ B(Y ) and B(B(X) ⊗ Y ) ∼= B(X) ⊗ B(Y ) via the braiding.

However, these are due to the form of the functor and most importantly these isomorphisms do not

provide inverses for the fusion operators. Translating the conditions of Definition 3.10 for the bimonad

B = B⊗−, we see that the left and right fusion operators being invertible imply the invertibility of maps

H1 = (idB ⊗m)(∆⊗ idB) = H l
1,1 and H2 = (m⊗ idB)(idB ⊗ΨB,B)(∆⊗ idB) = Hr

1,1, respectively.

In turn, the invertibility of H1 and H2 correspond to B admitting an antipode S and an opantipode S′,

respectively:

S = (ǫ⊗ idB)H
−1
1 (idB ⊗ η)←→ H

−1
1 = (idB ⊗m)(idB ⊗ S ⊗ idB)(∆⊗ idB)

S′ = (ǫ⊗ idB)H
−1
2 (η ⊗ idB)←→ H

−1
2 = (idB ⊗m)(idB ⊗ S

′ ⊗ idB)(Ψ
−1
B,B∆⊗ idB)Ψ

−1
B,B

As far as the author is aware, this interpretation of the map H1 first appeared in [61], where it was shown

that H1 satisfies the fusion equation. Due to the above correspondence, the invertibility of H1 and H2

becomes equivalent to the invertibility of the left and right fusion operators of B:

(H l
M,N )−1 = (idB⊗M ⊗m(S ⊗ idB)⊗ idN )(idB ⊗ΨB,M ⊗ idB⊗N )(∆⊗ idM⊗B⊗N )

(Hr
M,N )−1 =

(

(idB ⊗m)(idB ⊗ S
′ ⊗ idB)(Ψ

−1
B,B∆⊗ idB)⊗ idM⊗N

)

(Ψ−1
B⊗M,B ⊗ idN )

As in previous sections, we now recall the appropriate notion for a comonoidal adjunction to be Hopf.

For a comonoidal adjunction F ⊣ U : D ⇆ C, we can define analogous fusion operators:

H
l

X,Y : F (X ⊗ U(Y ))
F2(X,U(Y )) // F (X)⊗ FU(Y )

idF (X)⊗ǫY // F (X)⊗ Y (25)

H
r

X,Y : F (U(X)⊗ Y )
F2(U(X),Y ) // FU(X)⊗ F (Y )

ǫX⊗idF (Y ) // X ⊗ F (Y ) (26)

where X and Y are objects of C and D, respectively, and ǫ is the counit of the adjunction. Such an

adjunction with an invertible left (right) fusion operator is called a left (right) Hopf adjunction. Observe

that the fusion operators of the adjunction are families of morphisms in D, whereas the fusion operators

of the bimonad are morphisms of C.

For any bimonad T = UF , we have equalities

H l
X,Y = U2(F (X), F (Y ))U(H

l

X,F (Y )), Hr
X,Y = U2(F (X), F (Y ))U(H

r

F (X),Y )

Since U is strong monoidal and U2 is invertible, then H l (resp. Hr) being invertible follows from H
l

(resp. H
r
) being invertible. Hence, a left (right) Hopf adjunction in this sense gives rise to a left (right)

Hopf monad. In the converse direction, a Hopf monad gives rise to such an adjunction as well:

Theorem 3.11 (Theorem 2.15 [12]). A bimonad T is a (left or right) Hopf monad, if and only if the

adjunction FT ⊣ UT : CT ⇆ C is a (left or right) Hopf adjunction.
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Sketch of proof. We have already discussed one direction of the proof. For the second part, assume

that T is either left or right Hopf. We will simply provide the inverses to the fusion operators of FT ⊣

UT : CT ⇆ C. Let X and (M, r) be objects of C and CT , respectively, and denote H
l

X,(M,r) = f and

H
r

(M,r),X = g. Depending on whether Hr
M,X and Hr

M,X are invertible, we obtain inverses for f and g
by

f−1 : T (X)⊗M
idT(X)⊗ηM // T (X)⊗ T (M)

(Hl
X,M )−1

// T (X ⊗ T (M))
T (idX⊗r) // T (X ⊗M)

g−1 : M ⊗ T (X)
ηM⊗idF (Y ) // T (M)⊗ T (X)

(Hr
M,X )−1

// T (T (M)⊗X)
T (r⊗idX ) // T (M ⊗X)

Since the above morphisms are in CT , one does not only need to check that the above expressions provide

the inverses for the fusion operators, but also that they are T -module maps. We refer the reader to Lemmas

2.18 and 2.19 in [12] for a detailed proof of these facts. ⋄
In [12], the authors also present the notion of left (right) pre-Hopf monads which are bimonads with

invertible H l
1,− (resp. Hr

−,1). Several of the results proved in [12] only require this weaker condition

rather than the full Hopf condition. We will briefly discuss when a bimonad being pre-Hopf is equivalent

to it being Hopf in Section 6. An example of a pre-Hopf monad which is not Hopf is provided in Example

2.8 of [12].

3.4 Hopf Monads on Closed Monoidal Categories

In this section, we will look at the case where the base category C is monoidal closed and describe the

relation between the fusion operators and the lifting of the closed structure of C to CT . To do this, we

need to recall the theory of liftings from Section 3.5 of [12]. In [12] a new set of binary antipodes were

also introduced, in addition to the ordinary antipodes of [14]. Without delving too much into the details

of proofs we will present the definitions of these notions.

First, let us recall how an ordinary Hopf algebraH with an invertible antipode lifts the closed structure

of Vec to its category of modules. Given any pair of H-modules (V, ⊲) and (W, ⊲′), we obtain two H-

actions ⊲l and ⊲r on HomK(V,W ) defined by h ⊲l f = h(1) ⊲
′ f(S(h(2)) ⊲ −) and h ⊲r f = h(1) ⊲

′

f(S−1(h(2)) ⊲ −) for f ∈ HomK(V,W ). In this way, the unit and counit of HomK(V,−) ⊣ − ⊗K V ∼=
V ⊗K − become H-module morphisms so that endofunctors (HomK(V,−), ⊲l) and (HomK(V,−), ⊲r)
on HM become right adjoint to − ⊗K (V, ⊲) and (V, ⊲) ⊗K −, respectively. A similar statement can be

made for braided Hopf algebras in arbitrary closed braided categories.

Now we recall how adjunctions on a base category can lift to the category of modules over a monad. In

full generality, given monads (T, µ, η) and (T ′, µ′, η′) on categories C and C′, respectively, a lift of functor

L : C → C′ along (T, T ′) is a functor L : CT → C′T
′

such that UT ′L = LUT holds. It is a well-known

fact that lifts L correspond to natural transformations θ : T ′L→ LT which satisfy θµ′
L = G(µ)θTT

′(θ)
and θη′L = L(η). Such a natural transformation θ is referred to as a lifting datum and defines L by

L(M, r) = (L(M), (Lr)θM ), where (M, r) is an object of CT . In the converse direction, if L exists and

sends any free module (T (M), µM ) to a T ′-module (LT (M), ρM ), we obtain θ = ρ(T ′Lη).
If in the above scenario, L admits a right adjoint R : C′ → C, then liftings R of R which are right

adjoint to L together with a unit and counit which lift the unit and counit of the original adjunctionL ⊣ R,

are in bijection with special lifting data ξ : TR→ RT ′ which satisfy additional compatibility conditions

(Equations (3a)-(3f) [12]). In Theorem 3.13 of [12], it is proved that such a ξ exists if and only if the lifting

datum θ ofL is invertible. If so, then ξ is uniquely determined by the expression ξ = RT ′(e)R(θ−1
R )hTR,

where h and e denote the unit and counit of L ⊣ R.

The case which concerns us is when C = C′ and T = T ′ is a bimonad on C. In this situation, any

T -module (M, r) provides a lifting L = −⊗ (M, r) of L = −⊗M . In particular, the left fusion operator
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of FT ⊣ UT provides a lifting datum H−,(M,r) : FT (− ⊗ M) −→ FT (−) ⊗M . If C is left closed

and the adjunction in consideration is that of L = − ⊗M and R = [M,−]l, then the mentioned theory

shows that the left fusion operator is invertible if and only if L = −⊗ (M, r) has a right adjointR lifting

[M,−]l. We denote R by [(M, r),−]l and observe that

[(M, r), (N, t)]l =

(

[M,N ]l, T [M,N ]l
ξ
(M,r)
N // [M,T (N)]l

[M,t]l // [M,N ]l

)

(27)

where ξ
(M,r)
N itself decomposes as

T [M,N ]l
ξ
(M,r)
N //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴

coevM

T [M,N ]l

��

[M,T (N)]l

[M,T [M,N ]l ⊗M ]l

[

M,(HN,(M,r))
−1

]l

// [M,T ([M,N ]l ⊗M)]l

[M,T (evM
N )]l

OO

Hence, over closed monoidal categories the invertibility of the fusion operators for a bimonad become

equivalent to the lifting of the closed structures of the base category to the category of modules over the

monad.

Theorem 3.12 (Theorem 3.6 [12]). If T is a bimonad on a left (resp. right) closed monoidal category C,

then T is left (resp. right) Hopf if and only if the category CT is left (resp. right) closed and UT preserves

the closed structure.

Sketch of proof. The only subtlety which we have not addressed is that UT preserving the closed struc-

ture of CT , in the sense described in Section 2.1, is truly equivalent to the adjunctions−⊗M ⊣ [M,−]l

lifting to CT . If the latter holds then it is clear that CT becomes left closed and UT preserves this struc-

ture with U l
T = id. In the other direction, UT preserving the closed structure provides an isomorphism

of bifunctors U l
T : UT [, ]

l
CT → [UT , UT ]

l and thereby we can define a left closed structure on CT with

[, ]lCT = [UT , UT ]
l. For more details on this correspondence, see Lemma 3.15 and more generally Section

3 of [12]. ⋄
In the particular case where C is closed, Section 3.3 of [12] provides an equivalent formulation of

the Hopf condition for bimonads. First note that ξ is natural in term (M, r) as well i.e. ξ can be viewed

as a natural transformation between bifunctors ξ : T [UT , idC ]
l → [UT , T ]

l. Using the adjunction FT ⊣
UT , we obtain a bijection between MorCT (T [UT , N ]l, [UT , T (N)]l) and MorC(T [T,N ]l, [idC , T (N)]l)

for any object N in C. The corresponding morphism to ξN under this bijection is [η−, N ]lξ
FT (−)
N :

T [T (−), N ]l → [−, T (N)]l and is denoted by sl−,N . In this way, ξ
(M,r)
N = slM,NT [r,N ]l. The family of

morphisms sl are called the left binary antipodes and satisfy certain compatibility conditions (Equations

(1a) and (1b) [12]), which can be written without reference to the fusion operators. A notion of right

binary antipode srM,N : T [T (M), N ]r → [M,T (N)]r can also be defined in a symmetric manner.

In the case where T corresponds to an ordinary Hopf algebra H , for an arbitrary H-module (M, ⊲)

the binary antipode and ξ
(M,⊲)
N take the following forms:

slM,N (h⊗K g) =
(

m 7→ h(1) ⊗K g(S(h(2))⊗K m)
)

∈ HomK(M,H ⊗K N)

ξ
(M,⊲)
N (h⊗K f) =

(

m 7→ h(1) ⊗K f(S(h(2)) ⊲ m)
)

∈ HomK(M,H ⊗K N)

where h, h′ ∈ H , f ∈ HomK(M,N) and g ∈ HomK(H ⊗K M,N).
Since sl was determined as the unique map corresponding to ξ under the adjunction, it should be

clear that for a closed monoidal category, the existence of the binary antipodes is equivalent to the fusion
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operators being invertible. For a detailed proof of this correspondence we refer the reader to Theorem 3.6

of [12]. Here we will simply recall how the fusion operators and binary antipodes can be described in

terms of each other from Proposition 3.9 of [12]:

(H l
M,N )−1 =T (M ⊗ µN )ev

T (N)
T (M⊗TT (N))

(

slT (N),M⊗TT (N)T
(

coev
TT (N)
M

)

⊗ idT (N)

)

(28)

(Hr
M,N )−1 =T (µM ⊗N)ev

T (M)
T (TT (M)⊗N)

(

idT (M) ⊗ s
r
T (M),TT (M)⊗NT

(

coev
TT (M)
N

)

)

(29)

slM,N =
[

M, ev
T (M)
N

]l [

ηM , (H
l
M,[T (M),N ]l)

−1
]l

coev
T (M)

T [T (M),N ]l
(30)

srM,N =
[

M, ev
T (M)
N

]r [

ηM , (H
r
M,[T (M),N ]l)

−1
]r

coev
T (M)
T [T (M),N ]r (31)

The particular benefit of considering the binary antipodes is that the T -actions on the inner-homs are

simplified. In particular, the T -action on [M,N ]l for T -modules (M, r) and (N, t), described in (27),

becomes [M, t]lslM,NT [r,N ]l.
Finally, we should comment on why the notions of Hopf monads on rigid categories from Defi-

nition 3.6 and those defined for general monoidal categories in Definition 3.10 agree when the base

monoidal category is rigid:

Theorem 3.13. If C is a left (right) rigid category and T a bimonad on it, then T is a left (right) Hopf

monad as in Definition 3.6 if and only if it is a left (right) Hopf monad as in Definition 3.10.

Sketch of proof. This statement follows simply by Theorems 3.7 and 3.12 and the fact that any left

(right) rigid category is left (right) closed with [M,N ]l = N ⊗ ∨M (resp. [M,N ]r = M∨ ⊗ N ).

Alternatively, one can prove Theorem 3.13 by directly showing how the binary and ordinary antipodes

are related:

slM,N = (T (N)⊗ slM )T2(N,
∨T (M)), slX = (T0 ⊗

∨X)slX,1 (32)

srM,N = (srM ⊗ T (N))T2(T (M)∨, N), srX = (X∨ ⊗ T0)s
r
X,1 (33)

The relation between these antipodes is presented in Remark 3.11 of [12] with some minor mistakes,

which we have corrected here. ⋄
Cartesian Case: Adjunctions between cartesian closed categories L ⊣ R : D ⇆ C where the right

adjoint R is also cartesian closed had been considered long before the appearance of Hopf monads. It

was also well-known that L being closed becomes equivalent to the invertibility of the fusion operator

(25) (see Lemma A1.5.8 of [32]). The latter condition in the cartesian setting is often referred to as the

Frobenius reciprocity law for L ⊣ R in the literature.

4 Examples

In this section we present various examples of Hopf monads. In [9] several structures such as ordinary

Hopf algebras, Hopf algebroids and bimonoids in duoidal categories are described as examples of bimon-

ads. Here we review some of these examples and provide some novel examples of our own.

4.1 Central Hopf Algebras as Hopf monads

In this section we review the theory of augmented Hopf monads from [12] and recall a criteria for telling

when a Hopf monad arises from a braided Hopf algebra.

So far we have described how any bialgebra (Hopf algebra) B in a braided category C gives rise to

a bimonad (left Hopf monad) on C. If the category is monoidal but does not admit a braiding, then a
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bialgebra (B, τ) in the lax center of the categoryZl,lax(C) would also produce a bimonad structure on the

endofunctorB ⊗− in the same way. The underlying monad structure will still be defined by the algebra

structure of B, while for defining the comonoidal structure of B ⊗ − we simply replace the use of the

braiding of the category ΨB,− by the braiding τ− which (B, τ) comes equipped with. We follow the

notation of [12] and call (B, τ) a central (Hopf) bialgebra and denote its corresponding (Hopf) bimonad

by B ⊗τ −. Note that any braided bialgebra B in a braided category (C,Ψ) can be viewed as a central

bialgebra (B,ΨB,−).
In [12] the authors provided a characterisation for Hopf monads which arise from central Hopf al-

gebras. An arbitrary bimonad T on a monoidal category is called augmented if there exists a bimonad

morphism ǫ : T → idC . Given a central bialgebra (B, τ), the bimonad B ⊗τ − automatically becomes

augmented via the counit map ǫ ⊗ idC : T = B ⊗ − → −. Without acknowledging this augmentation

morphism, the counit is hidden in the comonoidal structure, as a morphism from T (1) to 1.

Theorem 4.1 (Theorem 5.7 [12]). Let C be a monoidal category. There is an equivalence of categories

between the category of central Hopf algebras in C and that of augmented left Hopf monads on C.

Sketch of proof. We have already mentioned one direction of the argument. For the converse direction,

the difficulty is showing that for an augmented left Hopf monad T , T (1) becomes a central Hopf algebra

and that its corresponding left Hopf monad is isomorphic to T . First observe that given an augmentation

ǫ : T → idC we can reconstruct the following natural transformations:

uǫ = (T (1)⊗ ǫ)T2(1⊗ idC) : T → T (1)⊗ idC (34)

vǫ = (ǫ ⊗ T (1))T2(idC ⊗ 1) : T → idC ⊗ T (1) (35)

In Lemma 5.16 of [12], it is shown that when T is left Hopf, then uǫ is invertible and its inverse is given

by T (ǫ)(H l
1,−)

−1(T (1)⊗η). In Lemma 5.15 [12], it is demonstrated that τ := vǫ(uǫ)−1 : T (1)⊗ idC →
idC ⊗ T (1) provides a lax braiding for T (1) and moreover that uǫ : T → T (1)⊗τ − is an isomorphism

of bimonads. One can thereby define the central Hopf algebra structure on T (1) via this isomorphism. ⋄
First observe that a symmetric argument can prove a similar statement for augmented right Hopf

monads and bialgebras in the lax right center Zr,lax(C) which admit opantipodes. Secondly, we note

that the use of Lemma 5.16 from [12] is essential and without knowing that the left fusion operator

is invertible, we can not provide an inverse for uǫ. In [12], augmented bimonads (T, ǫ) for which uǫ is

invertible are called left regular. By the same argument as above, we can describe an equivalence between

central bialgebras in C and left regular augmented bimonads on C [Theorem 5.17 [12]]. We should also

note that for the corresponding bimonad B ⊗τ − of a central bialgebra (B, τ), we have uǫ = idB ⊗ idC
and vǫ = τ .

Observe that for an arbitrary central bialgebra (B, τ) in a monoidal category C, the module category

CB⊗τ− can not be viewed as the module category over a bialgebra in C itself. Hence, although these

bimonads correspond to braided bialgebras in some braided category, namely Zl,lax(C), they are the first

genuine examples of bimonads on a base category C that go beyond the study of bialgebras within C itself.

In the next sections we will discuss examples of Hopf monads which can not be augmented, but first we

can look at an application of this theory which was described in [16].

It is well-known that for any given Hopf algebra B in a braided category (D,Ψ), the center of its

category of modulesZl,lax(BD) has an equivalent formulation as the category of Yetter-Drinfeld modules
B
BYD over B. The category B

BYD consists of triples (M, ⊲, δ) where M is an object of D, ⊲ : B ⊗M →
M is a B-action and δ : M → B ⊗M a B-coaction satisfying the following compatibility condition:

(m⊗⊲)(idH⊗ΨH,H⊗idM)(∆⊗δ)=(m⊗idM)(idH⊗ΨM,H)(δ⊲⊗idM)(idH⊗ΨH,M)(∆⊗idM) (36)

The equivalence between Zl,lax(BD) and B
BYD is given by sending a Yetter-Drinfeld module (M, ⊲, δ)

to (M, ⊲) with the lax braiding τ(N,r) = (r ⊗ idM )(idH ⊗ ΨM,N)(δ ⊗ idN ). In the converse direction,
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any B-module (M, ⊲) with a lax braiding τ is sent to (M, ⊲, τH(idM ⊗ η)). The resulting braiding on

the category B
BYD is given by (⊲N ⊗ idM )(idH ⊗ΨM,N )(δM ⊗ idN ) for a pair of objects (M, ⊲M , δM )

and (N, ⊲N , δN ). Note that when the antipode of B is invertible then Zl,lax(BD) = Z(BD). We refer

the reader to [6] for additional details on Yetter-Drinfeld modules in braided categories.

If we start with a monoidal category C and pick a braided Hopf algebra B in Zl,lax(C), it is an

interesting question whether we can express the category B
BYD (Zl,lax(C)) ≡ Zl,lax (BZl,lax(C)) as the

center of a category of modules over a bialgebra-like structure in C itself. This gap is precisely filled by

the theory of Hopf monads:

Theorem 4.2. [Proposition 2.13 [16]] If (B, τ) is a braided Hopf algebra in the center of C, then there

exists a braided monoidal isomorphism
(B,τ)
(B,τ)YD (Zl,lax(C)) ∼= Zl,lax

(

CB⊗τ−
)

.

Note that (B,τ)Zl,lax(C) and CB⊗τ− will generally not be the equivalent, while the above result tells

us that their centres are.

4.2 Hopf Monads on N0

In this section we will classify Hopf monads on the monoidal category (N0,+, 0). The category N0

has natural numbers (including 0) as objects and morphisms are given by the natural order ≤ on N0.

Explicitly, for two numbers m,n ∈ N0, there exists a unique arrow min(m,n) → max(m,n). Recall

that more generally, any poset (P,≤) can be viewed as a category in the same way. The category N0 also

obtains a symmetric monoidal structure via addition + and 0 acting as the monoidal unit.

It is well-known that monads (T, µ, η) on poset categories (P,≤) correspond to closure operators on

(P,≤) i.e. an order-preserving map T : P → P such that p ≤ T (p) and T (p) = T 2(p) for any p ∈ P
(Example 5.1.7 [54]).

For the particular case of N0, closure operators correspond to infinite subsets of N0. Given a clo-

sure operators T , since n ≤ T (n), the set ST := {T (n) | n ∈ N0} defines an infinite subset of N0.

Additionally, for any pair of numbers m and k which satisfy m ≤ m + k ≤ T (m), we have that

T (m) ≤ T (m + k) ≤ T (m) and thereby T (m + k) = T (m). Hence T (n) for any n ∈ N0 is de-

fined solely by mn := min{m ∈ ST | n ≤ m}: By definition T (n) ≤ T (mn) = mn and since

T (n) ∈ {m ∈ ST | n ≤ m}, then T (n) = mn. In the converse direction, we obtain a closure operator T
for any infinite subset S of N0 defined by T (n) = min{m ∈ S | n ≤ m}.

Lemma 4.3. Bimonads on (N0,+, 0) correspond to non-trivial (not {0}) submonoids of (N0,+).

Proof. Assume (T, µ, η) is defined by an infinite subset S ⊆ N0 and has a compatible comonoidal

structure (T2, T0). Firstly note that the existence of T0 implies that 0 ≤ T (0) ≤ 0, and thereby T (0) =
0 ∈ S. Secondly, T2 implies that T (m+ n) ≤ T (m) + T (n) for all pairs m,n ∈ N0. In particular, for

m′, n′ ∈ S we have thatm′+n′ ≤ T (m′+n′) ≤ m′+n′. Thereby S must be closed under addition. This

condition is in fact necessary and sufficient since for anym,n ∈ N0 we havem+n ≤ T (m)+T (n) and

thereby T (m+ n) ≤ T (T (m) + T (n)) = T (m) + T (n). The compatibility conditions of Definition 3.1

do not need to be checked, since there exists a unique morphism between any two objects in a poset

category.

Theorem 4.4. Hopf monads on (N0,+, 0) are in bijection with submonoids 〈n〉 of (N0,+) which are

generated by a single non-zero element n ∈ N0.

Proof. It is easy to show that any Hopf monad T on (N0,+, 0) is uniquely determined by T (1). The

left fusion operator being invertible implies that T (T (n) + m) = T (n) + T (m). For any n ∈ ST ,

T (n + 1) = min{m ∈ ST | n � m}. By the Hopf condition T (n + 1) = n + T (1). Consequently,

ST = {0, T (1), 2T (1), . . .} = 〈T (1)〉.
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In the converse direction, assume that ST has the mentioned form and for any m,n ∈ N0, there exist

k, l ∈ N0 such that T (m) = kT (1) and T (n) = lT (1). In this case, T (kT (1) + n) = k′T (1) where k′

is minimal so that kT (1) + n ≤ k′T (1). Consequently, l = k′ − k and T (T (n) +m) = T (n) + T (m)
holds.

Another interpretation of the above results comes from looking at the Eilenberg-Moore category. Any

T -module n for a closure operator must satisfy T (n) = n. Therefore CT is precisely the set ST defined

above. From this perspective Lemma 4.3 is a consequence of Theorem 3.2. Also note that the Hopf

monads from Theorem 4.4 are only augmented if T (1) = 1 and ST = N0.

4.3 Hopf Monads on Set

In this section we will classify finitary Hopf monads on the category (Set,×, 1). It is well-known that

finitary monads (T, µ, η), meaning monads where T preserves filtered-colimits, on Set correspond to

Lawvere theories or algebraic theories. The latter were introduced in [37] and we will refer to them as

theories here. We also base our notation on the modern treatment of this topic in [30] which focuses

on the correspondence between theories and monads. A classification of theories whose categories of

models are cartesian closed has already appeared in [31]. Here, we will extend this work and show that

any theory whose category of models lifts the cartesian closed structure of Set must correspond to the

theory of G-sets for a group G.

First, we will recall the basics of algebraic theories from Section 2 of [30]. Let ℵ0 denote the skeleton

of the category of full subcategory of finite sets. Hence, ℵ0 has the natural numbers as its objects (includ-

ing 0 instead of ∅) and morphisms α : m → n correspond to morphisms α : {1, . . .m} → {1, . . . n}.
A Lawvere theory T consists of a small category with finite products and a strict product-preserving

identity-on-objects functor t : ℵop0 → T where every object is a power of t(1). We will abuse notation

and denote the images of t(n) = t(1)× · · · × t(1) by n.

Models over the theory T are limit-preserving functors T into Set. In terms of classical universal

algebra language, any model M : T → Set corresponds to the choice of a set M(1) and maps M(m) =
M(1)m →M(1)n =M(n) corresponding to morphisms in T, which compose in a functorial manner. To

ease notation, we will discuss T-models by referring toM(1) and the operations acting on fM(1) =M(f)
instead of the functor M . The inclusion of maps α : {1, . . .m} → {1, . . . n} via t : ℵop0 → T gives rise

to elementary operations α : Xn → Xm, where α(x1, . . . , xn) = (xα(1), . . . , xα(m)) for any T-model

on the set X . In particular, all the diagonal maps ∆n : X → Xn sending x 7→ (x, . . . , x) act on each

model.

Throughout this section we assume that T is a non-degenerate theory, meaning that not all its models

are trivial (have a singleton set as their underlying set).

Every theory T described above gives rise to a finitary monad T and vice-versa. In particular, the

category of T -modules is equivalent to the category of T-models. If U : T−Mod ⇆ Set denotes the

forgetful functor sending a model M to its underlying set U(M) = M(1), then its left adjoint F is

defined as

F (X) =

∫ n∈ℵop
0

T(n, 1)×Xn (37)

and (T = UF, µ, η) denotes the corresponding monad to the theory. The equivalences between T-

models and T -modules commute with the forgetful functors to Set so we can work with either notion

interchangeably. Starting with a finitary monad, its Kleisli category can be viewed as a Lawvere theory

and recovers T by the described procedure, upto isomorphism. See Section 4 of [30] for more details.

We will call the elements of T(n, 1), n-ary operations. Note that F (X) becomes a quotient of the

coproduct ∐n∈N0, ρ∈T(n,1)X
n. Hence an arbitrary element in F (X) can be written as the image of an

element (ρ;x1, . . . , xn) where xi ∈ X and ρ is an n-ary operation and if p = qα in T for a morphism
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α in ℵ0, then the terms (p;x1, . . . , xn) and (q;xα(1), . . . , xα(m)) are identified in F (X). If we denote

the set with m elements by m in Set, then its easy to check that F (m) ∼= T(m, 1) becomes the set of all

possible n-ary operations: Any element in ∐n∈N0, ρ∈T(n,1)m
n can be written in the form (ρ;α(1, . . . n))

for some morphism α ∈ ℵ0, which thereby gets identified with (ρα; 1, . . .m) in F (m), where ρα is an

m-ary operation. Hence, we will write elements (ρ;α(1), . . . , α(n)) of F (m) as m-ary ρα ∈ T(m, 1)
instead.

It is also well-known that if A and B are T-models, then U(A) × U(B) obtains a natural T-model

structure define by

ρ((a1, b1), . . . , (an, bn)) =
(

ρ(a1, . . . an), ρ(b1, . . . bn)
)

for an arbitrary n-ary operation ρ. By Theorem 3.2, the corresponding monad T of the theory T becomes

a bimonad. In particular, the comonoidal structure F2 on F is given by:

(

ρ; (a(1), b(1)), . . . , (a(n), b(n))
)

7→
(

(ρ; a1, . . . an), (ρ; b1, . . . bn)
)

Now, we look at when the corresponding bimonad of a theory is Hopf. First recall from Proposi-

tion 2.8 that Z(Set) = Set, and thereby the only possible augmented Hopf monads on Set arise from

Hopf algebras in Set i.e. groups G. The corresponding Hopf monad T of group G, will be of the form

G×− and preserves all colimits. In particular, the corresponding algebraic theory T to this monad is the

category generated by T(1, 1) = G and all other morphisms from ℵop0 . The category of models over the

theory are G-sets. Here, we will demonstrate that any algebraic theory whose corresponding bimonad is

Hopf must be of this form.

Assume that T is a theory whose corresponding monad T becomes Hopf. Hence, the category of T-

models becomes cartesian closed and for any T -algebraA, the following morphism (H
l

1,A) is bijective:

ΨA : FU(A) // F (1)×A
(ρ; a1, . . . a|ρ|) //

(

ρ∆, ρA(a1, . . . a|ρ|)
)

(38)

where |ρ| denotes the arity of ρ and ρ∆ = ρ∆|ρ| is the unary operation associated to ρ.

Recall that a unary operation u ∈ F (1) is called a pseudo-constant if u(x) = u(y) in all T-models.

Theorem 4.5 (Theorem 1.2 [31]). If the category of T-models is cartesian closed, then T has no pseudo-

constants.

Note that if a theory has no pseudo constants, it also has no constants i.e. operations of arity 0. if

λ ∈ T (0, 1), then we would obtain a pseudo-constant operation λα, where α is the unique morphism

∅ → 1.

Lemma 4.6. For any unary u operation in T and T-model A, the map uA is injective.

Proof. Since T is non-degenerate we can pick an arbitrary T-modelA with at least two elements a 6= b ∈
U(A). If u is a unary operation in T and uA(a) = uA(b), then ΨA((u; a)) = ΨA((u; b)). Since ΨA is a

bijection, it means that (u; a) = (u; b) in FU(A).
Now consider any T-modelB and arbitrary elements c, d ∈ U(B). We can define a map f : U(A)→

U(B) such that f(a) = c and f(b) = (d). Consequently, F (f) : FU(A) → FU(B) is an algebra

morphism and, by definition,F (f)((u; a)) = (u; c) and F (f)((u; b)) = (u; d) hold and (u; c) = (u; d) in

FU(B). Since the T-model structure ofB is given by an actionUFU(B)→ U(B), then uB(c) = uB(d)
in B. Since, B, c and d were chosen arbitrarily, we conclude that u is pseudo-constant in all T-models,

which contradicts Theorem 4.5.

Lemma 4.7. Any unary operation in T is invertible and its inverse is another unary operation of the

theory.
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Proof. Let u be a unary operation in T. First note that ΨF (1) is a bijection and consider Ψ−1
F (1)((u, id)).

There must exist an operation ρ of arity n and a family of unaries u1, . . . , un ∈ F (1), such that ρ∆ = u
and ρ(u1, . . . , un)∆

n = id, so that ΨF (1)((ρ;u1, . . . , un)) = (u, id).
Now consider a non-trivial T-modelA and a ∈ A. By definition ΨA((u; a)) = (u, uA(a)). However,

we also know that ΨA((ρ; b1, . . . bn)) = (u, uA(a)), where bi := (ui)AuA(a). Since ΨA is a bijection,

we conclude that (u; a) = (ρ; b1, . . . bn) in FU(A).
If for all i, we have that bi 6= a, then we can consider any pair x 6= y ∈ B in any non-trivialT-modelB

and conclude that uB(x) = uB(y): This is because there exist a pair of functions f1, f2 : U(A)→ U(B)
which map bi to the same collection of elements but where f1 maps a to x and f2 maps a to y. Hence, by

considering the images of the algebra maps F (f1) and F (f2) we see that

(u;x) = (ρ; f1(b1), . . . , f1(bn)) = (ρ; f2(b1), . . . , f2(bn)) = (u; y) ∈ FU(B)

Since the T-model structure of B is defined by a map from FU(B) to U(B), then uB(x) = uB(y),
which contradicts Lemma 4.6. Hence, there must be an 1 ≤ m ≤ n for which a = (um)AuA(a).

Now consider the case where A = F (1) and a = id. From the argument above, there must exist an

m such that id = (um)F (1)uF (1)(id) = umu. Consequently, we obtain the following equality in F (1):

(um)F (1)(uum) = umuum = um = (um)F (1)(id)

But by Lemma 4.6, (um)F (1) is injective and thereby, uum = id as well. Hence, u is invertible and

umu = id = uum. Before concluding the proof, we note as a consequence (ρ;u1, . . . , un) = (u;um)
holds in FUF (1).

It follows immediately from Lemma 4.7, that the set of unary operations in T form a group and as

a consequence any T-model is a F (1)-set. Now we show that the theory T is fully generated by unary

operations.

Theorem 4.8. For any operation ρ in T of arity n, there exists an 1 ≤ m ≤ n and a unary operation u
such that ρ = uσm, where σm(1, . . . n) = m.

Proof. Let A be an arbitrary T-model and ρ an n-ary operation in A. Since ΨA is bijective, we have that

(ρ; a1, . . . , an) =
(

ρ∆; (ρ∆A)
−1ρA(a1, . . . , an)

)

∈ FU(A)

If b := (ρ∆A)
−1ρ(a1, . . . , an) 6= ai for all 1 ≤ i ≤ n, then we can consider maps U(A) → U(B)

for arbitrary models B, which send b to various elements of A, but send ai to a fixed set of elements.

Similar to the argument in the proof of Lemma 4.7, this implies that ρ∆ must be a pseudo-constant which

contradicts Theorem 4.5. Therefore, (ρ∆A)
−1ρ(a1, . . . , an) = ai for some i.

Now let A = F (n) and let ai = σi ∈ F (n) where σi(x1, . . . , xn) = xi. By the above argument, we

see that for some i the following equality holds

(ρ;σ1, . . . , σn) =
(

ρ∆;σi
)

∈ FUF (n)

Looking at the image of the two elements under ΨF (n), we observe that ρ(x1, . . . , xn) = ρ∆(xi).

By Theorem 4.8 and the construction of F as a coend, we observe that F (X) ∼= F (1) ×X for any

set X . In particular, the monad structure on T is given by the group structure on F (1).

Theorem 4.9. If T is a finitary Hopf monad on Set, then there exists a group G such that T ∼= G × −.

In particular, T must be augmented.
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4.4 Galois and Ore Extensions of Bialgebras

In this section, we will assume B and H are a pair of bialgebras and f : B → H a bialgebra injection

and discuss when the induced adjunction HM ⇆ BM is left (pre-) Hopf. We will first show that the

pre-Hopf condition corresponds to H being a Galois extension of B in the sense of [59] and then provide

a more general Galois condition (40) for the bimonad to be Hopf. Finally, we show that any suitable Ore

extension of a bialgebra provides a left Hopf monad in this way.

Any algebra morphism f gives rise to a pair of adjoint functors, H ⊗B − ⊣ U : HM ⇆ BM
where U denotes the restriction of scalars via f and H has a natural B-bimodule structure via f . If f
is a bialgebra morphism then U becomes naturally strong monoidal since for any pair of H-modules M
and N , B acts on U(M ⊗K N) by f(b)(1).m ⊗K f(b)(2).n while the B-action on U(M) ⊗K U(N) is

given by f(b(1)).m ⊗K f(b(2)).n. Consequently, if f is a bialgebra morphism then H ⊗B − ⊣ U is a

comonoidal adjunction. Alternatively, one can look directly at the induced monad on BM which is given

by T = BH ⊗B − where we consider the natural B-bimodule structure induced by f . The comonoidal

structure T2(M,N) on the monad is given by h⊗B (m ⊗K n) 7→ (h(1) ⊗B m) ⊗K (h(2) ⊗B m) which

is well-defined because f is bialgebra map. Hence, we have a commuting diagram of strong monoidal

functors:

HM

forg. ##●
●●

●●
●●

●

U //
BM

forg.

��
Vec

IfB andH are both Hopf algebras then f automatically commutes with the antipodes since the antipodes,

when they exist, are uniquely determined by the bialgebra structures. In this case, the forgetful functors in

the above diagram both become left closed and U also becomes left closed since f respects the antipode

and, thereby, U respects the actions on the left inner-homs.

WhenB andH are not Hopf, we can still consider the problem of when the bimonad T = BH⊗B− is

left Hopf. This can be done in terms of the fusion operator but also in terms of the closed structure. While

BM is does not lift the closed structure of Vec, it is still a closed monoidal category and T = BH ⊗B −
being Hopf would mean that HM is lifting the inner-homs of BM.

Now assume f : B → H is a bialgebra injection and consider the subset I = {f(b)− ǫB(b).1H | b ∈
B} inH . It is straightforward to check that this subset is a coideal i.e. satisfies ∆H(I) ⊂ I⊗KH+H⊗KI .

Hence, we obtain a quotient coalgebra structure on C := H/I and we denote the coalgebra projection

H ։ C by π. Note that H becomes a left C-comodule via δ := (π ⊗K idH)∆. Moreover, H becomes

a monoid in CM (a C-comodule algebra) with this coaction. With this structure, we can identify f(B)
with the space of C-coinvariants CH i.e. elements h satisfying δ(h) = π(1H)⊗K h:

δ(h) = π(1H)⊗K h⇒ π(h(1))ǫ(h(2)) = π(1H)ǫ(h)⇒ π(h− ǫ(h).1H) = 0⇒ h ∈ f(B)

Note that for a general comodule algebra the space of coinvariants are formed by elements h satisfying

δ(h′h) = π(h′(1))⊗K h
′
(2)h for any h′ ∈ H but this is equivalent to δ(h) = π(1H) ⊗K h in our case. In

this setting, we call H a C-Galois extension of B if the map β is a bijection:

β : H ⊗B H −→ C ⊗K H

h⊗B h′ 7−→ π(h(1))⊗K h(2)h
′

(39)

See Definition 1.5 of [59] for comparison. The notion of C-Galois extension also appeared earlier in

[18, 17] for entwined algebras and coalgebras under the name of principalC-bundles. With this notation,

we can prove the following result:

Theorem 4.10. If f : B → H is a bialgebra injection as above, then the bimonad T = BH ⊗B − on

BM is left pre-Hopf if and only if H is a C-Galois extension of B.
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Proof. First assume that T = BH ⊗B − is left pre-Hopf. Now consider K with its natural B-action

induced by ǫ and B with its trivial left B-action. Note that T (K) = H ⊗B K ∼= C and T (B) =
H ⊗B B ∼= H as left B-modules and T (K⊗K T (B)) ∼= H ⊗B H . By these isomorphisms we recover β
as H l

K,B and if H l
K,B is invertible then so is β.

In the converse direction, we assume H is a C-Galois extension of B and denote β(c ⊗K 1) =
c(+) ⊗B c(−). Then we can define the inverse of H l

K,M for any B-module M by c ⊗K (h ⊗B m) 7→
c(+) ⊗B (c(−).h⊗B m). It is easy to check that this map is indeed well-defined and provides an inverse

for H l
K,M .

For the induced bimonad of f : B → H to be left Hopf we need a more generalised version of β:

Theorem 4.11. If f : B → H is a bialgebra injection as above, then the bimonad T = BH ⊗B − on

BM is left Hopf if and only if the following map is a bijection:

Γ : H ⊗B (B ⊗K H) −→ H ⊗K H

h⊗B (b⊗K h
′) 7−→ h(1)f(b)⊗K h(2)h

′

(40)

Here we consider B ⊗K H as the tensor product of two left B-modules.

Proof. As in the proof of Theorem 4.10, we observe that T (B⊗KT (B)) ∼= H⊗B (B⊗KH) and recover

Γ from H l
B,B . Hence, if T is left Hopf then Γ becomes invertible. In the converse direction, assume Γ is

invertible and denote Γ(h ⊗K 1) = h(+) ⊗B (h(+−) ⊗K h(−)). Note that the component h(+−) belongs

to B. With this notation we can define the inverse of H l
M,N for two arbitraryB-modules M and N by

(H ⊗B M)⊗K (H ⊗B N) −→ H ⊗B (M ⊗K (H ⊗B N))

(h⊗B m)⊗K (h′ ⊗B n) 7−→ h(+) ⊗B (h(+−).m⊗K (h(−)h
′ ⊗B m))

It follows in a straightforward manner that this map is well-defined and provides an inverse forH l
M,N .

The invertibility of Γ is a difficult problem to check. Here we will provide an example of such an

extension by directly checking that H lifts the left inner-homs of BM.

For any bialgebra, the category BM is left closed with [M,N ]l = HomB(B⊗KM,N), whereHomB

denotes the space of left B-module morphisms and HomB(B ⊗K M,N) has a left B-action defined by

(b.f)(b′ ⊗K m) = f(b′.b⊗K m). The unit and counit of − ⊗K M ⊣ [M,−]l are defined by

coevMN : N → [M,N ⊗K M ]l

n 7→ (b⊗K m 7→ b.n⊗K m)

evMN : [M,N ]l ⊗K M → N

f ⊗K m 7→ f(1B ⊗K m)

(41)

This closed structure was observed in [56] at the level of bialgebroids. By Theorem 3.12, the bimonad T
being Hopf is equivalent to the functor U lifting the adjunction above to HM. Hence, wheneverH has a

well-defined action on [M,N ]l so that coevMN and evMN become H-module morphisms then T becomes

a left Hopf monad. We will present one family of such examples here:

Theorem 4.12. Let B be a bialgebra and d : B → B a derivation onB satisfying ∆(d(b)) = d(b(1))⊗K

b(2)+b(1)⊗Kd(b(2)) and ǫ(d) = 0. IfH = B[x; d] denotes the Ore extension ofB, thenH is a bialgebra

and the natural algebra map f : B → H is a bialgebra map and induces a left Hopf monad BH ⊗B −
on BM.

Proof. Recall from Chapter 2 of [29] that H is defined as the quotient of B〈x〉 by the ideal 〈x.b− b.x−
d(b) | b ∈ B〉. It was already shown in [52] that when d satisfies the additional compatibility condition

with ∆ and ǫ, then H obtains a natural bialgebra structure with ∆(x) = x⊗K 1 + 1 ⊗K x and ǫ(x) = 0
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extending the coalgebra structure defined on elements of B. Hence, the natural map f : B → H defined

by b 7→ b becomes a bialgebra morphism.

Here we will define an action ofH on HomB(B⊗KM,N) such that the unit and counit in (41) lift to

HM. For a pair ofH-modulesM andN , we extend theB-action on HomB(B⊗KM,N) to anH-action

by defining (x.f)(b ⊗K m) = x.f(b ⊗K m)− f(d(b)⊗K m)− f(b⊗K x.m). First note that this action

is well-defined i.e. x.f ∈ HomB(B ⊗K M,N):

b.
(

(x.f)(b′ ⊗K m)
)

=b.x.f(b′ ⊗K m)− b.f(d(b′)⊗K m)− b.f(b′ ⊗K x.m)

=b.x.f(b′ ⊗K m)− f(b(1)d(b
′)⊗K b(2).m)− f(b(1)b

′ ⊗K b(2).x.m)

=x.f(b(1)b
′ ⊗K b(2).m)− d(b).f(b′ ⊗K m)− f(b(1)d(b

′)⊗K b(2).m)

− f(b(1)b
′ ⊗K x.b(2).m) + f(b(1)b

′ ⊗K d(b(2)).m)

=x.f(b(1)b
′ ⊗K b(2).m)− f(d(b(1))b

′ ⊗K b(2).m)

− f(b(1)d(b
′)⊗K b(2).m)− f(b(1)b

′ ⊗K x.b(2).m)

=(x.f)(b(1)b
′ ⊗K b(2).m)

Secondly, note that this gives rise to a well-defined action of H since

(x.b′.f)(b⊗K m) =x.(b′.f)(b⊗K m)− (b′.f)(d(b)⊗K m)− (b′.f)(b⊗K x.m)

=x.f(bb′ ⊗K m)− f(d(b)b′ ⊗K m)− f(bb′ ⊗K x.m)

(b′.x.f)(b ⊗K m) =(x.f)(bb′ ⊗K m) = x.f(bb′ ⊗K m)− f(d(bb′)⊗K m)− f(bb′ ⊗K x.m)

(d(b′).f)(b⊗K m) =f(bd(b′)⊗K m)

Now we must check that coevMN and evMN become H-module morphisms:

[x.coevMN (n)](b ⊗K m) =x.
(

coevMN (n)(b ⊗K m)
)

− coevMN (n)(d(b) ⊗K m)

− coevMN (n)(b ⊗K x.m)

=x.(b.n⊗K m)− (d(b).n⊗K m)− (b.n⊗K x.m)

=(x.b.n⊗K m) + (b.n⊗K x.m)− (d(b).n⊗K m)− (b.n⊗K x.m)

=(b.x.n⊗K m) = [coevMN (x.n)](b ⊗K m)

For evMN the calculation follows in a trivial manner from d(1) = 0 and its verification is left to the

reader.

Hence any suitable Ore extension f : B → B[x; d] gives rise to a left Hopf monad on BM. Addition-

ally, note that this induced left Hopf monad admits an augmentation precisely when f admits a retraction,

which cannot happen unless d is an inner derivation.

4.5 Hopf Monads from Pivotal Pairs

In this section, we review our construction of Hopf monads from pivotal pairs in monoidal categories,

which appeared in [27]. We will be assuming that the base category C is closed and admits countable

colimits. Thereby,⊗ commutes with colimits and the category of endofunctorsEnd(C) also has countable

colimits. First we will recall the notion of pivotal pairs and their categories of intertwined objects.

Notation: Throughout this section, we write X instead of the morphism idX for brevity.

Recall from [27], that we call a pair of objects (P,Q) a pivotal pair in C if there exist a quadruple of

morphisms coev : 1→ P ⊗Q, ev : Q ⊗ P → 1 and coev : 1→ Q ⊗ P , ev : P ⊗Q→ 1, making Q a

left and right dual of P , respectively. In fact, whenever we talk about a pivotal pair, we always make an

implicit choice for such morphisms.
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Given a pivotal pair (P,Q), we defined the category of P and Q intertwined objects, denoted by

C(P,Q), as the category whose objects are pairs (X, σ), where X is an object of C and σ : X ⊗ P →
P ⊗X an invertible morphism in C such that

(ev ⊗X ⊗Q)(Q ⊗ σ ⊗Q)(Q⊗X ⊗ coev) : Q⊗X → X ⊗Q (42)

(Q⊗X ⊗ ev)(Q ⊗ σ−1 ⊗Q)(coev⊗X ⊗Q) : X ⊗Q→ Q⊗X (43)

are inverses. Morphisms between objects (X, σ), (Y, τ) of C(P,Q) are morphisms f : X → Y in C,

which satisfy τ(f ⊗ P ) = (P ⊗ f)σ. For an object (X, σ) in C(P,Q), we call σ a P -intertwining

and denote the induced morphisms (42) and (43), by σ and σ−1, respectively, and call them induced

Q-intertwinings.

The category C(P,Q) obtains a natural monoidal structure by defining (X, σ)⊗ (Y, τ) to be the pair

(X ⊗Y, (σ⊗Y )(X ⊗ τ)) [Theorem 4.1 [27]]. It was already noted in [27] that the category C(P,Q) can

be viewed as the dual of a strong monoidal functor in the sense of Section 2.3. The choice of a pivotal pair

(P,Q) in a monoidal category C corresponds to the choice of a strict monoidal functor from the monoidal

category generated by a single pivotal object, which we denote by Piv(1). The category Piv(1) is the

monoidal category generated by two objects + and− and two pairs of duality morphisms making− both

the left and right dual of +. It should be clear that given any pivotal pair in C, we have a strict monoidal

functor ω(P,Q) : Piv(1) → C which sends + to P and − to Q and the relevant duality morphisms to the

duality morphisms in C.

Theorem 4.13. If (P,Q) is a pivotal pair in C and ω : Piv(1)→ C its corresponding functor, then there

is a monoidal isomorphism C(P,Q) ∼=
(

Piv(1)ωC

)◦
which commutes with the forgetful functors from each

category to C.

Proof. In one direction, any object (A, σ) of C(P,Q) has a natural braiding σ : A ⊗ idω → idω ⊗ A
defined by σP = σ and σQ = σ−1. It follows by definition that the duality morphisms between P and Q

commute with these braidings and that (A, σ) belongs to
(

Piv(1)ωC

)◦
. Conversely, for any object (A, σ)

in
(

Piv(1)ωC

)◦
the pair (A, σP ) is an object in C(P,Q), since σP

−1 and σP become inverses because of

σ commuting with the duality morphisms e.g.

σP σP
−1 =(ev ⊗X ⊗Q)(Q⊗ σP ⊗Q)(Q ⊗X ⊗ coev)(Q ⊗X ⊗ ev)(Q ⊗ σ−1

P ⊗Q)

(coev ⊗X ⊗Q)

=(ev ⊗X ⊗Q)(Q⊗ σP ⊗Q)(Q ⊗X ⊗ coev)σQσ
−1
Q (Q⊗X ⊗ ev)(Q⊗ σ−1

P ⊗Q)

(coev ⊗X ⊗Q)

=(ev ⊗X ⊗Q)(Q⊗ σP ⊗Q)(σQ ⊗ P ⊗Q)(X ⊗Q⊗ coev)(X ⊗Q⊗ ev)

(σ−1
Q ⊗ P ⊗Q)(Q⊗ σ−1

P ⊗Q)(coev ⊗X ⊗Q)

=(X ⊗ ev ⊗Q)(X ⊗Q⊗ coev)(X ⊗Q⊗ ev)(X ⊗ coev⊗Q) = idX⊗Q

It should be clear that the described correspondence is a monoidal isomorphism of categories preserving

the underlying object of the pairs in each category.

Consequently, all the properties of the dual of a monoidal functor which we discussed in Section 2.3

hold for C(P,Q). For example, by Theorem 2.3 we can conclude:

Corollary 4.14. If C is a left (right) closed monoidal category, then C(P,Q) has a unique left (right)

closed monoidal structure lifting that of C, such that the forgetful functor U becomes left (right) closed.
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By Corollary 4.14, we know that when C is closed we obtain a P -intertwining on [A,B]l(r) corre-

sponding to every pair of objects (A, σA) and (B, σB) in C(P,Q). The precise definition of the induced

P -intertwinings on the inner-homs in C(P,Q) can be found in Section 4 of [27].

Next we recall how we can construct a Hopf monad whose Eilenberg-Moore category recovers

C(P,Q) from Section 5 of [27]. We will call a morphism F (X) → X , for any endofunctor F : C → C,

an action of F on an objectX . Although the functors in question will not carry any monad structures, we

will build a monad on the colimit of a diagram of these functors, so that these actions induce a genuine

module structure over the resulting monad, thereby justifying our terminology.

Observe that for a pair (X, σ) in C(P,Q), we can view σ and σ−1 as certain actions of the functors

Q⊗−⊗ P and P ⊗−⊗Q on X :

Q⊗X ⊗ P
(ev⊗X)(Q⊗σ) // X P ⊗X ⊗Q

(X⊗ev)(σ−1⊗Q) // X

Moreover, for any pair (X, σ) in C(P,Q), we can translate the mentioned actions in terms of the induced

Q-intertwinings, since (X⊗ev)(σ⊗P ) = (ev⊗X)(Q⊗σ) and (ev⊗X)(P⊗σ−1) = (X⊗ev)(σ−1⊗Q).
Conversely, when provided with two morphisms α : Q ⊗X ⊗ P → X and β : P ⊗X ⊗ Q → X ,

we can recover right and left P -intertwinings as set out below:

X ⊗ P
(P⊗α)(coev⊗X⊗P ) // P ⊗X P ⊗X

(β⊗Q)(P⊗X⊗coev) // X ⊗ P

If we want the induced P -intertwinings of α and β to be inverses, we need the following equalities to

hold:

ev ⊗X = α(Q ⊗ β ⊗ P )(Q ⊗ P ⊗X ⊗ coev) : Q⊗ P ⊗X → X (44)

X ⊗ ev = β(P ⊗ α⊗Q)(coev⊗X ⊗ P ⊗Q) : X ⊗ P ⊗Q→ X (45)

Similarly, α and β induce Q-intertwinings, (42) and (43) which can be written as

X ⊗Q
(P⊗β)(coev⊗X⊗Q) // X ⊗Q Q⊗X

(α⊗Q)(Q⊗X⊗coev) // X ⊗Q

In order for the inducedQ-intertwinings to be inverses, we require the following equalities to hold:

ev ⊗X = β(P ⊗ α⊗Q)(P ⊗Q⊗X ⊗ coev) : P ⊗Q⊗X → X (46)

X ⊗ ev = α(Q ⊗ β ⊗ P )(coev ⊗X ⊗Q⊗ P ) : X ⊗Q⊗ P → X (47)

With this view of P -intertwinings in mind, we construct the left adjoint functor to the forgetful functor

U : C(P,Q)→ C.

Define the endofunctors F+, F− : C → C by F+(X) = Q⊗X ⊗ P and F−(X) = P ⊗X ⊗Q. Let

the endofunctor F ⋆ be defined as the coproduct

F ⋆ =
∐

n∈N0,(i1,i2,...,in)∈{−,+}n

Fi1Fi2 · · ·Fin

where the term Fi1Fi2 · · ·Fin at n = 0, is just the identity functor idC . For arbitrary n ∈ N and

(i1, i2, . . . , in) ∈ {−,+}n, we denote Fi1Fi2 · · ·Fin by Fi1,i2,...,in and the respective natural trans-

formations Fi1,i2,...,in ⇒ F ⋆ by ιi1,i2,...,in . We denote the additional natural transformation id⇒ F ⋆ by
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ι0. Hence, for any Fi1,i2,...,in we have four parallel pairs:

P ⊗Q⊗ Fi1,i2,...,in

ι−,+,i1,i2,...,in (P⊗Q⊗Fi1,i2,...,in⊗coev)
//

ιi1,i2,...,in (ev⊗Fi1,i2,...,in )
// F ⋆ (48)

Fi1,i2,...,in ⊗Q⊗ P
ι+,−,i1,i2,...,in (coev⊗Fi1,i2,...,in⊗Q⊗P )

//
ιi1,i2,...,in (Fi1,i2,...,in⊗ev)

// F ⋆ (49)

Q⊗ P ⊗ Fi1,i2,...,in

ι+,−,i1,i2,...,in (Q⊗P⊗Fi1,i2,...,in⊗coev)
//

ιi1,i2,...,in (ev⊗Fi1,i2,...,in )
// F ⋆ (50)

Fi1,i2,...,in ⊗ P ⊗Q
ι−,+,i1,i2,...,in (coev⊗Fi1,i2,...,in⊗P⊗Q)

//
ιi1,i2,...,in (Fi1,i2,...,in⊗ev)

// F ⋆ (51)

Consider the diagram in End(C) which the described parallel pairs create. We denote the colimit of this

diagram by T , the unique natural transformation F ⋆ ⇒ T , by ψ, and the compositions ψιi1,i2,...,in and

ψι0, by ψi1,i2,...,in and ψ0, respectively.

Since ⊗ commutes with colimits, the family of morphisms ψ+,i1,i2,...,in : Q⊗ Fi1,i2,...,in ⊗ P → T
induce a unique morphism α : Q ⊗ T ⊗ P → T such that α(Q ⊗ ψi1,i2,...,in ⊗ P ) = ψ+,i1,i2,...,in .

Similarly, the family of morphisms ψ−,i1,i2,...,in : P ⊗ Fi1,i2,...,in ⊗ Q → T induce a morphism β :
P ⊗ T ⊗ Q → T such that β(P ⊗ ψi1,i2,...,in ⊗ Q) = ψ−,i1,i2,...,in . As mentioned at the start of the

section, such actions α and β provide us with the necessary P -intertwinings.

Let us denote the natural transformation (P ⊗ α)(coev ⊗ T ⊗ P ) : T ⊗ P ⇒ P ⊗ T by σT . In

Lemma 5.1 of [27], we demonstrated that indeed for any object X in C, the pair F (X) := (T (X), σT
X)

belongs to C(P,Q). Additionally, the assignment F : C → C(P,Q) is functorial by construction where

with F (f) = T (f) for morphisms f of C. Finally, in Theorem 5.2 of [27], we showed that F is left

adjoint to the relevant forgetful functor U : C(P,Q)→ C.

The unit of the adjunction F ⊣ U has already appeared as ν := ψ0 : idC ⇒ UF = T . For

the counit, consider a pair (X, σ) in C(P,Q) and denote its induced actions (ev ⊗ X)(Q ⊗ σ) and

(X ⊗ ev)(σ−1 ⊗ Q) by ασ : F+(X) → X and βσ : F−(X) → X , respectively. One can then define

θi1,i2,...,in : Fi1,i2,...,in(X) → X , for arbitrary n ∈ N and (i1, i2, . . . , in) ∈ {−,+}n, by applying

ασ and βσ iteratively so that θ+,i1,i2,...,in = ασ(Q ⊗ θi1,i2,...,in ⊗ P ) and θ−,i1,i2,...,in = βσ(P ⊗
θi1,i2,...,in⊗Q), where θ+ = ασ and θ− = βσ. Together with θ0 = idX , we obtain a family of morphisms

from Fi1,i2,...,in(X) to X , which must factorise through F ⋆(X). In Theorem 5.2 of [27], we denoted the

unique morphismF ⋆(X)→ X by θ⋆ and observed that the family of morphisms described commute with

the parallel pairs (48), (49), (50) and (51), in a way that θ⋆ must factorise through T (X). Hence, there

exists a unique morphism θ(X,σ) : T (X)→ X such that θ(X,σ)ψi1,i2,...,in = θi1,i2,...,in . It then follows

that θ is a morphism between (T (X), σT
X) and (X, σ) in C(P,Q), and (P ⊗ θ(X,σ))σ

T
X = σ(θ(X,σ)⊗P )

holds with θ becoming a natural transformation θ : FU ⇒ idC(P,Q) acting as the counit of F ⊣ U .

Now let us reflect on the the bimonad structure on the functor T : C → C. First, we observe the

monad structure. By definition, for any pair F (X) = (T (X), σT
X), the multiplication of the monad

θF (X) : TT (X)→ T (X) will be the unique morphism such that

θF (X)(ψi1,...,in)T (X)Fi1,...,in

(

(ψj1,...,jm)X
)

= (ψi1,...,in,j1,...,jm)X

for arbitrary non-negative integers n,m and i1, i2, . . . , in, j1, j2, . . . , jm ∈ {+,−}. Meanwhile, the unit

of the monad was provided in the definition of T as ψ0 : idC ⇒ T . The comonoidal structure on T arises

directly from the monoidal structure of C(P,Q). Observe that for pairs (X, σ) and (Y, τ) the induced

action ασ⊗τ on A ⊗B is the composition (ασ ⊗ ατ )(P ⊗X ⊗ coev⊗ Y ⊗Q). Consequently, we can
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obtain the comonoidal structure of T , T2 : T (− ⊗ −) → T (−) ⊗ T (−), by Theorem 3.2 as the unique

morphism satisfying

T2ψi1,...,in =
(

ψi1,...,in ⊗ ψi1,...,in

)

Fi1,...,in(−⊗ coevi1,...,in ⊗−)

where coevi1,...,in : 1 → F−in,...,−i1(1) are iteratively defined by coev+ = coev and coev− = coev
and coev±,i1,i2,...,in = F−in,...,−i1(coev±)coevi1,i2,...,in . Note that the P -intertwining making 1 the

unit of the monoidal structure in C(P,Q) is simply the identity morphism idP and its induced actions

are αidP
= ev and βidP

= ev. Hence, we obtain T0 : T (1) → 1 as the unique morphism satisfying

T0ψi1,i2,...,in = evi1,i2,...,in , where evi1,...,in : Fi1,...,in(1) → 1 is defined iteratively by ev±,i1,...,in =
ev±F±(evi1,i2,...,in) with ev+ = ev and ev− = ev.

In Corollary 5.3 of [27], we noted that since C(P,Q) lifts the closed monoidal structure of C via U
when C is closed, then T will be a Hopf monad under our base assumptions. Equivalently, since C(P,Q)
can be viewed as the dual of a strong monoidal functor, this is an application of Theorem 2.3. However,

this is the only point where we needed C to be closed in [27]. The other application of this condition was

the fact that − ⊗ − would preserve colimits in both entries as a consequence. Here we will show that T
will be a Hopf monad under more relaxed conditions:

Theorem 4.15. Let C be a monoidal category (not necessarily closed) where ⊗ preserves colimits in

both entries and (P,Q) be a pivotal pair and assume suitable colimits exist so that the bimonad T can

be constructed as before. In this case, T is a Hopf monad and the fusion operators of Definition 3.10 are

invertible.

Proof. We will discuss this for the left fusion operator and leave the computations for the right fusion

operator to the reader. For a pair of arbitrary objectsX and Y in C, we first note that because⊗ preserves

colimits in each entry and, thereby, functors Fi1,...,in also preserve colimits, then T (X ⊗ T (Y )) and

T (X)⊗ T (Y ) both become colimits with respect to the following families of morphisms:

(ψi1,...,in)X⊗T (Y )Fi1,...,in(X ⊗ (ψj1,...,jm)Y ) :Fi1,...,in(X ⊗ Fj1,...,jm(Y ))→ T (X ⊗ T (Y ))

(ψi1,...,in)X ⊗ (ψj1,...,jm)Y :Fi1,...,in(X)⊗ Fj1,...,jm(Y )→ T (X)⊗ T (Y )

We define the inverse QX,Y of H l
X,Y as the unique morphism satisfying

QX,Y

(

(ψi1,i2,...,in)X ⊗ (ψj1,j2,...,jm)Y
)

=(ψi1,...,in)X⊗T (Y )

Fi1,...,in

(

X ⊗ (ψ−in,...,−i1,j1,...,jm)Y
)

(Fi1,...,in(X)⊗ Fj1,...,jm(Y )⊗ coev−in,...,−i1)

Using this definition and the universal property of T with respect to iterations of (49) and (51), we now

show that QX,YH
l
X,Y = idT (X⊗T (Y )):

QX,YH
l
X,Y (ψi1,...,in)X⊗T (Y )Fi1,...,in(X ⊗ (ψj1,...,jm)Y )

=QX,Y (idT (X) ⊗ θF (Y ))T2(X,T (Y ))(ψi1,...,in)X⊗T (Y )Fi1,...,in(X ⊗ (ψj1,...,jm)Y )

=QX,Y (idT (X) ⊗ θF (Y ))
(

(ψi1,...,in)X ⊗ (ψi1,...,in)T (Y )

)

Fi1,...,in(X ⊗ coevi1,...,in ⊗ (ψj1,...,jm)Y )

=QX,Y

(

(ψi1,...,in)X ⊗ (ψi1,...,in,j1,...,jm)Y
)

Fi1,...,in(X ⊗ coevi1,...,in ⊗ Fj1,...,jm(Y ))

=(ψi1,...,in)X⊗T (Y )Fi1,...,in

(

X ⊗ (ψ−in,...,−i1,i1,...,in,j1,...,jm)Y
)

(Fi1,...,in(X)⊗ Fi1,...,in,j1,...,jm(Y )⊗ coev−in,...,−i1)

Fi1,...,in(X ⊗ coevi1,...,in ⊗ Fj1,...,jm(Y ))

=(ψi1,...,in)X⊗T (Y )Fi1,...,in

(

X ⊗ (ψj1,...,jm)Y
)

Fi1,...,in(X ⊗ Fj1,...,jm(Y )⊗ ev−in,...,−i1)
(

Fi1,...,in(X ⊗ Fj1,...,jm(Y ))⊗ coev−in,...,−i1

)

=(ψi1,...,in)X⊗T (Y )Fi1,...,in

(

X ⊗ (ψj1,...,jm)Y
)
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By the universal property of T (X ⊗ T (Y )) we conclude that QX,YH
l
X,Y = idT (X⊗T (Y )). By a similar

argument we see that H l
X,YQX,Y = idT (X)⊗T (Y ):

Hl
X,YQX,Y

(

(ψi1,...,in)X ⊗ (ψj1,...,jm)Y
)

= (idT (X) ⊗ θF (Y ))T2(X,T (Y ))(ψi1,...,in)X⊗T (Y )

Fi1,...,in

(

X ⊗ (ψ−in,...,−i1,j1,...,jm)Y
)

(Fi1,...,in(X)⊗ Fj1,...,jm(Y )⊗ coev−in,...,−i1)

=(idT (X) ⊗ θF (Y ))
(

(ψi1,...,in)X ⊗ (ψi1,...,in)T (Y )

)

Fi1,...,in(X ⊗ coevi1,...,in ⊗ T (Y ))

Fi1,...,in

(

X ⊗ (ψ−in,...,−i1,j1,...,jm)Y
)

(Fi1,...,in(X)⊗ Fj1,...,jm(Y )⊗ coev−in,...,−i1)

=
(

(ψi1,...,in)X ⊗ (ψi1,...,in,−in,...,−i1,j1,...,jm)Y
)

Fi1,...,in(X ⊗ coevi1,...,in ⊗ F−in,...,−i1,j1,...,jm(Y ))

(Fi1,...,in(X)⊗ Fj1,...,jm(Y )⊗ coev−in,...,−i1)

=
(

(ψi1,...,in)X ⊗ (ψj1,...,jm)Y
)(

Fi1,...,in(X)⊗ evi1,...,in ⊗ Fj1,...,jm(Y )
)

(

Fi1,...,in(X ⊗ coevi1,...,in)⊗ Fj1,...,jm(Y )
)

= (ψi1,...,in)X ⊗ (ψj1,...,jm)Y

Here we used the universal property of T with respect to iterations of (48) and (50). The inverse of the

right fusion operator is the unique map satisfying:

(Hr
X,Y )

−1
(

(ψi1,i2,...,in)X ⊗ (ψj1,i2,...,jm)Y
)

= (ψi1,...,in)T (X)⊗Y

Fj1,...,jm((ψ−jm,...,−j1,i1,...,in)X ⊗ Y )(coev−jm,...,−j1 ⊗ Fi1,...,in(X)⊗ Fj1,...,jm(Y ))

and the corresponding computation follows in a symmetric manner.

Finally, we recall the criterion for when the constructed Hopf monad is augmented from [27]. We

say a pivotal pair (P,Q) in C lifts to Z(C), if there exist braidings λ : P ⊗ idC ⇒ idC ⊗ P and

χ : Q ⊗ idC ⇒ idC ⊗ Q, such that (P, λ) and (Q,χ) are objects in Z(C) and coev, ev, coev and ev
become morphisms in Z(C), making (P, λ) and (Q,χ) a pivotal pair in Z(C).

Theorem 4.16 (Theorem 5.4 [27]). The Hopf monad T is augmented if and only if the pivotal pair (P,Q)
lifts to Z(C).

Sketch of proof. (⇒) Assuming T is augmented with a Hopf monad morphism ǫ : T ⇒ idC , we

obtain a braiding on P by λ := (ǫψ− ⊗ P )(P ⊗ idC ⊗ coev). Additionally, λ is invertible and λ−1 :=
(P⊗ǫψ+)(coev⊗ idC⊗P ) . In a symmetric manner, one can introduceχ := (ǫψ+⊗Q)(Q⊗ idC⊗coev)
with χ−1 := (Q ⊗ ǫψ−)(coev ⊗ idC ⊗ Q) as its inverse and show that coev, ev, coev and ev become

morphisms in Z(C) and commute with the braidings of 1, P ⊗Q and Q⊗ P .

(⇐) Assuming there exist braidings λ : P⊗idC ⇒ idC⊗P and χ : Q⊗idC ⇒ idC⊗Qmaking (P, λ)
and (Q,χ) objects in Z(C), such that coev, ev, coev and ev are morphisms in Z(C), we can iteratively

define the natural transformations ǫi1,...in : Fi1,...in ⇒ idC by ǫ+,i1,...in = (idC⊗ev)(χ⊗P )F+(ǫi1,...in)
and ǫ−,i1,...in = (idC ⊗ ev)(λ ⊗ Q)F−(ǫi1,...in) where ǫ0 = idC . Since ev and ev commute with the

braidings, then ǫ+ = (ev ⊗ idC)(Q ⊗ λ−1) and ǫ− = (ev ⊗ idC)(P ⊗ χ−1). It is straightforward to

check that ǫi1,...in commute with the parallel pairs (48), (49), (50) and (51), and therefore induce a unique

morphism ǫ : T → idC . and from the universal properties of TT and T (−⊗−), we can conclude that ǫ
is a bimonad morphism. ⋄

In Examples 5.6 of [27], we looked at the case when C = Vec. In this case, pivotal pairs in Vec

correspond to invertible matrices and given any such matrix, we obtain an involutive Hopf algebra H
such that T ∼= H ⊗K −. On the other hand, as we will see in Theorem 4.19, additive Hopf monads on

AMA which admit a right adjoint correspond to Hopf algebroids over A, in the sense of Schauenburg

[56]. In Theorem 4.3 of [26], we constructed the relevant Hopf algebroids which arise in this way by

considering a pivotal pair (P,Q) in AMA.
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4.6 Bialgebroids and Hopf Algebroids

In this section we will review the theory of bialgebroids and Schauenburg’s notion of Hopf algebroids

as examples of bimonads and Hopf monads on the category of bimodules AMA. The notation used for

describing Hopf algebroids varies quite a bit depending on the reference, but here we adapt the notation

from Chapter 5 of [9]. Throughout this section A denotes a fixed K-algebra and ⊗ denotes ⊗A, unless it

appears with a different subscript.

For an algebra A, the opposite algebra Aop is the algebra structure defined on A by (a)(b) = ba,

where we denote elements of the opposite algebra with a line above i.e a, b ∈ A and a, b ∈ Aop. It is

a well-known fact that A-bimodules correspond to left A ⊗K A
op-modules, where Ae = A ⊗K A

op is

called the enveloping algebra of A. More concretely, there exists an isomorphism of categories, between

the category of A-bimodules AMA and that of left Ae-modules AeM. Hence, we use AeM and AMA

interchangeably. We will denote elements of Ae = A ⊗K Aop by ab where a ∈ A and b ∈ Aop.

The reader should note, that other authors often prefer the notation ab = s(a)t(b), where the algebra

morphisms A →֒ Ae → H and Aop →֒ Ae → H are denoted by s and t and called source and target,

respectively.

For an Ae-bimoduleB we denote the functor AeB ⊗Ae − by B ⊠− : AMA → AMA. This functor

absorbs the bimodule structure of its input via its right Ae-action and produces a new bimodule actions

via its left Ae-action. Explicitly, for an A-bimodule M we have

B ⊠M = B ⊗K M/{(brs)⊗K m− b⊗K (rms) | m ∈M, r, s ∈ A, b ∈ B}

r(b ⊠m)s = (rsb)⊠m ∀m ∈M, ∀r, s ∈ A, ∀b ∈ B

Note that any Ae-bimodule B can be considered as an A-bimodule either by its right or left Ae-action,

and we denote the latter A-bimodule by |B. We continue to adapt the notation of [9] and recall the

following definitions from Chapter 5.

Definition 4.17. Let A be an algebra and B an Ae-bimodule.

(I) An Ae-ring structure on B consists of a K-algebra structure (µ, 1B) on B with an algebra ho-

momorphism η : Ae → B, such that the Ae-bimodule structure on B is induced by the algebra

homomorphism i.e. µ(η ⊗K idB) coincides with the left action of Ae and µ(idB ⊗K η) with the

right action of Ae.

(II) An A|A-coring structure on B consists of bimodule maps ∆ : |B → |B ⊗ |B and ǫ : |B → A
satisfying

b(1) ⊗ (b(2))(1) ⊗ (b(2))(2) =(b(1))(1) ⊗ (b(1))(2) ⊗ b(2) (52)

ǫ(b(1))b(2) = b = ǫ(b(2))b(1) (53)

∆(brs) =b(1)r ⊗ b(2)s (54)

ǫ(br) =ǫ(br) (55)

for any b ∈ B and r, s ∈ A, where ∆(b) = b(1) ⊗ b(2) is denoted by Sweedler’s notation as in the

case of Hopf algebras. Conditions (52) and (53) are equivalent to (|B,∆, ǫ) being a comonoid in

the category of A-bimodules.

(III) A left A-bialgebroid structure on B consists of an Ae-ring structure (µ, η) and an A|A-coring
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structure (∆, ǫ) on B satisfying

(bb′)(1) ⊗ (bb′)(2) = b(1)b
′
(1) ⊗ b(2)b

′
(2) (56)

∆(1B) = 1B ⊗ 1B (57)

ǫ(1B) = 1A (58)

ǫ(bb′) = ǫ(bǫ(b′)) = ǫ
(

bǫ(b′)
)

(59)

for any b, b′ ∈ B, where 1B = η(1Ae).

First note that an Ae-ring structure as defined above is equivalent picking Ae-bimodule maps µAe :
B ⊗Ae B → B and ηAe : Ae → B, which provide B with the structure of a monoid in the monoidal

category of Ae-bimodules. Secondly, we can deduce from the definition of an A|A-coring B that the

image of ∆ lands in

B ×A B :=

{

∑

i

bi ⊗ b
′
i ∈ |B ⊗ |B

∣

∣

∣

∣

∣

∑

i

bia⊗ b
′
i =

∑

i

bi ⊗ b
′
ia, a ∈ A

}

⊂ |B ⊗ |B

Bialgebroids are often defined with reference to B ×A B, the Takeuchi ×-product [63], and therefore

called ×-bialgebras. The equivalence of the above definition and the more popular variation is present in

both [9, 11].

It is easy to check thatAe-ring structures onB correspond to monad structures on the endofunctorB⊠

− (Proposition 5.2 [9]) since there is a monoidal embedding of AeMAe into End(AeM). In particular,

by restriction of scalars along η, anyB-module is equipped with anA-bimodule structure and there exists

a forgetful functorU : BM→ AMA with its free left adjoint functor also denoted byB⊠−. In this way

we consider left actions B ⊗K M → M of B on A-bimodules M which factor through an A-bimodule

map B ⊠M →M .

Similarly, A|A-coring structures on B correspond to comonoidal structures on the functor B ⊠ −
(Proposition 5.5 [9]). In our notation if T = B ⊠−, then T2(M,N) = ∆M,N is defined as the map

∆M,N : B ⊠ (M ⊗N) −→ (B ⊠M)⊗ (B ⊠N)

b⊠ (m⊗ n) 7−→ (b(1) ⊠m)⊗ (b(2) ⊠ n)

(60)

which is well-defined and a bimodule map for any pair of A-bimodules M and N by condition (54).

Additionally, by (55) the map ǫ factorizes through a map T0 : B⊠A→ A. Furthermore, conditions (52)

and (53) assure that (1) and (2) hold, respectively.

Given the above correspondences, the conditions in Definition 4.17 (III) become equivalent to the

conditions in Definition 3.1 and bimonad structures on B ⊠− correspond precisely to left A-bialgebroid

structures on B (Theorem 5.9 [9]). From this point of view the category of B-modules lifts the monoidal

structure of AMA: If (M, ⊲M ) and (N, ⊲N ) are B-modules, the B-action on M ⊗ N given by (15) is

defined by the composition (⊲M ⊗ ⊲N)∆M,N .

We must point out that the theory described above is not symmetric. A right A-bialgebroid structure

on B arises when we ask the category of right B-modules to be monoidal so that the forgetful functor

MB → AMA becomes strong monoidal. In other words, right A-bialgebroid structures are those which

make the functor−⊠B = −⊗AeBAe a bimonad. From here onwards anA-bialgebroid structure always

refers to a left A-bialgebroid structure.

There have been several variations of the Hopf condition for bialgebroids to mimic the Hopf condition

for bialgebras. The choice which interests us is the condition which makes the corresponding bimonad

of a bialgebroid B into a Hopf monad. This is the case for Schauenburg’s Hopf algebroids which were

introduced in [56].
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Definition 4.18. A Schauenburg Hopf algebroid or ×-Hopf algebra structure on B consists of an A-

bialgebroid structure as above, such that the induced maps

β : B ⊗Aop B −→ B ⋄B ϑ : B ⊙B −→ B ⋄B

b⊗Aop b′ 7→ b(1) ⋄ b(2)b
′ b⊙ b′ 7→ b(1)b

′ ⋄ b(2)

(61)

are invertible, where we define the tensor products⊗Aop , ⊙ and ⋄ as follows:

B ⊗Aop B = B ⊗K B/{bs⊗K b
′ − b⊗K sb

′ | b, b′ ∈ B, s ∈ Aop}

B ⊙B = B ⊗K B/{br ⊗K b
′ − b⊗K rb

′ | b, b′ ∈ B, r ∈ A}

B ⋄B = B ⊗K B/{sb⊗K b
′ − b⊗K sb

′ | b, b′ ∈ B, s ∈ A}

Once one writes down the fusion operators for the bimonad T = B ⊠ −, it is easy to see that the

maps β and ϑ being invertible are equivalent to the bimonad T = B ⊠ − being left and right Hopf,

respectively. Consequently, if B is a Schauenburg Hopf algebroid and β, ϑ are invertible, we usually

denote β−1(b ⋄ 1) = b(+) ⊗Aop b(−) and ϑ−1(1 ⋄ b) = b[+] ⊙ b[−] and thereby observe that the closed

structure of AMA is lifted to BM via the following B-actions:

B ⊠HomA(M,N)→ HomA(M,N) B ⊠ AHom(M,N)→ AHom(M,N)

b⊠ f 7→ (m 7→ b(+)f(b(−)m)) b⊠ g 7→ (m 7→ b[+]g(b[−]m))

(62)

for any pair of B-bimodulesM and N .

Finally, we refer the reader to Chapter 5 of [9] and [11] for further details on these facts. We conclude

by presenting the following observation. The Eilenberg-Watts theorem [66] tells us that any additive left

adjoint functor F : AeM→ AeM is isomorphic to a functor AeB ⊗Ae −, where B is an Ae-bimodule.

Using this result one can classify additive left adjoint bimonads and Hopf monads on AMA:

Theorem 4.19 ([62]). For an algebra A and an abelian monoidal category C, if G : C → AMA is an

additive functor with a left adjoint F , such that GF : AMA → AMA has a right adjoint , then G is

(closed) strong monoidal if and only if C is equivalent to BM for a left (Hopf) bialgebroidB.

This result was translated into the language of Hopf monads in [12] and simply states that colimit-

preserving (Hopf monad) bimonads on AMA correspond to (Schauenburg Hopf algebroids) left bialge-

broids over A.

Remark 4.20. We should warn the reader that the notion of a Hopf algebroid over an algebraA described

here is not the same as the notion of a weak Hopf algebra. However, any weak Hopf algebra structure

defined over a field K is equivalent to a Hopf algebroid structure over a separable Frobenius K-algebra

A. The details of this correspondence are explained in Chapter 6 of [9].

5 Combining Hopf monads and Bimonads

In this section, we review two ways in which we can combine Hopf monads to obtain new Hopf monads:

Bosonisation or cross product, and distributive laws.

5.1 Bosonisation and Cross Products

In this section we review the theory of cross products or bosonisation for Hopf monads which describes

how we can compose a Hopf monad with a secondary Hopf monad on its module category. This in turn
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generalises Radford’s biproduct construction and Majid’s bosonisation in the theory of ordinary Hopf

algebras.

Assume T is a monad on C and P is a monad on CT . Then we can consider the composition of the

following adjunctions

(

CT
)P

UP

::C
T

FPtt

UT

== C

FT

yy

In this situation, the endofunctorUTPFT is called the cross product of T by P and is denoted by P ⋊T .

If η and ǫ denote the unit and counit of the adjunction FT ⊣ UT and η′ and µ′ denote the unit and

multiplication providing the monad structure on P , then the monad structure (P ⋊ T, q, ν) is defined as

follows

q = (UTµ
′
FT

)(UTPǫPFT
) : UTPFTUTPFT → UTPFT , ν = (UT η

′
FT

)η (63)

Observe that although P ⋊ T is the corresponding monad of the adjunction FPFT ⊣ UTUP , which is

the composition of two monadic adjunctions, FPFT ⊣ UTUP itself is not necessarily monadic. In other

words the comparison functor K :
(

CT
)P
→ CP⋊T might not be an equivalence.

Theorem 5.1 (Proposition 5.1 [4]). If T is a monad on C and P a monad on CT which preserves reflexive

coequalizers then the adjunction FPFT ⊣ UTUP is monadic. Moreover, the comparison functor K :
(

CT
)P
→ CP⋊T is an isomorphism of categories.

If C is monoidal andT andP are both bimonads thenUT andUP are both strong monoidal and thereby

so is their composition UTUP . Therefore the cross product of two bimonads also becomes a bimonad,

where P ⋊ T obtains a canonical comonoidal structure as the composition of comonoidal functors. In

fact one can show that the composition of Hopf monads also satisfies the Hopf condition:

Theorem 5.2 (Proposition 4.4 [12]). The cross product of two (left or right) Hopf monads is also a (left

or right) Hopf monad.

Sketch of proof. Let us assume that T and P are both left Hopf monads and denote the units and counits

of adjunctions FT ⊣ UT and FP ⊣ UP by η, ǫ and η′, ǫ′, respectively. We observe that the left fusion

operator of the adjunction FPFT ⊣ UTUP appears in the left edge of the commuting rectangle below:

FPFT (X ⊗ UTUP (Y ))

(FP )2(FT (X),FTUTUP (Y ))(FT )2(X,UTUP (Y ))

��

FP (FT )2(X,UTUP (Y )) // FP (FT (X)⊗ FTUTUP (Y ))

FP (idFT (X)⊗ǫUP (Y ))

��
FPFT (X)⊗ FPFTUTUP (Y )

(idFP FT (X)⊗ǫ′Y FP ǫUP (Y ))

��

FP (FT (X)⊗ UP (Y ))

(FP )2(FT (X),UP (Y ))

��
FPFT (X)⊗ Y FPFT (X)⊗ FPUP (Y )

idFP FT (X)⊗ǫ′Yoo

(64)

Since the above diagram commutes, the left fusion operator of the composed adjunction can be written

as the composition of the two fusion operators of T and P . Hence, if T and P both have invertible left

fusion operators, then so does P ⋊ T . A symmetric argument can be applied to the right fusion operator.

⋄
This notion of cross product for Hopf monads generalises Radford’s biproduct and Majid’s bosoni-

sation for ordinary Hopf algebras. Given a bialgebra (H,mH , 1H ,∆H , ǫH) and an H-module algebra
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A i.e. an algebra ((A, ⊲),mA, 1A) in the category of left H-modules HM, we can form a new algebra

on the vector space A ⊗K H called the cross product algebra A ⋊H . This structure is exactly what we

obtain by composing monads T = H ⊗K− on Vec and P = A⊗K− on HM, where we obtain a monad

structure on P ⋊ T = A⊗KH ⊗K − and an algebra structure on A⊗KH with 1A ⊗K 1H as its unit and

its multiplication defined by

(mA ⊗ idH)(idA ⊗ ⊲⊗mH)(idA⊗H ⊗ΨH,A ⊗ idH)(idA ⊗∆⊗ idA⊗H)

where ⊲ : H ⊗K A→ A denotes the H-module action on A and Ψ the symmetry on Vec.

Now let us assume (H,mH , 1H ,∆H , ǫH , SH) is a Hopf algebra and that the category of H-modules

is braided (in this case H has a quasitriangular structure, see Section 7.3). In this case, one can pick

an H-module Hopf algebra ((A, ⊲),mA, 1A,∆A, ǫA, SA) i.e. a Hopf algebra in the braided category of

H-modules, and as previously discussed P = A⊗K − will have a natural left Hopf monad structure. By

Theorem 5.2 the bimonad P ⋊ T = A⊗K H ⊗K − will also be left Hopf. Hence, we obtain a new Hopf

algebra A ⋊· H where the coalgebra and antipode, now use the braiding Ψ′ of the category HM:

∆A⋊·H :=(idA ⊗K Ψ′
A,H ⊗K idH)(∆A ⊗K ∆H)

SA⋊·H :=(⊲⊗K idH)(idH ⊗K ΨH,A)(∆H ⊗K idA)Ψ
′
A,H(SA ⊗K SH)

This procedure is called bosonisation and was introduced by Majid in [45].

Even if the category of H-modules is not necessarily braided, but (A, τ) has a central Hopf algebra

structure in HM or equivalentlyA is a braided Hopf algebra in H
HYD, then we obtain a natural left Hopf

monadP = A⊗τ− on HM. By Theorem 5.2 we again obtain a Hopf algebra structureA ⋊· H onA⊗H ,

where the coalgebra and antipode are defined in the same way but the braiding Ψ′
A,H is replaced with the

braiding τH . This construction is referred to as Radford’s biproduct and first appeared in [53] without

any reference to braided Hopf algebras. Its interpretation in terms of braided Hopf algebras appeared in

the Appendix of [42]. While from the monadic point of view, the constructions look exactly the same, in

bosonisation the braidings arise from the braiding on HM via a quasitriangular structure on H , while in

Radford’s biproduct the braiding τ can be written in terms of the H-comodule structure on A making A
a Yetter-Drinfeld module and the formulas take a very different look in this way. We refer the reader to

Section 9.4 of [46] for further details on these constructions.

Example 5.3 (Cross product for Hopf algebroids). Consider a Hopf algebroid H over a base algebra A
and its corresponding Hopf monad T = H ⊠ − on AMA. By the described theory of cross products,

we can define an analogous procedure for Hopf algebroids if we are given a braided Hopf algebra B in

the center of HM. This provides us with a Hopf monad B ⊗A − on HM and, by Theorem 5.2, we can

compose these monads to obtain a new Hopf monad on AMA, which itself will correspond to a new Hopf

algebroid overA, by Theorem 4.19. Let us briefly describe the new Hopf algebroid structure onB⊗AH .

First, we recall from Proposition 4.4 [56] that the lax left dual Zl,lax(HM) can be identified with

the category of left Yetter-Drinfeld modules over H , which are defined in a completely analogous way

to classical Hopf algebras. First recall that over a bialgebroid H , a left H-comodule structure means a

left A-module B morphism δ : AB → |H ⊗A B which atisfies ∆(b(−1)) ⊗A b(0) = b(−1) ⊗A δ(b(0))
and ǫH(b(−1)).b(0) = b, where we denote δ(b) = b(−1) ⊗A b(0). The left A-module B obtains a natural

A-bimodule structure with its right A-action defined by ma = ǫH(h(−1)a).h(0) so that δ factors through

H ×A B = {
∑

i

hi ⊗A bi ∈ |H ⊗A B |
∑

i

hia⊗A bi =
∑

i

hi ⊗A bia for ∀a ∈ A}

A Yetter-Drinfeld module over H is an A-bimodule B with a left H-action ⊲ and a compatible left H-

coaction δ satisfying h(1).b(−1)⊗A h(2) ⊲ b(0) = (h(1) ⊲ b)(−1).h(2)⊗A (h(1) ⊲ b)(0). The natural braiding
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obtained for such a Yetter-Drinfeld module is defined by b⊗A m 7→ b(−1) ⊲
′ m⊗A b(0) where m ∈ M ,

for arbitrary (M, ⊲′) in HM. We refer the reader to Section 4 of [56] for more details.

Assume (B, ⊲, δ) is equipped with a braided Hopf algebra structure inZl,lax(HM) via (∆B , ǫB, SB).
Note that these maps are allA-bimodule maps and respect the relevantH-actions andH-coactions. Addi-

tionally, the codomain of ǫB is the trivial bimoduleAwhich acts as the unit of AMA andZl,lax(HM). By

Theorem 5.2, we obtain a Hopf algebroid structure onB⊗AsH where sH denotes the leftA-module struc-

ture of |H and theAe-bimodule structure onB⊗AsH is defined by a1a2(b⊗Ah)a3a4 = a1b⊗Aa2ha3a4.

Furthermore, the element 1B ⊗A 1H acts as the unit and the other structural morphisms can be obtained

as follows:

(b⊗A h).(b
′ ⊗A h

′) =b.(h(1) ⊲ b
′)⊗A h(2).h

′

(b⊗A h)(1) ⊗A (b⊗A h)(2) =(b(1) ⊗A b(2)(−1).h(1))⊗A (b(2)(0) ⊗A h(2))

ǫ(b⊗A h) =ǫB(b).ǫH(h)

Similarly, the inverse of the left canonical map is obtained by observing (64):

(b ⊗A h)(+) ⊗Aop (b ⊗A h)(−) = (b(1) ⊗A b(2)(−1).h(+))⊗Aop (SB(b(2)(0))⊗A h(−))

With any result regarding Hopf algebroids, one needs to check that all the maps and compositions defined

behave well with regard to the various A and Aop actions. But in our case, since we are simply writing

out the relevant morphisms after regarding the structures as Hopf monads, Theorem 5.2 guarantees that

the morphisms will be well-defined with respect to the relevant actions. We will denote the obtained Hopf

algebroid by B ⋊· H .

5.2 Distributive Laws

In this section we review the notion of distributive laws and how one can compose two (Hopf) bimonads

with a distributive law between them. This construction can be viewed as a generalisation of the tensor

product of two braided Hopf algebras.

Distributive laws were introduced by Beck in [5] and determine when a monad (or an adjunction,

as seen in Section 3.4) can lift to the Eilenberg-Moore category of another monad. We recall the basic

theory of distributive laws without providing proofs and refer the reader to [67] for detailed references

and historical notes on the topic. Throughout this section (T, µ, η) and (S, ν, ι) will denote a pair of

monads on C.

A distributive law or entwining from a monad T to a monad S is a natural transformation λ : TS →
ST such that the following diagrams commute

T
ιT

  ❇
❇❇

❇❇
❇❇

❇

Tι

~~⑤⑤
⑤⑤
⑤⑤
⑤⑤

TS
λ // ST

TS
λ // ST S

ηS

``❇❇❇❇❇❇❇❇ Sη

>>⑤⑤⑤⑤⑤⑤⑤⑤

TTS
Tλ //

µS

��

TST
λT // STT

Sµ

��

TSS
λS //

Tν

��

STS
Sλ // SST

νT

��
TS

λ // ST TS
λ // ST

Such a distributive law λ : TS → ST from a monad T to a monad S, allows S to lift to CT as (Ŝ, ν̂, ι̂),
where Ŝ : CT → CT , ν̂ and ι̂ are defined as

Ŝ(M, r) = (S(M), (Sr)λM : TS(M)→ ST (M)→ S(M)), ν̂(M,r) = νM , ι̂(M,r) = ιM
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for any T -module (M, r), such that UT Ŝ = SUT . The objects of
(

CT
)Ŝ

have an equivalent description

as triples (M, r, ρ) where M is an object of C, r : T (M) → M is a T -action and ρ : S(M) → M is a

S-action satisfying

TS(M)

Tρ

��

λM // ST (M)

Sr

��
T (M)

r // M S(M)
ρoo

Note that the theory is not symmetric and that we cannot necessarily lift T to CS via λ. For this we require

another distributive law ξ : ST → TS. In particular, if λ is invertible then we can lift T via ξ = λ−1

and in this case
(

CT
)Ŝ ∼=

(

CS
)T̂

since for any triple (M, r, ρ) the conditions ρ(Sr)λM = r(Tρ) and

ρ(Sr) = r(Tρ)ξM become equivalent by ξ = λ−1.

Given a distributive law λ : TS → ST , the endofunctor ST obtains a natural monad structure via

multiplication ν(SSµ)(SλT ) and unit ιT η. We will follow the notation of [12] and denote this monad by

S◦λT . One can directly show that the monads Ŝ⋊T and S◦λT are isomorphic and that CŜ⋊T ∼= CS◦λT .

Furthermore, when T and S are bimonads the following observation can be made:

Lemma 5.4. If T, S and λ are as above and T and S carry bimonad structures such that λ : TS → ST
is a comonoidal natural transformation, then S ◦λ T also becomes a bimonad.

Sketch of proof. The endofunctor ST has a natural comonoidal structure with (S2)T⊗TS(T2) and

S0S(T0). Now observe that for S ◦λ T , conditions (12) and (14) automatically follow from S and T
being bimonads. Conditions (11) and (13) then follow from λ being a comonoidal natural transformation

or equivalently satisfying (λ⊗ λ)(T2)S⊗ST (S2) = (S2)T⊗TST2λ−⊗− and T0T (S0) = S0S(T0)λ1. ⋄
Instead of verifying the bimonad conditions on S ◦λ T , one can simply observe that λ being a

comonoidal natural transformation implies that (S2, S0) lift to a well-defined comonoidal structure on

Ŝ. Consequently, Ŝ becomes a bimonad and by the results of Section 5.1, so does Ŝ ⋊ T = S ◦λ T .

Theorem 5.5 (Corollary 4.7 [12]). If T and S are Hopf monads on a monoidal category C and λ :
TS → ST a comonoidal distributive law from T to S, then the lifted monad Ŝ, on CT , has a Hopf monad

structure and the composition S ◦λ T defines a Hopf monad on C.

Sketch of proof. By the observations made above its easy to see that the image of the left (right) fusion

operator of Ŝ under UT becomes the left (right) fusion operator of S. Since UT is conservative, then Ŝ
is left (right) Hopf if and only if S is left (right) Hopf. Consequently, if S is left (right) Hopf then by

Theorem 5.2, Ŝ ⋊ T = S ◦λ T becomes left (right) Hopf. ⋄
Composing Hopf monads via distributive laws can be viewed as a generalisation of tensoring Hopf

algebras: If (C,Ψ) is a braided category and B and C are two braided Hopf algebras in C, then it is

well-known that C ⊗B obtains a natural braided Hopf algebra structure by:

mC⊗B := (mC ⊗mB)(idC ⊗ΨB,C ⊗ idB), ∆C⊗B := (idC ⊗ΨC,B ⊗ idB)(∆C ⊗∆B)

ηC⊗B := ηC ⊗ ηB, ǫC⊗B := ǫC ⊗ ǫB, SC⊗B := SC ⊗ SB

Viewing B and C as left Hopf monads via T = B ⊗ − and S = C ⊗ −, we see that λ = ΨB,C ⊗ − :
TS → ST defines a distributive law between the two monads. Moreover, λ is comonoidal. All the

necessary conditions simply follow because the structural morphisms of B and C respect the braiding of

the category. It is then easy to see that the Hopf monad structure on S ◦λ T = C ⊗ B ⊗ − agrees with

the described Hopf algebra structure on C ⊗B.
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6 Central Coalgebras and Hopf Monads

In this section we review the correspondence between Hopf monads and central cocommutative coalge-

bras, as presented in Section 6 of [12]. In summary, every (pre-)Hopf monad T on a category C induces a

central cocommutative coalgebra in CT . In the converse direction, for any central cocommutative coalge-

bra (C, τ) in a categoryD, under suitable exactness conditions, CD becomes monoidal and the adjunction

UC⊗− ⊣ FC⊗− a comonoidal adjunction, inducing a Hopf monad on CD. Moreover, under additional

assumptions discussed in Theorem 6.6 these procedures are inverses to each other upto isomorphism.

6.1 From Central Coalgebras to Hopf Adjunctions

In this section we will recall how suitable central coalgebrasC in a categoryD induce a Hopf monads on

their category of comodules CD.

Assume (C,∆, ǫ) is a coalgebra in a monoidal categoryD. The corresponding free/forgetful functors

for the comonad C ⊗ −, provide an adjunction V ⊣ R : D ⇆
CD, where the forgetful functor V is

left adjoint to the free functor R defined by R(M) = (C ⊗M,∆ ⊗ idM ). Hence, we obtain a monad

T = RV on CD.

We say (C, τ) is a (lax) central coalgebra if τ : C ⊗− → −⊗ C is a (lax) braiding such that (C, τ)
is a coalgebra in the (lax) center of D and thereby satisfies (τ ⊗ idC)(idC ⊗ τ)(∆⊗ idD) = (idD ⊗∆)τ
and (idD ⊗ ǫ)τ = ǫ ⊗ idD . Furthermore, we say C is a cocommutative (lax) central coalgebra or (lax)

CCC if τC∆ = ∆.

In [12], the authors discuss the conditions under which a CCC structure on C provides a monoidal

structure on the category ofC-comodules. A lax CCC is called cotensorable if for each pair of comodules

(M, δ) and (N, δ′), the pair

M ⊗N
idM⊗δ′

//
τMδ⊗idN //

M ⊗ C ⊗N (65)

admits an equalizer and C ⊗ − preserves them. We denote the equalizer of this pair by M ⊗C N . Note

that such pairs are coreflexive via idM ⊗ ǫ⊗ idN and thereby if D admits CEs and⊗ preserves them, then

any lax CCC is cotensorable. In particular, this theory generalises the theory of cotensors for ordinary

coalgebras in Vec where τ is given by the symmetry of the category, see Section 10 of [19].

Theorem 6.1 (Theorem 6.4 [12]). If C denotes a lax cotensorable CCC as above:

(I) The equalizers M ⊗C N have a natural C-coaction and the bifunctor ⊗C defines a monoidal

structure on CD.

(II) The free functor R : D → CD is strong monoidal and V ⊣ R is a comonoidal adjunction.

(III) The adjunction V ⊣ R is in fact left Hopf. If τ is invertible, then the adjunction is also right Hopf.

Sketch of proof. For part (I), we observe that for a pair (M, δ) and (N, δ′), the object M ⊗C N carries

a natural C-comodule structure t, where t is defined as the unique map satisfying

M ⊗C N
π //

t ((❘
❘

❘
❘

❘
❘

❘
M ⊗N

δ⊗idM⊗N // C ⊗M ⊗N

C ⊗M ⊗C N

idC⊗π

55❦❦❦❦❦❦❦❦❦❦❦❦❦❦

where π :M⊗CN →M⊗N is the equalizer of the pair (65). Note that t is determined uniquely because

idC ⊗π is an equalizer for the coreflexive pair idC ⊗ τMδ⊗ idN , idC⊗M ⊗ δ′. It is then straightforward

to show that t defines a coaction.
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For (II), first recall that the free functorR takes an object M in D to the free comodule (C ⊗M,∆⊗
idM ). Additionally, observe that the coproduct∆ forms a split equalizer for the pair ∆⊗idC and idC⊗∆,

with sections idC ⊗ ǫ and idC⊗C ⊗ ǫ. Hence, if we denote the equalizer of (65) for comodules R(M)
and R(N) by π′, we obtain a natural isomorphism between two equalizers and a commutative diagram:

(C ⊗M)⊗C (C ⊗N)
π′

//

∼=

��✤
✤

✤
C ⊗M ⊗ C ⊗N

idC⊗M⊗∆⊗idN

//
τC⊗M (∆⊗idM )⊗idC⊗N //

C ⊗M ⊗ C ⊗ C ⊗N

C ⊗M ⊗N

(idC⊗τM )(∆⊗idM )⊗idN

55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦

Notice that (C ⊗M)⊗C (C ⊗N) = R(M)⊗C R(N) and C ⊗M ⊗N = R(M ⊗N) and thereby we

obtain a natural strong monoidal structure onR. Of course one must also check whether the isomorphism

respects the coactions, but this also follows easily.

Now we demonstrate that V ⊣ R is left Hopf. Recall from Lemma 3.4 that a strong monoidal structure

on R provides a comonoidal structure on its left adjoint V . In the diagram below, the upper edges form

the comonoidal structure of V as described by (18):

M ⊗C N
δ⊗Cδ′ //

π

**❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚❚

(C ⊗M)⊗C (C ⊗N)
∼= //

π′

**❱❱❱
❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱❱

C ⊗M ⊗N
ǫ⊗idM⊗N //

τC⊗M (∆⊗idM )⊗idN

��

M ⊗N

M ⊗N
δ⊗δ′ // C ⊗M ⊗ C ⊗N

ǫ⊗idM⊗ǫ⊗idN

==

Since the diagram commutes, we can alternatively identify the comonoidal structure with the composition

of the lower edges of the diagram. In particular, V2((M, δ), (N, δ′)) = π where V (M ⊗C N, t) =
M ⊗C N and V (M, δ) ⊗ V (N, δ′) = M ⊗ N . Therefore, the left fusion operator of the adjunction

V ⊣ R decomposes as

H
l

(M,δ),d = (idM ⊗ ǫ⊗ idd)π : V ((M, δ)⊗C R(d))→ V ((M, δ))⊗ d

for an object d in D and a C-comodule (M, δ). By a similar argument to the one above we can show that

τMδ ⊗ idd : V ((M, δ)) ⊗ d → M ⊗ C ⊗ d becomes a split equalizer for the same parallel pair which

π : M ⊗C R(d)→M ⊗ C ⊗ d is an equalizer of. Thereby there exists a natural isomorphism such that

the following diagram commutes:

M ⊗C R(d)
π //

∼=

��

M ⊗ C ⊗ d

(idM⊗ǫ⊗idd)qq

τMδ⊗idC⊗d //
idM⊗∆⊗idd

// M ⊗ C ⊗ C ⊗ d

M ⊗ d

OO
τMδ⊗idd

66♥♥♥♥♥♥♥♥♥♥♥♥♥

Hence, the left fusion operator is invertible. When τ is invertible a symmetric argument can be applied to

show that the right fusion operator is invertible. ⋄
The above result can provide us with many additional examples of Hopf monads. However, unlike

Section 4 where we were looking at describing Hopf monads over a fixed base category C, a suitable CCC

in a categoryD provides us with a Hopf monad on CD rather than the categoryD which we started with.

Example 6.2. For any cocommutative coalgebra (C,∆, ǫ) in Vec, the category of left C-comodules
CM is monoidal via the cotensor product of comodules (Section 10 of [19]) and by Theorem 6.1 the

free/forgetful adjunction forg. ⊣ (C ⊗K −,∆ ⊗K −) : Vec ⇆ CM is Hopf. In particular the monad
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T on CM which sends every C-comodule (M, δ) to the free comodule (C ⊗K M,∆ ⊗K idM ) is Hopf.

The multiplication and unit of the monad T are given by (idC ⊗K ǫ⊗K idCM) and δ : (M, δ)→ (C ⊗K

M,∆⊗K idM ), respectively. The comonoidal structure on T is defined using T ((M, δ))⊗CT ((N, δ
′)) ∼=

(C ⊗K M ⊗K N,∆⊗K idM⊗KN ):

T2((M, δ), (N, δ′)) : C ⊗K (M ⊗C N)→ C ⊗K M ⊗K N

c⊗K m⊗C n 7−→ c⊗K m⊗K n

and T0 = idC ⊗K ǫ : C ⊗K C → C.

6.2 Induced Central Coalgebra of a Hopf Adjunction

In this section, we review the construction of central coalgebras from Hopf adjunctions based on Section

6.2 of [12]. It is well-known that any braided Hopf algebra B in C becomes an object of B
BYD via its

left adjoint coaction (m⊗ idB)(idB ⊗ΨB,B)(∆⊗S)∆. In particular, this coaction respects the original

coalgebra structure on B and thereby (B,∆, ǫ) becomes a natural coalgebra object in Z(BC). Below we

will describe how any Hopf monad T induces a coalgebra object in Z(CT ).
Given a comonoidal adjunction F ⊣ U : D ⇆ C, the object Ĉ := F (1) obtains a coalgebra structure

via F2(1, 1) and F0, and is referred to as the induced coalgebra of the adjunction. Hence, we obtain

three distinct comonads T̂ = FU , Ĉ ⊗ −, and − ⊗ Ĉ on D. Observe that the fusion operators of the

adjunctions provide natural transformations between two of the three comonads as presented:

H
l

1,X : T̂ (X) = F (1⊗ U(X))

(idF (1)⊗ǫX)F2(1,U(X))

��
Ĉ ⊗X = F (1)⊗X

H
r

X,1 : T̂ (X) = F (U(X)⊗ 1)

(ǫX⊗idF (1))F2(U(X),1)

��
X ⊗ Ĉ = X ⊗ F (1)

In Lemma 6.5 of [12] it is demonstrated that H
l

1,− and H
r

−,1 are comonad morphisms.

Theorem 6.3 (Corollary 6.7 [12]). With notation as above, if F ⊣ U is a left pre-Hopf adjunction, then

τX := H
r

X,1

(

H
l

1,X

)−1

: Ĉ ⊗X → X ⊗ Ĉ (66)

defines a lax braiding in D satisfying F2(X, 1) = τF (X)F2(1, X). In particular, (C, τ) becomes a lax

CCC in D. Additionally, If the adjunction is pre-Hopf, then τ is invertible.

The proof of the above result is simply checking that the necessary conditions hold and we refer the

reader to Section 6.2 of [12]. Note that H
l

1,X being invertible tells us that T̂ = FU ∼= Ĉ ⊗ − are

isomorphic comonads. The above result also shows that given a pre-Hopf adjunction Ĉ ⊗ − ∼= − ⊗ Ĉ
as comonads. Additionally, note that for the free/forgetful adjunction induced by a braided Hopf algebra

B it follows from the description of the fusion operators and their inverses in Section 3.3 that we can

recover the natural braiding on B, induced by its adjoint coaction, as τ in Theorem 6.3.

In [12], the lax CCC Ĉ of a pre-Hopf adjunction F ⊣ U is called its induced CCC. As seen in the last

section, CCCs can induce comonoidal adjunctions and the next step is to understand the connection be-

tween this adjunction induced by Ĉ and the original adjunction F ⊣ U . We will first recall the conditions

which make the induced CCC cotensorable and the comparison functor between C and D
T̂
∼= DĈ strong

monoidal.

Theorem 6.4 (Proposition 6.9 [12]). Let F ⊣ U be a left pre-Hopf adjunction as above. If the adjunction

is comonadic and satisfies
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(I) For any pair of objects X,Y in C, the fork below forms an equalizer:

F (X ⊗ Y )
F2(X,Y ) // F (X)⊗ F (Y )

idF (X)⊗F2(1,Y )
//

F2(X,1)⊗idF (Y ) //
F (X)⊗ Ĉ ⊗ F (Y ) (67)

(II) The above equalizers are preserved by F (1)⊗−

Then the induced coalgebra (Ĉ, τ) is cotensorable and the comparison functor between C and DĈ is

strong monoidal. In particular, the adjunction is left Hopf.

Sketch of proof. Note that the comparison functor K : C → CD is defined by sending any object X in

C to (F (X), F2(1, X)). Since K is an equivalence and F2(X, 1) = τF (X)F2(1, X), then the conditions

for Ĉ being cotensorable become equivalent to the conditions above. Additionally, K becomes a strong

monoidal equivalence by (67). Finally, we observe that by Theorem 6.1 the free/forgetful adjunction for

the comonad Ĉ ⊗− is left Hopf, and since U ⊣ F is comonadic then it is also left Hopf. ⋄
While the induced coalgebra in the theory of Hopf algebras is quite well-known, we will now look at

the induced coalgebra for another examples of Hopf monads:

Example 6.5. LetH be a bialgebroid over a base algebraA as in Section 4.6. Recall that the free/forgetful

adjunction induced on AMA is a comonoidal adjunction with a bimonad structure on the functorH ⊠−.

The induced CCC for this adjunction will be a natural coalgebra structure onH⊠Awhich is the quotient

ofH by the left ideal generated by {a−a | a ∈ A}. The vector spaceH⊠A has anA-bimodule structure

by the leftAe-action onH . It follows by the above theory that (∆, ǫ) descend to a well-defined coalgebra

structure on H ⊠ A. This can also be seen directly from (54) and (55) and the fact that the image of ∆
falls in the Takeuchi product. If H is left Hopf, then by Theorem 6.3 the coalgebra H ⊠ A obtains a lax

braiding defined by

(H ⊠A)⊗A M →M ⊗A (H ⊠A)

(h⊠ a)⊗A M 7−→ h(+)(1)ah(−) ⊲ m⊗A (h(+) ⊠ 1)

(68)

where (M, ⊲) is an arbitraryH-module. It is a difficult task to check that this map is indeed well-defined

and a bimodule morphism, however we get this result for free from Theorem 6.4.

6.3 Equivalence of Hopf Monads and Central Coalgebras

In this section, we review the equivalence between Hopf monads on a category C, Hopf adjunctions F ⊣
U : D ⇆ C and lax cotensorable CCCs in D from Section 6.6 of [12]. We then provide a simplification

of this result for tensor categories.

Theorem 6.6 (Theorem 6.14 [12]). If C and D are monoidal categories, then TFAE:

(I) A conservative Hopf monad T on C, where C admits RCs and CEs, the monoidal product ⊗ pre-

serves CEs and T preserves RCs and CEs.

(II) A Hopf adjunction F ⊣ U : D ⇆ C, where both C and D admit RCs and CEs, both F and U are

conservative, U preserves RCs and F preserves CEs.

(III) A CCC (C, τ) in D, where D admits RCs and CEs, the monoidal product ⊗ preserves CEs, the

functor C ⊗− is conservative and preserves RCs.
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Note that when saying these structures are equivalent, we mean upto isomorphism and the processes

of sending an adjunction to a CCC and a CCC to its corresponding adjunction are not strict inverses.

Additionally, the emphasis on the existence and preservation of RCs has to do with the comonadicity of

the adjunction corresponding to a CCC, see Remark 6.1 in [12]. For more details and the proof of this

equivalence we refer the reader to to Section 6.6 of [12].

Recall that tensor categories, see [24], are rigid and abelian and thereby admit equalizers and co-

equalizers. Moreover, in rigid monoidal categories the tensor product preserves finite limits and colimits

in both entries [Proposition 4.2.1 [24]]. Additionally, tensor functors, as considered in [24], are defined as

being faithful exact strong monoidal functors between two tensor categories. Such functors are automat-

ically conservative since abelian categories are balanced and any functor with a balanced domain which

is faithful automatically becomes conservative. Finally, recall by Corollary 3.9, that any Hopf monad on

a rigid monoidal category is colimit-preserving. Hence, we can re-write Theorem 6.6 for the setting of

tensor categories:

Theorem 6.7. If C,D are two tensor categories over a field K, then TFAE:

(I) A conservative Hopf monad T on C, where C and T preserves CEs.

(II) A tensor functor U : D → C with a conservative left adjoint F which preserves CEs.

(III) A CCC (C, τ) in D.

A dual statement to the above theorem can be made with regards to Hopf comonads and central

cocommutative algebras. This dual statement is in part presented Section 6.1 of [13].

7 Classical Hopf-algebraic results for Hopf monads

In this section we review some classical results in the theory of Hopf algebras which have been generalised

to the monadic setting.

7.1 Radford’s Biproduct Theorem

Radford’s biproduct Theorem which we alluded to in Section 5.1 states the following stronger result:

Given a pair of Hopf algebras H1 and H2 and a Hopf algebra map π : H2 ։ H1 which splits by

ι : H1 →֒ H2, we can find a braided Hopf algebra B in H1

H1
YD, such that H2

∼= B ⋊· H1. In Section

4.4 of [12], the authors discuss a more general version of this result which we will review here under

the name of cross quotients. The more general question is understanding when a Hopf monad can be

obtained as a cross product from another Hopf monad.

First observe that for a pair of monads (T, µ, η) and (Q,µ′, η′) on a category C, there exists a natural

correspondence between monad morphisms and functors between CT and CQ which commute with the

forgetful functors: Any monad morphism φ : T → Q defines a functor φ∗ : CQ → CT by φ∗(M, r) =
(M, rφ) which satisfiesUTφ

∗ = UQ. Conversely, from any functorF : CQ → CT satisfyingUTF = UQ,

we can recover a monad morphism F ∗ : T → Q defined by F ∗
X = ρ(Q(X),µ′

X
)Tη

′
X where ρ is the natural

transformation given by F ((M, r)) = (M,ρ(M,r)). For further details on this correspondence we refer

the reader to Lemma 1.7 of [14].

In [12] a monad morphism φ : T → Q is called cross quotientable if the functor φ∗ is monadic.

Such a functor, in turn, defines a monad on CT which is called the cross quotient of φ and denoted by

Q ÷ T . In this setting, it is easy to check that φ∗ is monadic if and only if it has a left adjoint and if so

(CT )Q÷T becomes isomorphic to CQ, Lemma 4.9 of [12]. Moreover, it is shown that the left adjointG of

φ∗ exists precisely if for any T -module (M, r), the pair µ′
MQ(φM ), Q(r) : FQT (M) ⇒ FQ(M) admits

a coequalizerG(M, r) in CQ.
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Lemma 7.1 (Proposition 4.11 (a) [12]). If φ : T → Q is a cross quotientable bimonad morphism, then

Q÷ T is a bimonad.

Proof. This statement follows from the fact that φ∗ becomes strong monoidal when φ is a bimonad

morphism. In this case the trivial comonoidal structure φ∗2
(

(M, r), (N, t)
)

= idM⊗N is well-defined

since (r ⊗ t)Q2(M,N)φM⊗N = (r ⊗ t)(φM ⊗ φN )T2(M,N).

At this point we should note that the operations ‘cross quotient’ and ‘cross product’ are inverses,

Proposition 4.11 [12]. Fixing a (bi)monad T on C, we see that for every (bi)monad Q equipped with a

cross quotientable (bi)monad morphism φ : T → Q, we have an isomorphism Q ∼= (Q÷ T )⋊ T . In the

converse direction, for any (bi)monad P on CT , the unit η′′ of P provides a cross quotientable (bi)monad

morphism UT η
′′
FT

from T to Q = P ⋊ T .

Theorem 7.2 (Proposition 4.13 [12]). Let T and Q be left (right) Hopf monads on a monoidal category

C. Assume C has RCs, T and Q both preserve RCs and ⊗ preserves RCs in the left (right) entry. In this

case, any bimonad morphism φ : T → Q is cross quotientable and Q÷ T is left (right) Hopf.

Sketch of proof. We previously mentioned that φ is cross quotientable if and only if reflexive pairs

µ′
MQ(φM ), Q(r) : FQT (M) ⇒ FQ(M) corresponding to T -modules (M, r) admit coequalizers in CQ

[Lemma 4.9 of [12]]. Hence, under the assumptions made above Q ÷ T exists and is a bimonad by

Lemma 7.1. Let H
l

denote the left fusion operator of the adjunction corresponding to Q ÷ T . Next we

observe that Diagram (64) commuting also shows that if the left fusion operators of T and (Q÷T )⋊T ∼=

Q are invertible, then H
l

FT ,− is invertible (P = Q ÷ T ).

The final step is to view any T -module (M, r) as the coequalizer of its corresponding reflexive pair

FT (r), µM : FTT (M) ⇒ T (M) in CT with FT (ηM ) and r : T (M) → M . By Lemma 4.2 of [12], ⊗
also preserves RCs in the left component in CT and CQ. Since FP is left adjoint and preserves coequaliz-

ers, then the functors FP (− ⊗ UP (X)) and FP (−) ⊗X both preserve RCs for any X ∈ CQ. Therefore

if H
l

FT (M),X is invertible, then so is H
l

(M,r),X . We refer the reader to Lemma 4.8 of [12] for additional

details on this argument. ⋄
Given a pair of ordinary Hopf algebras H1 and H2, their corresponding left Hopf monads Q =

H2 ⊗K − and T = H1 ⊗K − on Vec satisfy the conditions in Theorem 7.2. Hence we can consider

the cross quotient of φ = ι ⊗K − for any Hopf algebra map ι : H1 → H1. In particular, the resulting

adjunction given by restriction and extension of scalars between H2M and H1M will be left Hopf. We

already mentioned this fact in Section 4.4. The corresponding Hopf monadQ÷T is given by the functor

H1H2 ⊗H1 − on H1M, where we consider the natural H1-bimodule structure which ι induces on H2.

Theorem 7.3 (Corollary 5.12 [12]). If T ,Q and C satisfy the conditions of Theorem 7.2 and the bimonad

morphism φ : T → Q admits a retraction ι : Q → T then there exists a central Hopf algebra (B, τ) in

CT such that Q÷ T ∼= B ⊗τ −.

Sketch of proof. The correspondence between bimonad morphisms T → Q and bimonads Q ÷ T is

functorial (Remark 4.12 of [12]). Therefore, if view the retraction of φ as a morphism between bimonad

maps T → Q and T → T , it will be sent to an augmentation map Q ÷ T → T ÷ T = idCT under this

correspondence. Hence,Q÷T is augmented and by Theorem 4.1 it corresponds to a central Hopf algebra

in CT . ⋄
The setting of Radford’s biproduct Theorem for a pair of Hopf algebras H1 and H2 is precisely the

reduction of the above result for monads Q = H2 ⊗K − and T = H1 ⊗K − on Vec, where the Hopf

algebra map ι : H1 →֒ H2 admits a retraction π : H1 ։ H2.
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Example 7.4 (Radford’s biproduct Theorem for Hopf Algebroids). Note that for an arbitrary K-algebra

A, the tensor product of AMA preserves coequalizers in both entries. Additionally, the corresponding

monads for bialgebroids were those which preserved colimits (Theorem 4.19). Hence, we can apply

Theorem 7.3 to the setting of Hopf algebroids: If H1 and H2 are a pair of Hopf algebroids over a base

algebra A and there exist a pair of bialgebroid morphisms π : H2 ։ H1 and ι : H1 →֒ H2 such that

πι = idH1 , then there exists a Hopf algebra (B, ⊲, δ) in Z(H1M) such that H2
∼= B ⋊· H1. As in

Radford’s result, B can be identified as the subspace of elements of the form h− ιπ(h), for h ∈ H .

7.2 Hopf Modules

An important result in the theory of ordinary Hopf algebras concerns Hopf modules and is often referred

to as the Fundamental Theorem of Hopf Algebras. This result describes an equivalence between the

category of vector spaces and the category of Hopf modules and has been generalised to the case of

braided Hopf algebras and braided categories in [6] under the additional requirement that idempotents

split in the base category. In this section we review the analogous statement for Hopf monads.

A Hopf module for a Hopf algebra H consists of an H-module with a compatible H-comodule

structure. Therefore, the first important step for defining Hopf modules over Hopf monads is picking

a notion of comodules over the monad. Hopf modules over Hopf monads were first defined in [14],

where ‘T -comodules’ were defined as comodules with respect to the induced coalgebra of the monad

(T (1), T2(1, 1), T0). Using this definition, a version of the Hopf module theorem was proved in [14] for

right Hopf monads on right rigid categories. This result was then extended to Hopf monads on monoidal

categories in [12]. More recently, the result of [12] was interpreted as an example of Galois entwining

structures in [50]. We will discuss this viewpoint at the end of this section.

Note that for any bimonad T on a monoidal category C, the image of the induced coalgebra Ĉ of

Section 6.2 under UT becomes a coalgebra (T (1), T2(1, 1), T0) in C. With this notation, a triple (M, r, δ)
is called a (left) Hopf module, if r : T (M)→M is a T -action and δ : M → T (1)⊗M is a T (1)-coaction

satisfying

T (M)

Tδ

��

r // M
δ // T (1)⊗M

T (T (1)⊗M)
Hr

1,X // T (1)⊗ T (M)

idT(1)⊗r

OO

Morphisms of Hopf modules are defined accordingly as morphisms in C which commute with the relevant

actions and coactions. We will denote the category of (left) Hopf modules by Hl(T ). Note that for the

corresponding Hopf monad of a braided Hopf algebra B, we recover the usual notion of Hopf modules

which are triples (M, ⊲, δ) where ⊲ is a B-action and δ a B-coaction satisfying δ⊲ = (m ⊗ ⊲)(idH ⊗
ΨB,B ⊗ idM )(∆⊗ δ).

Let us briefly recall the notion of a mixed distributive law or entwining from monad (T, µ, η) to a

comonad (G,∆, ǫ) from [67] (the axioms first appeared for entwinings between ordinary algebras and

coalgebras in [18]). Such an entwining is a natural transformation λ : TG → GT satisfying analo-

gous conditions to the distributive laws in Section 5.2. Given such a λ, we can define a comonad Ĝ
on CT such that UT Ĝ = GUT . Explicitly, the functor Ĝ is defined by Ĝ(M, r) = (G(M), (Gr)λM :
TG(M) → GT (M) → G(M)) for any T -module (M, r). The compatibility conditions on λ then en-

sure that (Ĝ,∆, ǫ) defines a comonad on CT . In a symmetric fashion, λ lifts T to CG, defining a monad

T̂ (M, δ) = (T (M), λMTδ : T (M) → TG(M) → GT (M)), where (M, δ) is a G-comodule in CG.

Finally, we obtain a natural isomorphism
(

CT
)

Ĝ
∼= (CG)

T̂
.

In the definition of left Hopf modules, the right fusion operator Hr
1,X is acting as a distributive law.

Hence, Hl(T ) =
(

CT
)

Ĝ
where Ĝ : CT → CT is the comonad obtained by lifting T (1) ⊗ − via Hr

1,X .
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We have already encountered Ĝ in Section 6.2 with the notation Ĉ ⊗− and know it to be isomorphic to

the comonad T̂ = FU when H l
1,X is invertible.

The Fundamental Theorem of braided Hopf algebras describes an equivalence between the base cat-

egory and the category of Hopf modules. This equivalence is given by the free Hopf module functor and

the functor sending Hopf modules to their coinvariant parts. For ordinary Hopf algebras the coinvariant

part of an H-comodule is the subspace of elements which satisfy δ(h) = 1 ⊗K h. Now we recall the

analogous notions for Hopf monads from [12].

For any left Hopf module (M, r, δ) over a bimonad T the equalizer, if it exists, of the coreflexive pair

δ, η1 ⊗ idM : M → T (1)⊗M is called its coinvariant part and we denote it by MT (1). Furthermore, T
is said to preserve coinvariant parts of (left) Hopf modules if T preserves this class of equalizers. There

also exists a natural functorHT : C → Hl(T ) defined by HT (X) = (T (X), µX , T2(1, X)) which sends

an object to the free Hopf module generated by it. As mentioned Hl(T ) =
(

CT
)

Ĝ
and the free functor

HT satisfies U ĜHT = FT , where FT ⊣ UT : C ⇆ CT and U Ĝ ⊣ F Ĝ : Hl(T ) ⇆ CT denote the

free/forgetful adjunctions for the monad T and the comonad Ĝ, respectively.

For a general monad T , the question of when F T̂FT : C →
(

CT
)

T̂
induces an equivalence of

categories is answered in [25]. Theorem 6.11 of [12] combines this with the observation that Ĝ ∼= T̂ for

a left pre-Hopf monad to obtain an analogous statement to the Fundamental Theorem:

Theorem 7.5 (Theorem 6.11 [12]). Assuming T is a left pre-Hopf monad, TFAE:

(I) The functor HT defines an equivalence of categories.

(II) The functor T is conservative, left Hopf modules admit coinvariant parts and T preserves them.

Sketch of proof. As in the classical setting, if Hopf modules admit coinvariants, the functor E :
Hl(T ) → C which is defined on objects by E(M, r, δ) = MT (1) and extended naturally to morphisms,

becomes right adjoint to HT . Furthermore, as demonstrated in [25], the counit of the adjunction is an

isomorphism if and only if T preserves coinvariants. When the counit of the adjunction is an isomorphism

then the right adjoint E is full and faithful and it is part of an equivalence if and only if it is essentially

surjective. It is an easy exercise to check that the latter condition is true if and only if the left adjoint HT

is conservative. Since T = UTFT = UTU
ĜHT , where UT , U Ĝ are both conservative functors, then HT

is conservative if and only if T is. ⋄
First note that the corresponding Hopf monad of an ordinary Hopf algebraH on Vec naturally satisfies

the conditions of Theorem 7.5 and we recover the classical Fundamental Theorem of Hopf algebras in

this case. Secondly, note that a symmetric theory of right Hopf modules can also be defined over a Hopf

monad, with H l
1,− acting as a distributive law between T and − ⊗ T (1). In the theory of ordinary Hopf

algebras and braided Hopf algebras, the notions of left and right Hopf modules become equivalent via the

braiding. However, this is not the case for Hopf monads. In Example 5.6 of [50], a right pre-Hopf monad

is provided which does not satisfy the left Hopf module Theorem.

Example 7.6 (Fundamental Theorem of Hopf algebras for Hopf algebroids). Let H be a bialgebroid

over an algebra A and let (∆, ǫ) denote the coalgebra structure on H := H ⊠ A, which we described in

Example 6.5. A left Hopf module for the bimonadH⊠− on AMA will consists of an H-module (M, ⊲)
with an H-coaction δ :M → H ⊗A M satisfying

(h ⊲ m)(−1) ⊗A (h ⊲ m)(0) = π(h(1).m(−1))⊗A (h(2) ⊲ m(0)) ∈ H ⊗A M

where we denote the natural projection H → H ⊠ A by π and δ(m) = m(−1) ⊗A m(0) for m ∈ M . If

H is a Hopf algebroid and H is faithfully flat as a right Ae-module then H ⊠ − becomes conservative

and preserves coinvariant parts and by Theorem 7.5 we obtain an equivalence between AMA and the
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category of Hopf modules defined above. In particular, the equivalence is given by the functor which

sends any A-bimodule M to the corresponding Hopf module H ⊠M with the relevant free H-action

and H-coaction h ⊠ m → π(h(1)) ⊗A (h(2) ⊠m). Note that this result differs from the other version

of the Fundamental Theorem for Hopf algebroids which appears in Section 4.3.4 of [7]. The latter result

describes an equivalence of categories between another notion of Hopf modules and AM.

The above description and proof of the Hopf module Theorem can be generalised to the category

mixed modules
(

CT
)

Ĝ
obtained from any distributive law λ : TG→ GT between an arbitrary monad T

and comonad G on a category C. This theory is fully described in [48] and elaborated on in [49, 50]. In

this framework, a natural transformation g : idC → G is called a group-like morphism if g is a comonad

morphism i.e. ∆g = gGg and ǫg = ididC
. If such a morphism exists, one can construct a functor

Hg : C →
(

CT
)

Ĝ
defined by Hg(M) = (T (M), µM , λT gM) satisfying U ĜK = FT . Moreover, the

functor T obtains two left G-comodule structure λ(Tg) and gT , where we view G as a comonoid in the

monoidal category End(C). In the case of bimonads discussed above, λ = Hr
1,−, G = T (1) ⊗ − and

g = η1 ⊗−.

If the pairs λM (TgM) and gT (M) admit equalizers denoted by ig : T g(M) → T (M), then T g

becomes functorial and ig a monad morphism. Moreover,Hg becomes monadic and T g the monad gen-

erated by Hg. In the bimonad case, T g would exist if all free T -modules admit coinvariants. The monad

morphism ig naturally induces a functor between (ig)∗ : CT → CT
g

, which under suitable conditions

[Section 3.7 [48]] admits a left adjoint and induces a comonad on CT . Whenever this comonad is isomor-

phic to Ĝ, and CT
g

is equivalent to
(

CT
)

Ĝ
, then the quadruple (T,G, λ, g) are called a Galois entwining.

In Proposition 4.6 of [50], it is shown for a bimonad T the quadruple (T, T (1) ⊗ −, Hr
1,−, η1 ⊗ −) be-

comes a Galois entwining if and only if H l
1,− is invertible. For further details on Galois entwining and

their connection to bimonads we refer the reader to [48] and Section 4 of [50].

7.3 Quasitriangular Structures

Quasitriangular structures on ordinary Hopf algebras were originally introduced by Drinfeld in [22, 23]

and correspond to braidings on the category of modules of the Hopf algebra. For braided Hopf algebras,

a diagrammatic generalisation was presented in [46]. In this section, we review the corresponding notion

for bimonads, which was introduced in [14].

An R-matrix or quasitriangular structure on an ordinary bialgebra H is an invertible element of R ∈
H ⊗K H (where we H ⊗K H has an algebra structure • using the tensor product of algebras) satisfying

ΨVec

H,H∆(h) •R = R •∆(h)

(∆⊗K idH)R = R13 •R23

(idH ⊗K ∆)R = R13 •R12

where Rij : H⊗3 → H⊗3 are the appearances of R to the i and j-th components of H⊗3 i.e. R23 =
1H ⊗K R. To generalise this theory to braided bialgebras, B, Majid [43] interpreted the R-matrix as a

morphism R : K→ H ⊗K H satisfying analogous conditions (Fig. 9.13 of [46]).

A quasitringular structure or R-matrix on a bimonad T is a natural transformationRX⊗Y : X⊗Y →
T (Y )⊗ T (X) satisfying

(µY ⊗ µX)RT (X),T (Y )T2(X,Y ) = (µY ⊗ µX)T2(T (Y ), T (X))T (RX,Y ) (69)

(idT (Z)⊗T2(X,Y ))RX⊗Y,Z = (µZ ⊗ idT (X)⊗T (Y ))(RX,T (Z) ⊗ idT (Y ))(idX ⊗RY,Z) (70)

(T2(Y, Z)⊗ idT (X))RX,Y ⊗Z = (idT (Y )⊗T (Z) ⊗ µX)(idT (Y ) ⊗RT (X),Z)(RX,Y ⊗ idZ) (71)

for any triple of objects X,Y, Z in C.
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Theorem 7.7 (Theorem 8.5 [14]). If T is a bimonad on a monoidal category C, there is a bijection

between R-matrices on T and lax braidings on CT .

Sketch of proof. This bijection is constructed as follows: If R is an R-matrix on T then τ(M,r),(N,s) =
(s ⊗ r)RM,N , where (M, r) and (N, s) are T -modules, defines a braiding on CT . The first condition

(69) ensures that (s ⊗ r)RM,N is a well-defined T -module map, while the other two conditions (70)

and (71) dictate the braiding axioms. In the other direction, if τ is a braiding on CT then RM,N =
τ(TX,µX ),(TY,µY )(ηX ⊗ ηY ) defines an R-matrix on T . ⋄

Note that the R-matrix in the theory of ordinary bialgebras is expected to be an invertible element of

H ⊗K H . For bimonads, a similar notion of invertiblilty is discussed in [14], where a natural transfor-

mation RX⊗Y : X ⊗ Y → T (Y )⊗ T (X) is called convolution invertible if there exists another natural

transformationR−1
X,Y : Y ⊗X → T (X)⊗ T (Y ) satisfying

ηX ⊗ ηY = (µX ⊗ µY )R
−1
T (X),T (Y )RX,Y , ηY ⊗ ηX = (µY ⊗ µX)RT (X),T (Y )R

−1
X,Y (72)

Whenever R−1 in the above sense exists, then the lax braiding τ defined in Theorem 7.7 obtains an

inverse defined by by τ−1
(M,r),(N,s) = (r ⊗ s)R−1

N,M : M ⊗N → N ⊗M .

If C = Vec and T = H ⊗K − is given by a bialgebra H , then the existence of any R-matrix RV,W :
V ⊗K W → H ⊗K W ⊗K H ⊗K V for the bimonad T induces a classical R-matrix on H defined

by R1,1(1) ∈ H ⊗K H . It is then easy to check that the natural family of morphisms RV,W are solely

determined by the choice ofR1,1(1). In the opposite direction, we can encode any classical R-matrixR =
∑

i hi⊗Kh
′
i as an R-matrix on the bimonadH⊗K− as followsRX⊗KY (x⊗y) =

∑

i h
′
i⊗Ky⊗Khi⊗Kx.

In the more general setting where C is an arbitrary braided category and T = B corresponds to a

braided bialgebraB in C, R-matrices on T do not necessarily correspond to a morphismR : 1→ B ⊗B
satisfying the conditions in Fig. 9.13 of [46]. In particular, the latter R-matrices only define a braiding on

a particular subcategory of B-modules (called commutative modules). In Section 8.6 of [15] it is shown

that when C is rigid and admits a coend C =
∫ c∈C

c ⊗ c∨, then R-matrices on B are in bijection with

morphisms C ⊗ C → B ⊗ B satisfying analogous conditions to Fig. 9.13 of [46]. The case where C is

Vecfd is particular since C = K and, therefore, the classical notion of R-matrices are recovered.

Another key aspect of the theory of R-matrices and Hopf algebras is their relation with the Yang-

Baxter equation. An analogous version of the Yang-Baxter equation can be shown to hold for Hopf

monads as well, Corollary 8.7 in [14]. Other concepts relating to braided categories and Hopf algebras

such as Drinfeld elements for a Hopf monad and analogous notions of ribbon and sovereign structures

on Hopf monads have all been defined in [14]. We should also note that the notion of quasitriangular

structures on bialgebroids first appeared in [21].

7.4 Tannaka Reconstruction for Hopf monads

In this section we review the construction of [60] which produces Hopf monads from suitable strong

monoidal functors. This theory generalises our construction of Hopf monads from pivotal pairs in Sec-

tion 4.5 and recovers the usual Tannaka-Krein reconstruction for braided Hopf algebras [41] when the

base category is braided. Let us first recall what we mean by Tannaka-Krein theory for Hopf algebras.

Let D be a small monoidal category and ω : D → C be a strict monoidal functor such that ω factors

through the inclusion functor inc. : Crig → C, where Crig denotes the subcategory of rigid objects in C.

We consider the functor ω ⊗ ω∨ : D ×Dop → C and denote its coend (see Section 2.6), if it exists, by

Hω :=

∫ a∈D

ω(a)⊗ ω(a)∨ (73)
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Recall that the coend is the colimit of the diagram consisting of objects ω(a) ⊗ ω(b)∨ and morphisms

ω(f) ⊗ idω(b)∨ and idω(a) ⊗ ω(f)
∨ corresponding to objects a, b ∈ D and morphisms f : a → b in D,

respectively.

Theorem 7.8. If (C,Ψ) is a braided monoidal category, and the mentioned coend exists, it comes

equipped with the structure of a braided bialgebra, such that (DωC)
◦
r,lax is monoidal equivalent to the the

category of left Hω-modules, Hω
C. Additionally, ifD is rigid thenHω admits a bijective antipode making

it a braided Hopf algebra object in C.

Tannaka-Krein reconstruction over Vec and symmetric monoidal categories was first formally treated

in [55] and later for algebraic groups in [20]. We refer the reader to [34] for a detailed comparison with

Tannaka-Krein duality for compact topological groups. The formulation of braided Hopf algebras and

braided Tannaka-Krein reconstruction as we have presented here appears in [41]. The detailed proof

of this result can be found in Chapter 9 of [46], where the coend is is described in terms of natural

transformations between certain functors.

We will not go into the details of the proof of Theorem 7.8, but only present the structural morphisms

of the resulting Hopf algebra in the case where the functor ω is strict monoidal and additionally ω(x)∨ =
ω(x∨) for all x ∈ D. If µx : ω(x)⊗ ω(x)∨ → Hω denote the unique natural morphisms, makingHω the

colimit of the diagram, then the Hopf algebra structure (m, η,∆, ǫ, S) on Hω is defined via the unique

morphisms satisfying:

m : Hω ⊗Hω → Hω ; m(µx ⊗ µy) = µx⊗y

(

idω(x) ⊗Ψω(x)∨,ω(y) ⊗ idω(y)∨
)

η : 1→ Hω ; η = µ1

∆ : Hω → Hω ⊗Hω ; ∆µx = (µx ⊗ µx)
(

idω(x) ⊗ coevω(x) ⊗ idω(x)∨
)

ǫ : Hω → 1 ; ǫµx = evω(x)

S : Hω → Hω ; Sµx = µx∨(evω(x) ⊗ idω(x∨)⊗ω(x∨∨))(Ψω(x∨)⊗ω(x∨∨),ω(x∨))

(idω(x)⊗ω(x)∨ ⊗ ω(evx)
∨)

where x, y ∈ D. In [60], a generalisation of Theorem 7.8 is described where C is a monoidal category, not

necessarily braided, with suitable colimits. The output in this setting is then a Hopf monad rather than a

braided Hopf algebra. We will briefly review this theory with reference to our construction in Section 4.5.

Assume C is a monoidal category where ⊗ preserves colimits in both entries. A construction data

over C consists of a strong monoidal functor ω : D → C where D is a small monoidal category and ω
factors through the inclusion functor inc. : Crig → C. Additionally, we assume that the following coends

exist for every object X in C:

Tω(X) :=

∫ d∈D

ω(d)⊗X ⊗ ω(d)∨ (74)

Now we review the main result of [60]:

Theorem 7.9 (Theorem 3.3 [60]). Let ω : D → C be a functor factorising through inc. : Crig → C such

that the coends Tω(X) in (74) exist. In this case:

(I) Tω is functorial and comonoidal.

(II) If D is monoidal and ω is strong monoidal then Tω also has a monad structure. Moreover, CTω

becomes isomorphic to the lax right dual of ω.

(III) If D is left (right) rigid then Tω is right (left) Hopf.
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The proofs of these results are rather lengthy and elaborate and we refer the reader to Section 3 of

[60] for the full proofs. However, we will briefly review how the Hopf monad structure on Tω is defined

with reference to our construction from Section 4.5.

Let us denote the universal morphisms ω(d) ⊗ X ⊗ ω(d)∨ → Tω(X) by ψd,X . Recall from Sec-

tion 4.5 that any pivotal pair (P,Q) in a monoidal category C corresponds to a strict monoidal functor

ω : Piv(1) → C. By definition the image of ω falls in Crig and the coends Tω(X) become precisely

the colimits T (X) described in Section 4.5 in this case: Objects of Piv(1) are tensor products of several

objects of the form + and− and their images under ω took the form Pi1⊗· · ·⊗Pin , corresponding to lists

ij ∈ {−,+}. Hence, we wrote the universal morphismsψd,X : ω(d)⊗X⊗ω(d)∨ → Tω(X) in the form

(ψi1,...,in)X . Similarly, it should be clear that by definition Tω is the colimit of a diagram in End(C) with

functors Fd := ω(d)⊗−⊗ω(d)∨ and natural transformations ω(f)⊗−⊗ω(d′) and ω(d)⊗−⊗ω(f)∨

corresponding to morphisms f : d → d′ in D. Note that ω(1) ⊗ − ⊗ ω(1)∨ = F0 = idC in Section 4.5

since ω was strict monoidal. Since all morphisms in Piv(1) were generated by the quadruple of duality

morphisms we only needed to look at four families of parallel pairs to construct Tω in Section 4.5.

With the above notation Tω obtains a natural comonoidal structure (T2, T0) where T2(X,Y ) and T0
are the unique morphisms satisfying

T2(X,Y )ψd,X⊗Y = (ψd,X ⊗ ψd,Y )(idω(d)⊗X ⊗ coevω(d) ⊗ idY ⊗ω(d)∨) (75)

T0ψd,1 = evω(d) (76)

for all objects d ∈ D. In the example of ω : Piv(1) → C the evaluation and coevaluation maps for arbi-

trary objects d ∈ Piv(1) took the forms coevi1,...,in and evi1,...,in and gave rise to the same comonoidal

structure described above.

If we further assume that ω is strong monoidal, then T obtains a monad structure (µ, η) where µX

and ηX are the unique morphisms satisfying

µXψd,T (X)(idω(d) ⊗ ψd′,X ⊗ idω(d)∨) = ψd⊗d′,X(ω2(d, d
′)⊗ idX ⊗ (ω2(d, d

′)−1)∨) (77)

ηX = ψ1,X(ω0 ⊗X ⊗ (ω−1
0 )∨) (78)

for any pair of objects d, d′ ∈ D. In Section 4.5, (77) translated to the universal property of θ and (78)

simplified since ω was strict monoidal and thereby ω0 = id1.

The isomorphism CTω ∼= (DωC)
◦
r,lax is defined as follows: For any T -module (X, r : T (X)→ X) the

object X obtains a lax right braiding (rψd,X ⊗ idω(d))(idω(d)⊗X ⊗ coevω(d)). In the converse direction

for any object (X, τ) in (DωC)
◦
r,lax, we obtain a T -action r on X as the unique morphism satisfying

rψd,X = (idX ⊗ evω(d))(τd ⊗ idω(d)∨). In Section 4.5, we observed this isomorphism by showing that

each object (X, σ) of C(P,Q) obtains a T -action via ασ and βσ and vice versa.

If C is left or right closed then part (III) of Theorem 7.9 follows directly from the isomorphism of

CT ∼= (DωC)
◦
r,lax and a symmetric version of Theorem 2.3. However, when C is not closed, the statement

is still shown to hold in [60] and the inverses of the fusion operators of T are constructed as in the proof

of Theorem 4.15 but with the additional use of the natural isomorphisms ζ : ω(−∨) → ω(−)∨. For our

choice of ω : Piv(1) → C, ζ were simply the identity morphisms. We refer the reader to Section 3.8 of

[60] for this description since the details of this construction go beyond the scope of this work.

In [60] it is also noted that if C admits a braiding then the coend Tω can be written as − ⊗ B for

some braided Hopf algebra B. As seen in Section 4.5, if ω factors through the center of C then one can

produce an augmentation on Tω by using the braidings ω(d) ⊗X ⊗ ω(d)∨ → X ⊗ ω(d)⊗ ω(d)∨ as in

Theorem 4.16.

Note that when applying Tannaka-Krein reconstruction for ordinary Hopf algebras (C = Vec) we

obtain an embedding of D into the category of comodules of the reconstructed Hopf algebra Hω. In the

monadic setting, the category of comodules over Tω are defined as the left lax dual of the forgetful functor
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UTω
and this embedding follows trivially. We will briefly discuss the notion of comodules in Section 8. In

the classical setting, we can also use a ‘Recognition Theorem’ to tell if this embedding is an equivalence

when restricted to the rigid subcategory of comodule [Theorem 3 [34]]. As far as the author is aware,

such a result does not exist in the monadic setting for a general base category C.

Duals and Cenetralisers of Hopf monads: Before the work of Shimizu in [60] which we discussed

above, Bruguières and Virelizier [15] studied the question of when the dual of the forgetful functor UT :
CT → C of a Hopf monad T could be identified as modules over another monad ZT . In the Tannaka-

Krein terminology, we would obtain ZT as TUT
if suitable coends exist. However, the work in [15] is

presented from a slightly different point of view.

First note that for an ordinary finite dimensional Hopf algebras H , the dual of its category of finite

dimensional modules can be identified with the category of modules over the dual Hopf algebra H∗.

Hence, ZT is generalising the dual Hopf algebra construction and since the latter structure on H∗ only

makes sense when H is finite dimensional, generalising this theory to Hopf monads only makes sense

if we assume C to be rigid. In this setting, an endofunctor T on a monoidal category C was called

centralizable in [15] if for any object X in C, there exists an object ZT (X) with a universal natural

transformation φX− : X ⊗ − → T (−) ⊗ ZT (X), such that for any other such pair (Z(X), φX) there

exists a morphism f : Z(X) → ZT (X) satisfying φX = φXf . If ZT exists, φXY : X ⊗ Y → T (Y ) ⊗
ZT (X) becomes a natural transformation in both entries [Lemma 5.2 [15]] and the pair (ZT , φ) is called

a centralizer for T .

In principle, the universal property described means that ZT (X) =
∫ Y ∈C

T (Y )⊗X⊗Y ∨ and given

the adjunction FT ⊣ UT we obtain an equality

ZT (X) =

∫ Y ∈C

T (Y )⊗X ⊗ Y ∨ =

∫ (M,r)∈CT

UT (M, r) ⊗X ⊗ UT (M, r)∨ = TUT

See Lemma 3.9 of [15] for more details. Thereby, Theorem 5.6 of [15] follows as a consequence of

Theorem 7.9 and CZT ∼= (CT (UT )C)
◦
.

Finally, we should note that ZT was described in [15] as the monad whose module category recovers

the relative centre to T , which was denoted by ZT (C), rather than (CT (UT )C)
◦
. The relative centre is

defined to have pairs (M, δ) as objects, where M is an object of C and δ : M ⊗ idC → T ⊗M a natural

transformation satisfying (T2(Y, Z)⊗ idM )δY⊗Z = (idT (Y )⊗ δZ)(δY ⊗ idZ) and idM = (T0⊗ idM )δ1.

Using the adjunction FT ⊣ UT , we obtain a natural isomorphism between ZT (C) and (CT (UT )C)
◦
l,lax: If

η and ǫ denote the unit and counit of FT ⊣ UT , then we can define a pair of inverse functorsL : ZT (C)→
(CT (UT )C)

◦
l,lax and K : (CT (UT )C)

◦
l,lax → ZT (C) by

L(M, δ) :=
(

M, (UT ǫ(N,r) ⊗ idM )δN :M ⊗ UT (N, r)→ UT (N, r)⊗M
)

K(M, τ) :=
(

M, τFT (N)(idM ⊗ ηN ) :M ⊗N → UTFT (N)⊗M
)

Note that since C was assumed to be rigid for constructing ZT , there was no difference between the dual

and the lax dual of UT , as noted in Theorem 2.1.

8 Other aspects of Hopf monads

In this section, we briefly mention some other aspects of the theory of Hopf monads which we have not

covered.

Comodules over bimonads: For an ordinary bialgebra H , it is well-known that the category of H-

comodules HM becomes isomorphic to the dual (
HMUVec)

◦
of the forgetful functor U : HM → Vec.

The correspondence between H-coactions on M and braidings M ⊗ U → U ⊗M follows exactly as

53



in the correspondence between H
HYD and Zl,lax(HM). An interesting question is finding an appropriate

notion of comodules over an arbitrary bimonad.

If we consider the bimonads arising from braided bialgebrasB, we recover the notion ofB-comodules

by looking at T (1)-comodules. Therefore in the main references on Hopf monads [14, 12] comodules

over T (1) are called T -comodules, as in Section 7.2. However, given a bialgebroid B over an algebra

A, there exists a well-define notion of B-comodules such that the category of these objects again become

isomorphic to the lax left dual of the forgetful functor BM→ AMA [58]. Therefore, given a bimonad T
on a category C, it is more natural to define the category of T -comodules as the category (CT (UT )C)

◦
l,lax.

This is the point of view which is taken in [60]. However as pointed out in Remark 2.13 of [60], this

definition is not appropriate for braided bialgebras in arbitrary braided categories.

Since the forgetful functor U : (CT (UT )C)
◦
l,lax → C creates colimits by Theorem 2.4, it is natural

to expect that for suitable choices of C, the functor U admits a right adjoint and that (CT (UT )C)
◦
l,lax can

indeed be identified with the category of comodules over some bicomonad. For ordinary bialgebras this

would be the bicomonad structure on H ⊗K −, while for a bialgebroidB over a base algebra A it would

be the bicomonad structure on the functor B ×A − on AMA. However, the existence of such a right

adjoint has to be verified for specific examples using the adjoint functor Theorems and we can not make

a general statement on the comonadicity of U .

Double of a Hopf monad: Given a finite-dimensional Hopf algebra H , the Drinfeld double of H
usually denoted by D(H), is a Hopf algebra structure on the tensor product H ⊗K H

∗ with a quasi-

triangular structure and its category of representations recover the center of the category of H-modules

Z(HM) ∼= H
HYD. If T is a centralizable Hopf monad on a rigid category C with centralizer ZT (replac-

ing H∗ ⊗K − from the ordinary case), one can obtain a Hopf monad structure on the endofunctor ZTT
[Theorem 6.1 [15]]. This is done by first obtaining a comonoidal distributive law λ : TZT → ZTT using

the universal property of ZT and then defining the double of T as DT := ZT ◦λ T .

In particular, it follows that CDT ∼=
(

CT
)ẐT

where ẐT denotes the lift of monad ZT onto CT via

λ, as discussed in Section 5.2. As in the case with the ordinary double, there exists an isomorphism

Z(CT ) ∼= CDT [Theorem 6.5 [15]] and one can also obtain a quasitriangular structure on DT . For more

details on this we refer the reader to Section 6 of [15]. In [15], this theory was utilised to define the notion

of double for a braided Hopf algebra B in a rigid category C which admits a coend C. The resulting

double is a braided Hopf algebra structure on B ⊗ ∨B ⊗ C rather than B ⊗ ∨B. In the case of ordinary

Hopf algebras C = K in Vecfd, and the usual double is recovered.

Hopf Monads of Mesablishvili & Wisbauer: In [48, 49, 50], bimonads as discussed here are re-

ferred to as opmonoidal monads and the term bimonad refers to endofunctors B on arbitrary categories

C (not necessarily monoidal) which have a monad structure as well as a comonad structure along with a

distributive law λ : BB → BB satisfying a compatibility condition similar to the bialgebra axioms. An

antipode is then a natural transformation S : B → B and, under suitable conditions, it exists if and only

if a version of the Hopf module Theorem holds i.e. the free functor C →
(

CB
)

B̂
is an equivalence, where

B̂ is the lift of comonadB onto CB via λ.

Bimonoids & Duoidal Categories: The theory of bimonoids and duoidal categories is very much

parallel to that of bimonads. Duoidal categories, originally introduced as 2-monoidal categories, are

categories with two distinct monoidal structures and a compatibility structure between them. A detailed

discussion of these categories and n-monoidal categories can be found in [3]. These categories are not to

be confused with monoidal 2-categories, which are 2-categories with a monoidal structure.

Explicitly, a duoidal structure on a category C consists of two monoidal structures (⊗, 1⊗) and (⋆, 1⋆)
along with a monoidal structure on the functor ⋆ : C×C → C, given by ζX,Y,W,Z : (X ⋆Y )⊗ (W ⋆Z)→
(X ⊗ W ) ⋆ (Y ⊗ Z) and ζ0 : 1⊗ → 1⊗ ⋆ 1⊗, where C × C is a monoidal category with ⊗ acting

in each component. A bimonoids in a duoidal category is then an object with a monoid structure with

respect to one monoidal structure⊗ and a comonoid structure with respect to the other monoidal structure
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⋆ satisfying an analogous version of the bialgebra axiom using ζ. Such objects naturally give rise to

bimonads on the category, with respect to the second monoidal structure ⋆. Braided monoidal categories

and braided bialgebras become examples of this theory with with ⋆ = ⊗op and ζ = idC ⊗ Ψ ⊗ idC . For

a brief discussion of different notions of the Hopf condition for bimonoids, we refer the reader to Section

7.20 of [9].

2-Categorical point of view: The notions of bimonads and Hopf monads can be defined at a 2-

categorical level. Monoidal categories can be viewed as 2-monoids (pseudomonoids) in the monoidal

bicategory Cat consisting of categories, functors and natural transformations. From this point of view,

one can define a bimonad structure on a 1-morphism (a functor in Cat). In a bicategory, one can defined

analogous notions of a monad structure on any 1-morphism with the same source and target as well as

that of comonoidal structure on any 1-morphism whose source and target carry pseudomonoid structures.

Hence, one can study bimonads on any pseudomonoid in a monoidal bicategory. This was the point of

view taken by P. McCrudden in [47]. The Hopf conditions in Definition 3.10 are particularly useful, since

they naturally extend to this setting.

More recently in [10], a Frobenius condition for pseudomonoids is discussed so that one can define a

notion of antipode in the bicategory setting as well. This theory recovers the antipodes given in Section 3.2

for rigid monoidal categories as an example. Moreover, this point of view allows us to view bimonads

as examples of bimonoids in a special duoidal category: For a map-monoidale (map pseudomonoid) in

a monoidal bicategory, the category of 1-morphisms from the map-monoidale to itself and 2-morphisms

between them, comes equipped with a duoidal structure. In particular, if the map-monoidale is a monoidal

category viewed in Cat, picking a bimonoid in the mentioned duoidal category is equivalent to picking a

bimonad on the monoidal category.

A Appendix: Hopf Adjunctions in Topos Theory

In this section, we present some occurrences of Hopf adjunctions in topos theory. Since the definitions

of Hopf monads and adjunctions were introduced much later than the examples presented here, these

examples are usually stated without reference to Hopf adjunctions. However, we hope that by presenting

these examples in this survey, we provide an intersection of interests for topos theorist and Hopf alge-

braist. We use [32, 33] as our main references on topos theory. Here, we will only care about the fact that

topoi are cartesian closed categories and recall that the appropriate notion of morphisms between topoi

are geometric morphisms f : D → C which consist of a pair of functors f∗ : C → D and f∗ : D → C
where f∗ ⊣ f∗ and f∗ preserves finite limits.

If f : D → C is a geometric morphism, then the monad f∗f
∗ obtains a strong monoidal structure since

f∗ preserves the cartesian structure by definition. Consequently, the fusion operator (23) is invertible

if and only if the counit of the adjunction is an isomorphism, or equivalently the monad f∗f
∗ is an

idempotent monad. The geometric morphisms satisfying these equivalent properties are called geometric

embeddings or geometric inclusions. See Lemma A4.2.9 of [32] for more details. Any topological

immersion f : X → Y gives rise to such an embedding Sh(X) →֒ Sh(Y ) where f∗ is the direct image

functor sending a sheaf F on X to the sheaf f∗F defined by U 7→ Ff−1(U) for open U ⊆ Y . See

Example A4.2.12(c) in [32] for more details.

A geometric morphism f : D → C is called essential if f∗ admits a left adjoint f! : D → C. Since

f∗ preserves finite products, then f!f
∗ obtains a bimonad structure on D. As far as the author is aware,

geometric morphisms were f∗ is also cartesian closed do not have their own name. However, an important

class of geometric morphisms satisfy this condition. Namely, locally connected geometric morphisms,

which are morphisms where the induced functors f∗/c : C/c → D/f∗(c) for arbitrary objects c in C
are cartesian closed. This statement is equivalent to asking f∗/c to admit left adjoints in a compatible

manner (see C3.3.1 in [33]). Consequently, for any locally connected geometric morphism, we obtain a
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family of Hopf monads onD/f∗(c). In particular, f∗ preserves finite limits and sends the terminal object

of C to a terminal object of D i.e f∗(1C) = 1D and f∗/1C = f∗ : C ≃ C/1C → D/1D ≃ D is thereby

cartesian closed. Therefore, if f : D → C is a locally connected geometric morphism, then we obtain a

Hopf monad f!f
∗ on D.

The classical of example for locally connected geometric morphisms are given by locally connected

topological spaces. Given such a space X , we obtain a locally connected geometric morphism f :
Sh(X) → Set, where f∗ is the constant sheaf functor, f∗ the global section functor and f! the con-

nected components functor which sends a sheaf F to the set of connected components of its associated

étale space. See C1.5.9 of [33] for additional details.

Another class of essential geometric morphisms for which f∗f! carries a Hopf monad structure are

connected morphisms where f!(1) = 1. A geometric morphism f : D → C is called connected if f∗ is

faithful and full. In this case, f∗f! again becomes an idempotent monad. See Lemmas C1.5.7 and C3.3.3

in [33] for further details.
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[19] Tomasz Brzeziński and Robert Wisbauer. Corings and comodules, volume 309. Cambridge Univer-

sity Press, 2003.

[20] Pierre Deligne and James S Milne. Tannakian categories. In Hodge cycles, motives, and Shimura

varieties, pages 101–228. Springer, 1982.

[21] Joseph Donin and Andrey Mudrov. Quantum groupoids and dynamical categories. Journal of

Algebra, 296(2):348–384, 2006.

[22] Vladimir Gershonovich Drinfeld. Quantum groups. In Proc. Int. Congr. Math., volume 1, pages

798–820, 1986.

[23] Vladimir Gershonovich Drinfeld. On almost cocommutative Hopf algebras. Leningrad Math. J.,

1:321–342, 1990.

[24] Pavel Etingof, Shlomo Gelaki, Dmitri Nikshych, and Victor Ostrik. Tensor categories, volume 205.

American Mathematical Soc., 2016.

[25] Armin Frei and John L MacDonald. Algebras, coalgebras and cotripleability. Archiv der Mathe-

matik, 22(1):1–6, 1971.

[26] Aryan Ghobadi. Hopf algebroids, bimodule connections and noncommutative geometry. arXiv

preprint arXiv:2001.08673, 2020.

[27] Aryan Ghobadi. Pivotal objects in monoidal categories and their Hopf monads. Theory and Appli-

cations of Categories, 37(11):287–325, 2021.

[28] Aryan Ghobadi. Hopf algebroids, Hopf monads and skew braces. PhD thesis, Queen Mary Univer-

sity of London, 2022.

[29] Kenneth R Goodearl and Robert Breckenridge Warfield Jr. An introduction to noncommutative

Noetherian rings, volume 61. Cambridge university press, 2004.

[30] Martin Hyland and John Power. The category theoretic understanding of universal algebra: Lawvere

theories and monads. Electronic Notes in Theoretical Computer Science, 172:437–458, 2007.

[31] Peter T Johnstone. Collapsed toposes and cartesian closed varieties. Journal of Algebra,

129(2):446–480, 1990.

57

http://arxiv.org/abs/2001.08673


[32] Peter T Johnstone. Sketches of an Elephant: A Topos Theory Compendium: Volume 1, volume 43

of Oxford Logic Guides. The Clarendon Press, Oxford University Press, 2002.

[33] Peter T Johnstone. Sketches of an Elephant: A Topos Theory Compendium: Volume 2, volume 44

of Oxford Logic Guides. The Clarendon Press, Oxford University Press, 2002.
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