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Abstract

Due to the explosive growth of short text on various social media platforms, short text stream clustering has become an
increasingly prominent issue. Unlike traditional text streams, short text stream data present the following characteristics:
short length, weak signal, high volume, high velocity, topic drift, etc. Existing methods cannot simultaneously address
two major problems very well: inferring the number of topics and topic drift. Therefore, we propose a dynamic clustering
algorithm for short text streams based on the Dirichlet process (DCSS), which can automatically learn the number of topics
in documents and solve the topic drift problem of short text streams. To solve the sparsity problem of short texts, DCSS
considers the correlation of the topic distribution at neighbouring time points and uses the inferred topic distribution of
past documents as a prior of the topic distribution at the current moment while simultaneously allowing newly streamed
documents to change the posterior distribution of topics. We conduct experiments on two widely used datasets, and the

results show that DCSS outperforms existing methods and has better stability.
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1 Introduction

Short texts are prevalent on the Web, including on
traditional websites, e.g., news titles and search snippets,
and emerging social media, e.g., microblogs and tweets. In
recent years, these data have swept the world at an alarming
rate, and have produced large quantities of data streams, also
called short text streams. Short text stream clustering [1] is
challenging due to the inherent characteristics of short text
steams such as short length, weak signal and high ambiguity
of each short text, and the explosive growth and popularity
of short textual content.

Considering the characteristics of short text streams, it is
difficult to apply traditional short text clustering approaches
to model building because of the following two challenges:
1) insufficient information or statistical signals [2] in short
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text streams to make the analysis meaningful; and 2) topic
distributions change with time [3], with previously salient
topics “fading-off” and vice versa.

To address these challenges, Liang et al. [4] proposed
a dynamic clustering topic model (DCT), that uses the
relevance of topics between different time points to alleviate
the sparsity problem of the short text stream. However,
DCT requires manual specification of the number of
topics, which is a major limitation when addressing real
data streams. Later, Yin et al. [5] proposed a short text
stream clustering algorithm based on the Dirichlet process
multinomial mixture model, called MStream, which can
handle concept drift.

However, MStream does not consider the correlation
of the topic distribution at neighbouring time points, and
ignores the fact that documents with similar time points
might have a higher probability of belonging to the same
topic, that is, the phenomenon that “the discussion of events
from the previous day may continue to the next day”.

Therefore, to better solve the problem related to the
sparsity and topic drift of the short text stream, we propose
dynamic clustering for the short text stream based on the
Dirichlet process [6], called DCSS. Our main contributions
in this paper are as follows:

— DCSS can detect topic drift in short text streams. DCSS
uses the Dirichlet process to initialize the topic of each
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text and determine whether to add topics by calculating
the probability of existing topics and potential new
topics so that there is no need to initialize the number
of topics in advance.

— DCSS can alleviate the sparsity problem of the short
text stream. DCSS infers the hidden topic of the current
short text based not only on the content of the text but
also the topic distribution of the previous time point as
prior information.

— DCSS is more efficient than baseline methods. We
compare the existing algorithms on public datasets,
and verify that DCSS outperforms the state-of-the-art
baselines. The code to reproduce the results is available
at https://github.com/SilverXWY/DCSS.

The following sections are organized as follows:
Section 2 describes the related work; Section 3 details the
formulation and procedure of DCSS; Section 4 presents the
experimental results; Section 5 summarizes the work of this

paper.

2 Related work

Two main types of methods are used to analyse text streams:
text stream clustering based on similarity and text stream
clustering based on topic models.

2.1 Text stream clustering based on similarity

Most text stream clustering methods based on similarity use
vector space models to represent documents, and calculate
the similarity between documents or clusters.

CluStream [7] is one of the most classic stream clustering
methods that consists of online micro-clustering and offline
macro-clustering. CluStream uses a pyramid time frame
to store micro-clusters at different times in the past for
future analysis. DenStream [8] combines micro-clustering
with the density-estimation process of stream clustering to
perform any form of data cluster and handle outliers. Yoo
et al. [9] proposed a streaming spectral clustering method
that maintains the approximation of the normalized Laplace
operator for data streams over time and effectively updates
the Laplace transformed eigenvectors as streams.

Zhong et al. [10] proposed an efficient text stream
clustering algorithm built upon the well-known winner-
take-all competitive learning that updates cluster centres
online. Aggarwal and Yu [I1] proposed a text and
categorical data stream clustering method that summarizes
data streams into fine-grained clusters. Shou et al. [12]
proposed a prototype of a persistent summary for Twitter
text streaming, called Sumblr which compresses tweets into
tweet feature vectors (TCVs) and processes them online.
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Kalogeratos et al. [13] proposed a method for clustering text
streams using burst word information. This approach makes
use of the fact that most of the important documents in a
topic were published during the eruption of the term “main”.

The limitation of similarity-based clustering methods for
text streams is the need to manually select a similarity
threshold to determine whether documents are assigned to a
new cluster, and the fact that there is no correlation between
different time points.

2.2 Text stream clustering based on topic model

The topic model is the most typical unsupervised text
clustering model. It assumes that text is generated through
the process of “Select a topic with a certain probability and
select a word with a certain probability from this topic”.
Generally, parameters are estimated by Gibbs sampling [14]
or the EM algorithm [15].

Traditional static topic models are based on an entire
corpus and cannot be applied directly to text streams.
Therefore, many extended models for LDA [16], such as
the dynamic topic model (DTM [17]), topic over time
model (TOT [18]), dynamic mixture model (DMM [19]),
online latent Dirichlet allocation model (OnlineLDA [20]),
topic tracking model (TTM [21]), streaming latent Dirichlet
allocation model (S-LDA [22]), and Dirichlet mixture
model with feature partition (DPMFP [23]), have been
proposed to handle text streams. These models have been
applied to topic mining for long text streams, following the
idea that words in a document may come from different
topics. When the document is sufficiently long, the topic of
an article may indeed be composed of words from unique
topics, but when considering short text streams, this idea is
contrary to reality.

Short texts such as microblogs often have only one or
two sentences, and the main words often belong to the same
topic. If the topic model generates each word from different
topics, it will greatly affect the clustering performance and
computation speed. To apply the topic model to short text
streams, Yin et al. proposed a dynamic GSDMM [24] model
that considers that all the words in a text as belonging to
a single topic and effectively solves the sparsity problem
of short text. The DCT [4] model proposed by Liang
et al. assumes that topics at the previous time may have
a guiding effect on topics at a later time. Therefore, the
dependency relationship of the topic distribution between
different time points is introduced, and the topic distribution
at the previous time point is taken as a prior of the topic
distribution of documents at the next moment. The o0BTM
[25] model proposed by Cheng et al. assumes that each bi-
term in a text belongs to the same topic, which makes the
grouping of document topics more realistic, and uses time
slice to process the text stream. All text in a time slice can
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be iterated multiple times. After processing all the text in a
time slice, the topic information of the bi-term is output to
update the model parameters.

Although the above algorithm can infer the number
of topics in a text stream during the iteration process,
the number of topics must be specified in advance. If
the number of topics specified manually is too large or
too small, the clustering time and results can be affected
substantially. Therefore, the TDMP [26] model proposed by
Ahmed et al. based on the Dirichlet process automatically
determines the number of topics to address the fact that the
number of topics in real streaming documents is not known
beforehand. However, the method needs the entire sequence
of text streams. The MStream [5] algorithm proposed by
Yin et al. uses a forget rule to update the topic distribution
based on the Dirichlet process to solve the problem of topic
drift. The NPMM [27] model is a recently introduced model
that uses word embeddings to eliminate a cluster generating
parameter from the model. The above algorithms address
the problem of specifying the number of topics and topic
drift, but ignore the fact that documents at neighbouring
time points may have a higher probability of belonging to
the same topic. For example, there is a good probability that
text with the word “mask” will belong to the same topic of
“epidemic” as subsequent text with the word “Thunder God
Mountain” during the COVID-19 pandemic.

Therefore, the algorithm in this paper uses the Dirichlet
process to automatically obtain the number of topics and
adopts temporal dependency to fully consider the topic
relevance of the text stream at neighbouring time points.
DCSS updates the topic at each point in time and only saves
the text statistics of the previous moment, which addresses
topic drift without occupying excessive space resources.

3 Proposed approach

We propose dynamic clustering for short text streams based
on the Dirichlet process (DCSS). DCSS can automatically
generate new topics based on the Dirichlet process without
requiring the number of topics as input. To account for
topic drift, a fundamental challenge in short text streams,
we adopt topic feature tuples to update topics at each
time, and delete outdated topic information. The update
of topic feature tuples plays a major role in handling the
dynamic problem of text streams. In the clustering task
at each time point, according to the temporal dependency
strategy, we refer to the statistical information of the text
clustering result at the previous time point, which in large
part solves the sparsity problem of short texts. When
processing the streaming text at each time point, Dirichlet

process clustering is applied to obtain a topic distribution
©® and word distribution @ at the current time. The topic
distribution of text in reality may evolve over time. Since the
probability that the text belongs to a topic can be inferred
from the topic distribution and the word distribution, we
discuss the text generation process based on the Dirichlet
process in detail and describe how to adopt the temporal
dependency in this process.

3.1 Generative process

The Dirichlet process [6] is a stochastic process, most
commonly used as a prior for mixture models, which is
widely used in nonparametric Bayesian models. In the
generative process, topics and words are drawn from the
multinomial distributions of the mixture model, and the
Dirichlet distribution is the prior of these multinomial
distributions.

Table 1 summarizes the main notation used in our model.

We let ©@; = {GM}ZZZl represent the topic distribution
of the incoming text stream at time ¢, where 6;, =
P(z|t) > 0, ZZZII 6:,. =1, and Z is the number of topics.
@, = {¢r, z}ZZ=1 represents the distribution of words in the
text stream at time f, where ¢;, = {(p,,z,w}x:1 is the
multinomial distribution of all words corresponding to topic
z, V represents the size of the current time vocabulary V,
and ¢ ;4 = P(wlt,z) > 0, szl @1z = 1. The idea
of processing static text is that the topic distribution at the
current time is independent of the past distribution, so the
Dirichlet prior of the topic distribution of each document is
determined by only the static hyperparameter «.

Z
P@ile) o [T 67 (1)

Table 1 Main notations

d document

z topic

t time point

w word

2d topic assignment for document d

m; k number of texts in topic k at time ¢

nyy number of occurrences of word w in topic k at time ¢
Ny number of words in document d

Ny number of occurrences of word w in document d

B; number of documents arrived at time ¢

% total number of currently recorded words

N topic distribution at time ¢

D, word distribution at time ¢
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At the same time, the Dirichlet prior to the word distribution
¢, of each topic is determined by only the hyperparameter

B.

P(¢r.:|B) o 1"[ P )

Because of the higher probability that texts of neighbouring
time points in the text stream belong to the same topic, we
introduce time dependence, which makes the Dirichlet prior
also depend on the topic distribution and word distribution
of the previous time point. First, according to the parameter
o and the topic distribution &;_; at the previous time
point, the topic distribution ®; at the current time point is
generated, and the topic of the text is extracted. Then, all
the words corresponding to the current text are extracted
according to the topic. The distribution of words over
the topic is generated by the parameter § and the word
distribution @,_ at the previous time point.

Since the topic distribution 6; ; at each time point is
related to m; ; which is the number of documents belonging
to topic z, and the distribution of words over topic ¢y ; is
related to n;”, which is the frequency of words w occurring
in topic z, we change (1) and (2) to (3) and (4), respectively.

am, 1.z

P(©4]0,-1, oe)o«]‘[ O 3)

P clbrc By o[ _ e )

Since the probability of the text topic calculated at the
current time point is related to that of the previous time
point, the sparsity problem of short text is alleviated by
providing more text information. However, the problem that
topic models often need to fix the number of topics K
has not yet been solved. Therefore, in the text generative
process of our proposed algorithm, new topics are acquired
dynamically based on the Dirichlet process, and the number
of topics K is initially set to 0. The graphical representation
of DCSS is illustrated in Fig. 1, and the parameterization is
as follows:

©; ~ Dir(am;_1z)

Otz |bt—1,2, B~ Dir(ﬂn;v_l’z)
Zg ~ Mult(®;) d=1,---,B;

dlza, {12122, ~ pdlér,z,)

where Dir is a Dirichlet distribution, Mult is a multinomial
distribution, z,4 represents the topic assigned to text d, and
B, represents the number of texts arriving at time f. Note
that the number of topics in the text generative process
is not fixed, as shown in Fig. 1. That is, in the Dirichlet
process, there is no need to initialize the number of topics
in advance. The Chinese restaurant process (CRP) [28] is

z=1,---,00
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t+1

Fig.1 The graphical representation of DCSS

a popular way to explain this process. Suppose a restaurant
has an infinite number of tables and initially there is no one
in the restaurant. The first customer enters and chooses the
first table, and the next customer chooses either the k; 1 table
with ny people with probablhty of ——%— or picks an empty
table with probability of 7—— Therefore at each moment,
new text is dynamically assigned the topic, similarly to the
CRP.

3.2 Model formulation

This section presents a brief discussion of the formulation
of DCSS.

Defining the relationship between documents and clus-
ters is the most crucial task when addressing the text
stream clustering problem. Similarity-based stream cluster-
ing methods use metrics such as cosine similarity to define
the similarity between a document and a cluster. If the dis-
similarity between existing clusters and newly arriving text
exceeds a threshold, a new cluster is created; however, the
similarity threshold is very difficult to define manually.

In contrast, based on the parameter estimation of the
topic distribution &; and word distribution ¢; ;, we can
calculate the probability that the text belongs to each
existing topic. Moreover, we can calculate the probability
that the text belongs to a new topic and finally choose the
topic with the largest probability. Since each text has a
possibility of being assigned to a new topic, DCSS can solve
the topic drift problem.

At time ¢, the text d is the observable known variable, o
and B are given prior parameters, and the topic z is hidden
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variable. According to the graphical model of DCSS, we
define the joint distribution of text topics in (5):

P(B:, Z|P1-1, @1, 0, B) = P(Bi|Zs, Pr—1, B)P(Z;1O;—1, @)
=/P(BzIZz,¢1)P(¢’z|¢z—1,ﬂ)d¢’z/P(Zzl@x)P(@zl@x—l,a)d@r

|Bi| Na K
= f [TIT P dier )] P@ldir: prd®;
d=1w=l z=1
‘Bl

|
xf]'[Pde,)P(e,\eH,a)d@,
d

K Vv w K
= f [T ] P@ eIz Prac

z=1w=1 z=1
|B:|

></l_[P(ZdIQt)P(Qt\thl,a)d(“)r (&)
d

where B; represents the number of documents arriving
at time ¢ and Z; represents the topic assignments for
processed documents in B;. We account for the temporal
dependency by adding the topic distribution &;_; and
the word distribution over the topic @;_; at the previous
time to the joint distribution; that is, we use the inferred
past document topic distribution as the prior of the topic
distribution of documents at the current moment.

However, it is intractable to integrate out ¢, , and &
directly. Therefore, we employ collapsed Gibbs sample
[14] for approximate inference and adopt a conjugate
prior (Dirichlet) for the multinomial distributions, thus we
can easily calculate the conditional distribution. Applying
the chain rule, we can obtain the conditional probability
according to (3) and (4):

P(Zi, Bt|D1—1, O, , B)
P(Zt,—-d, B/|®;1,60-1,,B)

P(zqg =k|Z-q, Bi, @11, O1_1,, B)=
P(Z;, Bi|®1-1,0;-1, 2, B)
P(Zt-d, Bt|®:—1, Or—1, @, B)

B ﬁ Mooy T+ By ) TTE Tl + emy_y 2)
F(le n;l,)z + ﬁn;l",lz) F(Zf:l my ; +omg_q ;)

z=1

v ,
ﬁ [To=1 ), g+ B, ) l_[f=1 I'(my z—q +am;—y ;) ®)
F(ZX; n;‘;’z,—d + IB”;‘)_LZ) F(Zf:] mt z,—d + Olmt—l,z)

z=1

Because document d is associated with its own topic
zoand I'x) = (x — DI'x — 1), I'x + m) =
[TL, & +i—1I'(x), we can simplify the conditional
probability in (6). As a result, the derived equation for
calculating the probability of a document d choosing
existing topic k at time ¢ is given in (7):

Mt k,—~d + M1 )
B, +aB;+aB; 1 -1

NY 8 .
[Mwea [T;4 (0 g+ B0ty o+ B+ =D
TN, (e ma + Bri—1x + VB +i — 1)

P(za = k|Zi,—a, B, Pr—1, Or—1, 2, B)

O]

where z; represents the topic selected by text d, my i
represents the number of texts in topic k at time 7, n;’
represents the frequency of word w occurring in topic k at
time ¢, n;  represents the number of words in topic k at time
t, B; represents the number of texts arriving at time ¢, all
“t — 1”7 items are parameters corresponding to the previous
time point, and V represents the size of the vocabulary of
the currently recorded documents.

By following the Dirichlet process for infinite number of
clusters, the probability of text d choosing a new topic K +1
is:

aB;

2a=K+1Z; -4, B;, 1,01, 0, ) X —m8 ——————— .
p(zq + 1Zt—a, Br, D1—1, Or—1, @, B) B, +aB, +aB -1

Muea T4, B+ - 1)
Y (vB+i—1

where K is the number of existing topics. Notably, when
initializing the text at the first moment, there is no # — 1 time
point, so the corresponding parameter at time # — 1 is 0.
The first term of (7) and (8) represents the completeness
of the cluster, whereas, « is the concentration parameter
of the model. A new document has a higher probability
of choosing a topic with more documents, so the number
of topics is limited to a certain number. The second term
defines the homogeneity between a cluster and a document,
and B is the pseudo weight of similar words in a cluster.
When a topic has more documents that share same words
with document d, the second part will be larger, and
document d will be more likely to belong to that topic.

®

3.3 DCSS algorithm

To address the dynamic nature of text streams, DCSS adopts
a strategy of updating topics at each point in time, assuming
that the streaming texts at each moment can be clustered
and iterated multiple times. Since the entire corpus is no
longer uploaded statically, we need to define a feature tuple
{mq ,n; ;. n’} for cluster z corresponding to each topic
at the current time, where m; ; represents the number of
texts in topic z, and n; ; represents the number of words in
topic z, n;’, represents the frequency of word w occurring
in topic z at time ¢. The feature tuple of each topic z adds or
deletes the information of a text to prepare for calculating
the topic probability of the text. We only save feature tuples
of topics in one moment, so that DCSS does not occupy
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excessive space resources. Therefore, after processing all
the documents at the current time, we delete the feature
tuples of the previous moment, and take the feature tuples
of the current time as the prior for the next time point, and
the outdated topics are deleted in this process.

Algorithm 1: DCSS(¢ time point)

Input: Feature tuples {m;_1 ;, n;—1z, n}”_l)z} of all
topics at the last time point; Text
stream Dy = {d; 1,d; 2, ..., d; p,} at the current
time point.

Output: Feature tuples {m; ., n, ., n;",} of all topics at

the current time point; Topics
Zy ={zd,,+2d, > - - - » 2d, g, } corresponding to
the text stream at the current time point.
1 ford =d;1tod =d; g, do
2 Calculate the probability of text d belonging to
each of the K existing topics and a new topic. ;
// According to (7) and (8).
3 According to the K + 1 probability, sample the
topic z of the text d.
4 if z= K + 1 then
K=K+1
6 mi g =1{}; mx =} nfx (b // If
text d belongs to a new topic,
initialize the feature tuple of

the topic.
7 me; = ms; + I; Ny =Nz + Ng
8 for each word w € d do

w w w
9 L nt,z - nt,z + Nd

10 foriter =11to I do
11 ford =d; 1 tod = d; p, do

12 Record the topic of the current textd : z = z4

13 My, =my,— lin, ;, =n;;— Ng

14 for each word w € d do

15 L iz =nite =Ny

16 Calculate the probability of text d belonging to
each of the K existing topics and a new topic.

17 if z = K + 1 then

18 K=K+1

19 L mex ={}; npx ={}; nf,l}

20 my,=my,+ lin,; =n;;+ Ng

21 for each word w € d do

2 | o =ni+ Ny

23 Delete feature tuples of the previous time point.

Algorithm 1 shows the procedure of the algorithm at time
t. As an additional note, at time point 0, a new cluster is
created for the first document and the document is assigned
to the newly created topical feature tuple. Afterward, each
arriving document in the stream at time ¢ is assigned to

@ Springer

either an existing topic or a new topic. The corresponding
probability for choosing either an existing topic or a new
topic is calculated using (7) and (8). The topic with the
highest probability is selected as the label of the current
document. Lines 7-10 reflect the add property of feature
tuples and lines 13-15 reflect the delete property, where Ny
represents the number of words contained in document d
and N} represents the frequency with which each word w
appears in document d. In the iteration process, information
of the current document must first be removed from the
topical feature tuple. After all the documents at the current
time point have been assigned to the most suitable topic, the
iteration ends, and the streaming texts of the next time point
are processed. Meanwhile, the feature tuples of the previous
moment are deleted.

4 Experiments

In this section, we evaluate the performance of our proposed
models by comparison with state-of-the-art models.

4.1 Datasets

We choose two public datasets and their variants for
experiments.

— News: This dataset comes from the GoogleNews
dataset used in GSDMM [29]. News contains 11109
news titles belonging to 152 topics, with an average
length of 6.23.

— Tweets: This dataset comes from the public dataset
Tweets. Tweets includes 30,322 tweets that are closely
related to the 269 query items in TREC 2011-2015
microblog tracking. The average length of tweets in the
dataset is 7.97.

— News-T and Tweets-T: In reality, topics change and
appear only for a while, so these two datasets resort
News and Tweets according to topic and divide them
into 16 time points.

These datasets have been preprocessed by word segmen-
tation, stop word removal, lowercase conversion, etc., and
the average length matches the size of the short text. Fur-
thermore, after dividing by time points, these static datasets
are suitable for streaming text clustering.

4.2 Evaluation metrics

We employ four widely used metrics to evaluate the clus-
tering performance: normalized mutual information (NMI),
homogeneity, purity and accuracy [30-32]. In addition, we
adopt completeness to measure the performance of the pro-
posed algorithm in the parameter adjustment experiment.



Dynamic clustering for short text stream based on Dirichlet process

4657

NMI measures the amount of statistical information shared
by random variables. These random variables represent the
cluster assignment and the basic truth group of documents.
NMI is formally defined as follows:

e Yp ek log(5et)
X nelog(5) Yoy ne log(5)

where n. is the number of documents in class ¢, ny is the
number of documents in cluster k, n.j is the number of
documents in class ¢ as well as in cluster k, and N is the
number of documents in the dataset.

NMI =

©))

Purity calculate the proportion of the number of correct
clustering samples to the total number of samples.

. 1
Purity = v ;mgx [ne Nng| (10)

Accuracy is used to compare the clustering results with the
real classes of the data. Accuracy measures the percentage
of assigned correct documents to all clusters.

1 N
Accuracy = NZZ 8(ci, map(k;)) (11)

where k; and ¢; represent the clustering result and the real
label corresponding to data x; respectively, map(k;) denotes
the optimal class label distribution, and the Hungarian
algorithm [33] is used to achieve the optimal mapping. In
addition, §(a, b) is the indicator function. If a = b, the value
is 1, otherwise it is 0.

Homogeneity represents the proportion of members in a
cluster obtained by the algorithm from the same class in the
truth value group.
. H(C|K)
Homogeneity =1 — —— (12)
H(C)

where H(C |K) is the conditional entropy of the class
assigned to a given cluster, and H(C) is the class entropy
[34].

Completeness is an index of the proportion of members of
the same class in the truth group that are divided into the
same cluster.
H(K |C
Completeness =1 — (—|) (13)
H(K)
where H(K |C) is the conditional entropy of the cluster
assigned to a given class, and H (K) is the cluster entropy.
The value range of the above metrics is [0, 1], and the
higher the score is, the better the clustering performance.

4.3 Methods for comparison

We compare DCSS with the following state-of-the-art
models in document clustering.

DTM Dynamic topic model [17] is an extension of LDA that
can be used to analyse evolving topics in a document stream.
We set o = 0.01 for DTM.

Sumblr Sumblr [12] is an online stream clustering algo-
rithm for tweets. With only one pass, it enables the model
to cluster tweets efficiently while maintaining cluster statis-
tics.We set 8 = 0.02 for sumblr.

oBTM oBTM [25] uses BTM to train documents in each
time slice and updates the parameters according to the time
point. We set o« = 50/K, B = 0.01, and A = 1 for o BTM.

DCT DCT [4] enables tracking of the time-varying distribu-
tions of topics over documents and words over topics. We
initialize o and B to 1 and 0.1, respectively.

MStream MStream [5] clusters text streams by time point
with forgetting rules. Only texts within a limited time range
are stored in memory. We set « = 0.03 and 8 = 0.03, and
set the maximum storage batch to 2 batches, and the number
of iterations to 10.

CTFWPO CTFWPO [35] performs initial clustering assign-
ments based on frequent word pairs in texts, then removes
outliers from clusters and reassigns them to more appropri-
ate clusters using semantic similarity. Since the probability
calculation in this method is based on MStream, the param-
eters are set to the same values as those used in MStream.

DTM, Sumblr, oBTM and DCT require a fixed number
of topics as input,so we set K = 300 and K = 170 for the
Tweets-T and News-T datasets, respectively. The smaller «
is, the more likely the text is to be assigned to a topic with
more documents. The larger § is, the more likely the text is
to be assigned to a topic with more similar words to itself.
To enable the model to generate new topics and to take into
account the rarity of words in each short text, the parameters
of DCSS are set to « = 0.2 and 8 = 0.04, and the number
of iterations is set to 10.

4.4 Comparison with existing algorithms

In this part, we compare the performance of the proposed
model with that of state-of-the-art algorithms. Because
the resorted Tweets-T and News-T datasets are more
representative of real-life text streams, we compare the
clustering results of DCSS and other baselines on these two
datasets. Table 2 presents the overall results.
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Table 2 Performance of different Methods
Datasets News-T Tweets-T Datasets News-T Tweets-T
DCSS 0.907 0.936
MStream 0.881 0.890 DCSS 0.903 0.944
oBTM 0.808 0.800 MStream 0.821 0.903
NMI DCT 0.744 0.669 Purity oBTM 0.753 0.735
CTFWPO 0.862 0.892 DTM 0.749 0.744
DTM 0.808 0.803 Sumblr 0.580 0.721
Sumblr 0.723 0.699
DCSS 0.942 0.966 DCSS 0.764 0.809
MStream 0.894 0.889 MStream 0.718 0.702
Homogeneity oBTM 0.833 0.821 Accuracy oBTM 0.612 0.587
DTM 0.837 0.824 DTM 0.294 0.201
Sumblr 0.747 0.893 Sumblr 0.653 0.571

Bold entries signify the superior clustering performance of DCSs

As shown in Table 2, DCSS outperforms all the baselines
on both datasets in terms of all measures. Methods
(MStream, CTFWP and DCSS) that can infer the number
of topics outperform those that require the number of topics
to be specified beforehand, which verifies the importance
of inferring the number of clusters in short text stream
clustering. Compared with CTFWP and MStream, DCSS
makes full use of the correlation of text at neighbouring
time points, which can effectively alleviate the sparsity of
the short text and increase the probability of the text being
assigned to the correct topic.

To verify the rationality of combining temporal depen-
dency with the Dirichlet process, we compare the perfor-
mance of DCSS on the original and resorted datasets in
detail. Table 3 shows the average value and deviation of all
measurement indicators of DCSS on the four datasets. From
Table 3, we can see that DCSS performs much better on both
resorted datasets than on the original datasets.

In the resorted datasets, texts belonging to the same topic
appear continuously for a certain period of time. When the
next hot topic arrives, these texts appear less frequently, but
the old topic appears periodically for a period of time with
the relevant discussions. However, the overall trend is that
topics are constantly changing, and generally, an older topic
will eventually disappear over time. Therefore, in News-T
and Tweets-T, documents at neighbouring time points have
a strong correlation, which is also true in real life. Therefore,

Table 3 Performance of DCSS on original/resorted datasets

DCSS makes reasonable use of the temporal correlation of
streaming texts by referring to the clustering result of the
last time point to obtain more statistical information and
alleviate the data sparsity of the streaming short documents.

In conclusion, DCSS can address the sparsity problem
and obtain better clustering results by accounting for the
temporal dependency of short text streams.

4.5 Influence of the Number of Iterations

We conducted experiments with the number of iterations,
and set the number of iterations varying from O to 15 and
the other parameters unchanged and selected the NMI and
the inferred number of topics as a reference.

Figure 2a shows the NMI value of the DCSS clustering
results of the two datasets with different numbers of
iterations. When the number of iterations changes from 0 to
1, the NMI tends to be stable. Figure 2b shows the number of
clusters of the two datasets inferred under different iteration
numbers. As observed in the figure, when the number of
iterations is greater than 4, the number of clusters tends to
remain unchanged. Streaming texts at a time point can be
processed multiple times, which allows the text with similar
content to be effectively grouped into the same topic. As the
number of iterations increases further, the topic distribution
tends to be stable, and the number of topics does not
change.

News News-T Tweets Tweets-T
NMI 0.63940.003 0.90740.004 0.81140.001 0.936+0.005
Homogeneity 0.76940.005 0.9424-0.003 0.8844-0.003 0.966+0.005
Purity 0.60240.007 0.9031-0.005 0.79640.008 0.944+0.011
Accuracy 0.100£0.001 0.764+0.013 0.46240.008 0.809+0.023

Bold entries signify the superior clustering performance of DCSs
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4.6 Influence of alpha

In this subsection, we explore the influence of « for DCSS.
While fixing the other parameters, we set « to vary from 0.1
to 1.0. We select NMI, homogeneity, completeness, and the
inferred number of topics for reference.

Figure 3a shows the change in the NMI under varying
o : the NMI is relatively stable. According to with the
homogeneity and completeness indicators of the Tweets-T
dataset in Fig. 3d, the algorithm in this paper is relatively
stable under different o values. Figures 3b and 3c show that
as « increases, the number of clusters obtained by clustering
also increases. Moreover, Fig. 3c indicates that when « is
sufficiently small, the inferred number of topics approaches
the true value. According to the CRP [28], this result is
reasonable. The hyperparameter « can be understood as the
number of people at a virtual table, and this virtual table

is equivalent to the situation in which a newly added table
may be present for a certain period of time. As « gradually
increases, the number of people at this virtual table also
increases. The greater the number of people, the more likely
newcomers are to choose this virtual table. Therefore, when
processing the text stream at each point in time, each text
is more likely to be assigned to a new topic as « increases,
which leads to more topics inferred by clustering.

4.7 Influence of beta

In this subsection, we explore the influence of B for
DCSS. We vary 8 from 0.01 to 0.20 while fixing the
other parameters. The NMI, homogeneity, completeness,
and inferred number of topics are selected as references.
Figure 4a shows the change in NMI with different B
values. When S is greater than 0.02, the clustering effect of

Fig.3 Influence of Alpha. a 1.0
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0.6 . . . . . 400t
0.0 0.2 0.4 0.6 0.8 1.0 0
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@ 550 L
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G 450 e
= ]
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DCSS on both datasets is relatively stable. Figure 4c shows
that the homogeneity and completeness of the Tweets-T
dataset fluctuate under different 8 conditions, but the values
are not excessive from a global perspective.

Figure 4b indicates that the number of clusters inferred
by clustering decreases as B increases; this can also be
explained by the CRP. 8 can be regarded as the number
of dishes that new customers may be interested in on each
table. When g is relatively small, new customers will choose
the table to sit down at according to the number of dishes.
However, when § is relatively large, even if a customer likes
only one dish on the table, he may choose to sit down, which
makes people tend to choose a table with more dishes and
a greater number of each dish, so the total number of tables
will be relatively small. Therefore, when processing the text
stream at each time point, each text is more likely to be
assigned to an existing topic as B increases, which leads to
fewer clusters.

5 Conclusion

This paper proposes a dynamic clustering method for short
text streams based on the Dirichlet process (DCSS) that
can cope with the sparsity problem of short text and solve
the problems of dynamics and topic drift of text streams.
DCSS dynamically assigns a batch of arriving documents
to existing clusters or generates a new cluster based on
the Dirichlet process. More importantly, DCSS incorporates

@ Springer
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semantic information of the temporal dependence of the
streaming texts into the proposed graphical representation
model to alleviate the sparsity problem in short text
clustering. The experimental results on the resorted datasets
prove that the past topic distribution can be used as
a prior of the topic distribution of the current time to
cope with the sparsity of short texts. We compare the
clustering performance with state-of-the-art baselines on
public datasets, and verify that DCSS achieves better
performance. In the future, we will incorporate a pre-trained
language model to improve the performance on short text
clustering.
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