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Abstract

In object detection, non-maximum suppression (NMS) methods are extensively adopted to remove
horizontal duplicates of detected dense boxes for generating final object instances. However,
due to the degraded quality of dense detection boxes and not explicit exploration of the con-
text information, existing NMS methods via simple intersection-over-union (IoU) metrics tend
to underperform on multi-oriented and long-size objects detection. Distinguishing with general
NMS methods via duplicate removal, we propose a novel graph fusion network, named GFNet,
for multi-oriented object detection. Our GFNet is extensible and adaptively fuse dense detec-
tion boxes to detect more accurate and holistic multi-oriented object instances. Specifically, we
first adopt a locality-aware clustering algorithm to group dense detection boxes into different
clusters. We will construct an instance sub-graph for the detection boxes belonging to one clus-
ter. Then, we propose a graph-based fusion network via Graph Convolutional Network (GCN)
to learn to reason and fuse the detection boxes for generating final instance boxes. Exten-
sive experiments both on public available multi-oriented text datasets (including MSRA-TD500,
ICDAR2015, ICDAR2017-MLT) and multi-oriented object datasets (DOTA) verify the effectiveness
and robustness of our method against general NMS methods in multi-oriented object detection.

Keywords: Graph fusion network, Non-maximum suppression, Multi-oriented object detection

1 Introduction

Object detection is a fundamental problem in
computer vision and has been extensively stud-
ied. It can benefit various applications such as
autonomous driving [47, 76], video or image index-
ing [42, 50], and scene parsing [24, 68]. Recent
years have witnessed significant progress in object
detection with the development of deep convolu-
tional neural networks (CNNs). The state-of-the-
art object detection methods [22, 66, 72, 73,
75] mostly detect an object by generating dense
detection boxes. Hence, duplicate removal is an
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important and inevitable post-processing proce-
dure, which eliminates highly overlapped detec-
tion results and only retains the most accurate
bounding box for each object.

As an essential object detection step, the dupli-
cate removal strategy can significantly affect the
final detection results. However, existing works
often focus on generating accurate object pro-
posals and corresponding class labels. Compara-
tively speaking, duplicate removal strategies have
been seldom addressed. To remove the duplicate,
NMS [12] is still a popular and default solu-
tion, which iteratively selects proposals according
to their prediction scores and suppresses over-
lapped proposals. Recently, Soft NMS [3] and
learning-based NMS [18, 19, 21, 43] are proposed
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to improve NMS results. Instead of eliminating all
lower scored surrounding bounding boxes, Soft-
NMS [3] decays the detection scores of all other
neighbors as a continuous function of their over-
lap with the higher scored bounding box. Jan et
al. [19] adopt the ConvNet to re-score all raw
detections for searching suitable detection boxes.
Relation network [21] regards duplicate removal
as a two-class classification problem and performs
the classification process by modeling the relation
between object proposals with the same prediction
class label. Softer-NMS [18] uses the learned vari-
ances of neighboring bounding boxes to weighted
fuse the detections corresponding to the same
object.

Both Soft-NMS [3] and Softer-NMS [18] can’t
directly predict the final detection by learning
way, which predicts some auxiliary information to
optimize NMS operation. And another problem
is that the NMS algorithms mentioned above are
excellent in horizontal object detection. Still, they
can’t be directly applied to multi-oriented object
detection because they are designed according to
the characteristics of horizontal object detection.
In many scenes, multi-oriented objects are ubiq-
uitous, such as objects in aerial images and scene
texts. Consequently, horizontal bounding boxes
don’t provide accurate orientation and scale infor-
mation, which poses a problem in real applications
such as object change detection in aerial images
and recognition of sequential characters for multi-
oriented scene texts. At present, the popular way
to deal with these dense rotated bounding boxes
or quadrangle representations is still the greedy
and hand-crafted non-maximum suppression, such
as Locality-Aware NMS [75] and Skew NMS [38].

However, multi-oriented objects usually have
arbitrary angles and variable aspect ratios, mak-
ing it difficult for a detector to produce informa-
tive and accurate detection boxes. As shown in
Fig. 1 (a), dense boxes generated by text detector
EAST [75] are not holistic or well covered. It isn’t
easy to cover the whole text by only retaining the
boxes with the highest score for each text. Hence,
duplicate removal strategies (NMS methods) can-
not generate promising object boxes, as shown
in Fig. 1 (b). Locality-Aware NMS attempts to
fuse these detection boxes by linear weighting via
scores instead of simply removing duplicates with
the confidence of text classification to improve the
final detection boxes. Although the final result is

(a) Dense Boxes (b) Skew NMS

(c) Locality-Aware NMS (d) Our GFNet

Fig. 1 (a) Dense Boxes generated by EAST [75]; (b) Final
predictions generated by Skew NMS [38] on (a); (c) Final
predictions generated by Locality-aware NMS [75] on (a);
(d) Final predictions generated by our method on (a).

still unsatisfactory, as shown in Fig. 1 (c), this
strategy does bring some improvement compared
with the duplicate removal strategy. Our obser-
vations and experiments believe that duplicate
fusion strategy is more reasonable than duplicate
removal strategy, especially on detecting a multi-
oriented object or long object. Locality-Aware
NMS and softer NMS have shown us the potential
advantages of duplicate removal.

To address the above-mentioned problems,
we propose a novel graph-based fusion network,
named GFNet, for multi-oriented object detec-
tion. It can learn to adaptively fuse dense detec-
tion boxes for generating more accurate and
holistic object instances on multi-oriented object
detection. Specifically, we first adopt a locality-
aware clustering algorithm to group dense boxes
from the detector into different clusters based on
the intersection over union (IoU) between detec-
tion boxes. A set of detection boxes can be seen
as a graph where overlapping windows are rep-
resented as edges in a graph of detection boxes.
To facilitate the network to learn fusion, we will
construct an instance sub-graph for the detection
boxes belonging to one cluster. Then, we propose
a graph-based fusion network via Graph Convolu-
tional Network (GCN) to learn to reason and fuse
the detection boxes for generating final instance
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boxes. In summary, the main contributions of this
paper are three-fold:

• We propose a novel graph-based fusion network,
GFNet, to adaptively fuse dense detection boxes
to generate more accurate and holistic object
instances for multi-oriented object detection.
Our GFNet is extensible and can be easily gen-
eralized to other dense boxes oriented detection
networks.

• We propose a novel instance sub-graph algo-
rithm to explicitly explore and reason the
relationships among dense detection boxes.

• Extensive experiments on multi-oriented object
detection datasets, including scene text and
aerial images, verify that our method is more
effective and robust against general NMS strate-
gies in multi-oriented object detection.

The rest of this paper is organized as follows.
We shortly review some related works on scene
text detection in Section 2. The proposed method
is then detailed in Section 3, followed by exten-
sive experimental results in Section 4. Finally, we
conclude and give some perspectives on Section 5.

2 Related Work

2.1 Deep general object detection

General object detection methods [5, 41, 74] aim to
detect an object in images with horizontal bounding
boxes. In recent years, CNN-based object detection
methods have achieved great success, including two-
stage, single-stage, and keypoint-based methods. R-
CNN and its variances [6, 13, 46] are representative
two-stage methods in which dense object proposals
are first generated then be predicted and refined for
final bounding boxes. YOLO and its variances [44, 45]
are representative single-stage methods, which directly
predict bounding boxes without explicitly generating
object proposals. As to keypoint-based methods (e.g.,
CenterNet [11] and TextBPN [71]), they attempt to
explore informative key points of objects (such as cor-
ners and points) for grouping them into final bounding
boxes.

2.2 Multi-Oriented Object Detection

Multi-oriented object detection is challenging due
to arbitrary orientations and variable aspect ratios.
Multi-oriented text detection in scene images and
multi-oriented object detection in the aerial image are
two representative tasks in which the aspect ratio of
text or object instance changes dramatically.

In multi-oriented scene text detection, regression-
based methods are popular, including anchor-based
methods [28, 38] and anchor-free methods [15, 16, 20,
75]. They usually directly predict entire texts using
a rotated bounding box or quadrangle. RRPN [38]
employ rotated RPN in the framework of Faster R-
CNN [46] to generate rotated proposals and further
perform rotated bounding box regression. EAST [75]
and DDR [16] perform rotated bounding box regres-
sion or vertex regression at each location. MOST [15]
puts forward a set of strategies to improve the quality
of text localization for long text significantly.

In aerial object detection, extensive studies con-
duct their experiments on the popular dataset
DOTA [59]. Ding et al. [10] proposed an RoI trans-
former that transforms horizontal proposals into
rotated ones for performing the rotated bounding box
regression. R2CNN++ [66] fuses multi-layer features
with effective anchor sampling to improve the sensi-
tivity of the model to small objects. Pan et al. Pan
et al [40] presented a dynamic refinement network that
consists of two novel components, i.e., a feature selec-
tion module (FSM) and a dynamic refinement head
(DRH), to solve the problem of multi orientations and
generalization of the model.

2.3 Non-Maximum Suppression Methods

Duplicate Removal of Horizontal Boxes. Dupli-
cate removal is an indispensable step in many object
detection frameworks. To remove duplicates, NMS [12]
will iteratively select proposals according to their
classification confidence scores and suppress over-
lapped proposals by IoU strategy. Traditional hard
NMS traditional strategies do not consider any con-
text information and inter-relations between bounding
boxes. Hence they often abandon useful candidates.
Soft-NMS [3] decays the detection scores of all other
neighbors as a continuous function of their overlap
with the higher scored bounding box. The limitation
is that many redundant proposals may still be kept
in the final prediction. Recently, learning-based NMS
methods [19, 21, 43] have been proposed and achieved
promising performance. In Hosang et al [19], a non-
maximum suppression ConvNet is proposed to re-score
all raw detections for search suitable detection boxes.
Relation network [21] regards duplicate removal as
a two-class classification problem, which models the
relation between object proposals with the same class
label and uses learned implicit relations to divide these
proposals into two categories. Qi, et al. Qi et al [43]
adopted recurrent neural networks (RNN) to model
structure information underlying proposal candidates
for duplicate removal.

Duplicate Removal of Oriented Boxes.
Although the state-of-the-art NMS algorithms achieve
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Fig. 2 Framework of our method. We first adopt a detector to predict dense boxes. After locality-aware clustering, we
construct an Instance Sub-graph for each object instance. Afterward, we apply a graph-based fusion model to learn to fuse
the nodes in each sub-graph for generating final object instances

promising performances in horizontal object detec-
tion, their performances may greatly drop in the
task of multi-oriented detection. To remove duplicates
in multi-oriented object detection, RRPN [38] adopt
Skew NMS, which design implementation for the skew
IoU computation with consideration of the triangula-
tion to dense rotated bounding boxes or quadrangle
representations. R2CNN++ [66] adopt rotation non-
maximum suppression (R-NMS) as a post-processing
operation based on skew IoU computation. To apply
NMS to polygon duplicate removal, Liu et al. [33] pro-
posed a polygonal non-maximum suppression (Poly-
gon NMS) which improves the traditional NMS by
computing the overlapping area between polygons
instead of horizontal quadrilateral bounding boxes.

2.4 Duplicate Fusion Methods

In the task of multi-oriented object detection, dense
boxes generated by the detector are always inaccurate.
Consequently, a duplicate removal strategy can eas-
ily abandon useful boxes for final prediction. Under
the assumption that the geometry relations of nearby
pixels tend to be highly correlated, Locality-Aware
NMS [75] merge the dense detection boxes by lin-
ear weighting strategy according to their classification
confidences. Softer-NMS [18] uses the learned vari-
ances of neighboring bounding boxes to weighted fuse
the detections corresponding to the same object to
replace the traditional NMS. Although the duplicate
fusion strategies are useful for multi-oriented object

detection, there are still many problems that remain
to be solved, and few works have been reported. More
existing methods focus more on improving the qual-
ity of dense detection boxes directly generated by the
network. Therefore, the research of duplicate fusion is
left far behind.

2.5 Graph Convolutional Network

In the past few years, the research [4, 8, 27, 52, 58] of
the convolutional neural network for graph-structured
data has made remarkable achievements. According
to the definition of convolution on graph data, GCNs
can be categorized into spectral methods and spatial
methods. Spectral-based GCNs [8, 27, 52] generalize
convolution based on Graph Fourier Transform, while
spatial-based GCNs [4, 58] directly perform manually-
defined convolution on graph nodes and their neigh-
bors. In our work, a set of detection boxes can be seen
as a graph where overlapping windows are represented
as edges in a graph of detection boxes. Hence, we pro-
pose a spatial-based GCN model to fuse the detection
boxes based on the instance sub-graph.

3 Our Method

3.1 Overview

The framework of our method is depicted in Fig. 2.
Firstly, we adopt a regression-based detector to gen-
erate dense boxes. Then, we propose a locality-aware
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Fig. 3 Diagram of instance sub-graph construction. Dense
boxes will be predicted by a detector and then be clustered
according to Algorithm. 1. Based on the clustering results,
we will construct an Instance Sub-graph via dense boxes
as nodes. The IoU between two nodes determines the edge
weight in the sub-graph.

clustering algorithm to group dense boxes into differ-
ent clusters via the IoU metric. Regarding the dense
boxes of one object instance as nodes, we can construct
an instance sub-graph for each object instance accord-
ing to their geometry relationships. Finally, we adopt
a graph-based network to explore the spatial context
information between dense boxes to perform duplicate
fusion for further optimizing final detection results.

3.2 Instance Sub-graph Construction

The diagram of instance sub-graph construction is
depicted in Fig. 3. We first group the detected dense
boxes into clusters belonging to different possible
object instances for constructing instance sub-graph.
Then, we will uniformly sample boxes for control-
ling the complexity of our graph network. Regarding
dense boxes as nodes, we will construct an Instance
Sub-graph for each object instance, in which the IoU
between two nodes determines the edge weight.

After getting the dense detection boxes, we need
to find all the detection boxes belonging to one
object instance for constructing construct instance
sub-graphs. Inspired by [75], we propose a locality-
aware algorithm to group dense detection boxes,
which is detailed in Algorithm 1. The scalar bi con-
tains two parts of information (v, s), in which v =
(x1, y1, x2, y2, x3, y3, x4, y4) denote four vertex coor-
dinate information of a detection box, and s denotes
a prediction score of a detection box. To cluster these
detection boxes, we merge the geometries row by
row under the assumption that geometry relationships

Algorithm 1 Locality-aware Clustering

Require: B = {b0, ...bi, ..., bn}, thiou;
B is a set of dense boxes; bi is a 9-dimension
scalar; thiou is the threshold of IoU;

1: p← Null, S ← ∅, s← ∅;
2: while B ̸= ∅ do
3: p← B.pop();
4: s← s ∪ {p};
5: B ← ∅ ;
6: for g ∈ B do
7: if IoU(g, p) ≥ thiou then
8: p = Merge(g, p);
9: s← s ∪ {g};

10: else
11: B ← B ∪ {g};
12: end if
13: end for
14: B ← B;
15: if s ̸= ∅ then
16: S ← S ∪ s; s← ∅;
17: end if
18: end while
19: if S = ∅ then
20: S ← Null;
21: end if
22: return S

between nearby pixels tend to be highly correlated.
And while merging geometries in the same row, we will
iteratively merge the geometry currently encountered
with the last merged one, which makes our cluster
algorithm run in less than O(n2). To merge the geome-
tries of detection boxes, we use the scores of two given
quadrangles to weight-average the coordinates of the
merged quadrangle. Supposing p∗ = Merge(g, p), the
specific calculation process of Merge is as follows:

sp∗ = sg + sp, (1)

vp∗ = (sg ∗ vg + sp ∗ vp)/sp∗ , (2)

where sp∗ is the score of new box p∗, and vp∗ is one of
the coordinates of new box p∗; g is one of the detection
boxes, and p∗ is the merged box generated by Merge.
Here are some visual examples in Fig. 3. The dense
detection boxes are shown with red quadrilateral, and
the clustering results are shown with green, blue, and
yellow quadrilateral in instance cluster.

Through object instance clustering, we can group
dense boxes into different clusters (different object
instances). In general, each object instance will have
a large number of detection boxes. And the number
of detection boxes may greatly be varied according to
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the size of an object instance. Unfortunately, the com-
putation cost of the graph convolution network will
be dramatically increased along with the increase of
nodes. To reduce the computation cost and improve
the efficiency of our graph network, we fix the num-
ber of detection boxes as the nodes for each instance
sub-graph. Specifically, we first rank all the detection
boxes of an object instance according to their scores
and then uniformly sample N detection boxes. In our
experiments, N is set to 128 for EAST detector and
64 for R2CNN++ detector.

The last step is to build connections among the
nodes. For instance sub-graph G(V,E), we first com-
pute the intersection over union (IoU) between nodes,
and then we can get a matrix (W ) of N × N . In
matrix W , each number represents IoU between two
corresponding nodes in the sub-graph. To obtain the
adjacent matrix (A) of the instance sub-graph, we
adopt a pre-defined threshold ( thiou = 0.7 in our
experiments) to binary the matrix W . It is worth not-
ing that the diagonal element of matrix W is always 1
because the node and its own IoU are 1 permanently.
Hence, the diagonal elements of adjacency matrix Ã
(Ã = A+ IN ) are all 1 too.

For each instance sub-graph node (detection box),
we use the normalized geometric attributes of the
detection box as the feature of the node. It is
easy for us to get four vertex coordinates of each
detection box directly from the predictions of the
detector. Then we use the known image size to
normalize this set of geometric attributes (u =
(xc, yc, x1, y1, x2, y2, x3, y3, x4, y4)). The specific nor-
malization operation is as follows:

uxc = xc/w; uyc = yc/h, (3)

uxi = (xi − xc)/w; uyi = (yi − yc)/h; (4)

where w and h respectively denote the width and
height of an image; xc and yc respectively denote the
coordinates of the center point of the corresponding
detection box; xi and yi respectively denote the coor-
dinates of the detection box points. And, uxc ,uyc , uxc

and uyc are the corresponding normalized values.

3.3 Graph-based Fusion Model

To fully utilize and explore the context information
between nodes in sub-graph, we propose a graph-based
fusion model based on graph convolution network [27]
to learn to accurately fuse the detection boxes for each
object instance, as shown in Fig. 2. Our graph-based
fusion model mainly consists three graph convolution
layers and node information fusion layer. In our work,
we introduce residual structure and weighted aggrega-
tion matrix into our graph convolution network, which
can be formulated as

Y(l) = σ((X(l) ⊕GX(l))W(l)), (5)

where X(l) ∈ ℜN×di ,Y(l) ∈ ℜN×do , di/do is the
dimension of input / output node features and N is
the number of nodes; G is a aggregation matrix of size
N × N ; ⊕ represents matrix concatenation; W(l) is
a layer-specific trainable weight matrix; σ(·) denotes
a non-linear activation function. In our method, the
graph convolution layers activated by the ReLU func-
tion. The graph convolution operation can be broken
down into two steps. In the first step, by left multiply-
ing X(l) by G, the underlying information of node’s
neighbors is aggregated. Then, the input node features
X(l) are concatenated with the aggregated informa-
tion GX(l) along the feature dimension. In the second
step, the concatenated features are transformed by a
set of linear filters, whose parameter W(l) is to be
learned.

We multiply the symmetric normalized Laplacian
(L) and a weight matrix (W) as the weighted aggrega-
tion matrix G. The symmetric normalized Laplacian
(L) is obtained by adjacency matrix (A) transfor-
mation. For an instance sub-graph, we compute the
intersection over union (IoU) between nodes, and
then we can get a matrix (W) which is used as
a weighted matrix. The weighted aggregation per-
forms weighted average pooling among neighbors. The
specific computation of aggregation matrix G is as
follows:

L = D̃−1/2ÃD̃−1/2, (6)

G = L ∗W, (7)

where Ã = A + IN is an adjacency matrix of the
instance sub-graph with added self-connections; IN is
the identity matrix and D̃ is a diagonal matrix with
D̃ii =

∑
j Ãij .

To fuse the features extracted by the graph convo-
lution layer to generate a new detection box for each
object instance, we apply 1 × 1 convolutions on the
feature matrix Yg extracted from graph convolution
layer along the dimensions of nodes.

Y = Conv1×1(Yg), (8)

where Yg is a feature matrix of size B ×N × 10, and
Y is the final predictions of size N × 10. In this way,
we can effectively predict a new node based on the
instance sub-graph. In other words, we successfully
fuse the multiple detection boxes into a new detection
box.

3.4 Optimization

The proposed graph-based fusion network infers a
unfixed-size set of M predictions, and different image
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has a different number of the predictions M . For com-
puting the losses, we need to produce an optimal
bipartite matching between predictions and ground-
truths. Let ui denote the ground truth set of detection
boxes, and û = {ûi}Mi=1 denote the set of M pre-
dictions. To find a bipartite matching between these
two sets, we search for a permutation of M elements
ε ∈ EM with the lowest cost:

ε̂ = argmin
ε∈EM

M∑
i=1

Lbox(ui, ûε(i)) (9)

where Lbox(ui, ûε(i)) is the loss between ground truth

ui and a prediction with index ε(i).
The bounding box points regression losses are per-

formed by an Euclidean loss. The scalar u = (uxc , uyc ,
ux1, uy1, ux2, ..., ux4, uy4) is a label tuple of coordi-
nates of detection box points, and the scalar û =
(ûxc , ûyc , ûx1 ,
ûy1 , ..., ûx4, ûy4) is the predicted tuple for the detec-
tion box point. To make the points learned suitable for
object instance of different scales, the learning targets
should also be processed to make them scale invariant.
The parameters (uxc , uyc) and (uxi , uyi) are processed
as following:

uxc = xc/w; uyc = yc/h, (10)

uxi = (xi − xc)/w; uyi = (yi − yc)/h, (11)

where xi and yi denote the coordinates of the detec-

tion box points, xc and yc denote the coordinates of
the center point of the corresponding detection box, w
and h denote the width and height of this image. We
adopt the smooth L1 loss [46] as the loss function in
our method:

Lbox(u, û) =

M∑
i=1

SmoothL1(u, ûε̂(i)), (12)

SmoothL1(x) =

{
0.5x2, ifx < th,

x− 0.5, otherwise,
(13)

where th is set to 0.33 in our experiments.

4 Experiments

In this section, we conduct experiments on public
multi-oriented scene text detection datasets based on
the text detector EAST [75] and multi-oriented object
detection datasets based on the method R2CNN++
[66]. We show comparative results and perform sensi-
tivity analysis to show the robustness of our GFNet
Compared to traditional NMS. Some implementation
details are depicted in Section 4.2, followed by com-
parison experiments for text detection in scene images
in Section 4.3 and comparison experiments for object
detection in aerial images in Section 4.4. The weakness
analysis is given in Section 4.5.

4.1 Datasets

ICDAR2015 [25]: It is a popular dataset released
for the Robust Reading Competition, which consists
of 1,000 training images and 500 testing images,
all annotated by word-level bounding quadrilaterals.
Google Glasses take ICDAR2015 in an incidental man-
ner. Therefore, texts in these images are of various
scales, orientations, contrast, blurring, and viewpoint,
making it challenging for detection.

MSRA-TD500 [67]: This dataset is often used
in the task of multi-lingual arbitrary orientation long
text detection. It consists of 500 training images
and 200 testing images with multi-lingual long texts
annotated with line-level.

ICDAR2017-MLT [39]: This dataset is a large-
scale multi-lingual text dataset focusing on multi-
oriented and multi-lingual text images (including
7,200 training images (84,868 cropped words), 2,000
validation images, and 9,000 testing images (97,619
cropped words)). It contains 9 languages (e.g., Chi-
nese, Japanese, Korean, English, French, Arabic, Ital-
ian, German, and Indian). Similar to ICDAR2015,
the text regions in ICDAR2017-MLT are also anno-
tated by the 4 vertices of quadrilaterals. We use both
our training set and the validation set in the training
period.

DOTA [59]: This dataset is often used in the
task of aerial image detection. It contains 2,806 aerial
images captured by different sensors and platforms.
The image resolution ranges from 800× 800 to 4000×
4000 pixels. Hence objects in images will exhibit a
wide variety of scales, orientations, and shapes. These
images contain 15 common object categories. The fully
annotated DOTA benchmark has 188,282 instances
which are all labeled by an arbitrary quadrilateral.
There are two detection tasks for DOTA: horizontal
bounding boxes (HBB) and oriented bounding boxes
(OBB). Generally, half of the images are randomly
selected for training, 1/6 of the images in the valida-
tion dataset will be selected for validation, and 1/3 of
the images in the testing dataset will be selected for
testing.

4.2 Implementation Details

Our method is extensible and can be well generalized
to other models to deal with dense boxes and optimize
the final detection boxes actively. To verify the effec-
tiveness of our method, we conduct experiments on
two different scenarios: muti-oriented text detection
in scene images and muti-oriented object detection in
the aerial image. For text detection, we adopt the pop-
ular scene text detection method EAST [75] as our
detector. For multi-oriented object detection in aerial
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image, we adopt the popular multi-oriented object
detection method R2CNN++ [66] as our detector.

Text Detector. For multi-oriented scene text
detection, we use the Python implementation of EAST
[75] For generating text detection boxes and made
some improvements to get a better baseline. Specifi-
cally, we replace the backbone with more sophisticated
ResNet50 [14] and adopt the online hard negative min-
ing (OHEM) [49] to overcome the unbalance number of
positives and negatives. For training EAST, ResNet-50
will be pre-trained on ImageNet, and Adam [26] opti-
mizer is adopted with a learning rate initialized 0.0001,
which will decay with 0.94 factor after every 10k iter-
ations. Also, basic data augmentation techniques such
as resize, rotations, and crops are applied.

Object Detector. For multi-oriented object
detection in aerial images [59], we use the Python
implementation of R2CNN++ [66] for generating
detection boxes. We directly downloaded the model
with the default setting from their official Github,
but our testing performance is slightly lower than
reported.

Training GFNet. We train our GFNet with
Adam optimizer with 100k iterations. The initial
learning rate is set to 10−4, which will be decayed with
0.94 factor after every 10k iterations. We use the train-
ing set and the validation set to train the detector and
then use the dense boxes generated by the detector
without the typical non-maximum suppression step
as the train data for our GFNet. Data augmentation
techniques, including rotation, scaling, and cropping
of the input image, are adopted for training network.
Besides, during detecting object proposals, we adopt
a low score threshold for keeping more candidates for
GFNet.

Experiments are performed on a single GPU (GTX
1080Ti), Intel Xeon Silver 4108 CPU @ 1.80GHz, and
Tensorflow 1.4.0. For a fair comparison, all compared
NMS algorithms are implemented with open source
code in GitHub.

4.3 Text Detection in Scene Images

To verify the effectiveness of our method, we con-
duct experiments on three publicly available scene text
detection datasets (e.g., MSRA-TD500, ICDAR2015,
ICDAR2017-MLT) on EAST [75] detector. Specif-
ically, we adopt the traditional NMS algorithms
(including Polygon NMS, Skew NMS, and Locality-
Aware NMS) and our GFNet to deal with the dense
boxes detected by text detector EAST, respectively.

https://github.com/argman/EAST

https://github.com/DetectionTeamUCAS/R2CNN-Plus-
Plus Tensorflow

Table 1 Experimental results on ICDAR2015. The
symbol ∗ means that the model is re-implemented. The
“R”, “P” and “F” represent the Recall, Precision and
F-measure, respectively. “P-NMS”, “S-NMS” and
“L-NMS” represent Polygon NMS, Skew NMS and
Locality-Aware NMS, respectively.

Methods R P F
SegLink [48] 76.8 73.1 75.0
MCN [34] 72 80 76
RRPN [38] 77 84 80
EAST [75] 78.3 83.3 80.7
RRD [29] 79 85.6 82.2
TextField [61] 80.05 84.3 82.4
TextSnake [36] 84.9 80.4 82.6
Textboxes++[28] 78.5 87.8 82.9
PixelLink [9] 82.0 85.5 83.7
FTSN [7] 80.0 88.6 84.1
FOTS [32] 82.04 88.84 85.31
PSENet-1s[54] 84.5 86.92 85.69
DRRG [70] 84.69 88.53 86.56
LSE [51] 85.0 88.3 86.6
ATRR [56] 83.3 90.4 86.8
CRAFT [2] 84.3 89.8 86.9
ContourNet [57] 86.1 87.6 86.9
LOMO [69] 83.5 91.3 87.2

EAST∗(P-NMS) 85.22 87.62 86.40
EAST∗(S- NMS) 78.77 82.96 80.81
EAST∗(L- NMS) 84.93 87.98 86.43
EAST∗(GFNet) 85.14 89.47 87.25

We comprehensively investigate the performance and
efficiency of different NMS algorithms. In addition, we
also compare the performance of the state-of-the-art
methods in terms of reported performance.

ICDAR2015. Images in this dataset are of low
resolution and contain many small multi-oriented text
instances. We first resize all mage to the resolution of
1920× 1024 for detection during testing. The detailed
results are listed in Tab. 1. Compared with Polygon
NMS, the performance of Skew NMS degrades 5.59%
on F-measure. Because ICDAR2015 is mainly com-
posed of small texts, the quality of detection boxes
generated by the detector is relatively accurate. So,
Locality-Aware NMS based on linear weighted fusion
doesn’t show great advantages compared with Poly-
gon NMS. Comparatively, our GFNet can learn to fuse
the detection boxes, which is more robust and adap-
tive than Locality-Aware NMS. Therefore, our GFNet
outperforms Locality-Aware NMS by 0.82% in terms
of F-measure. In addition, equipped with the proposed
GFNet, EAST* can achieve a promising F-measure
score 87.25%, surpassing the state-of-the-art methods,
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Table 2 Experimental results on MSRA-TD500. The
symbol ∗ means that the model is re-implemented. The
“R”, “P” and “F” represent the Recall, Precision and
F-measure, respectively. “P-NMS”, “S-NMS” and
“L-NMS” represent the Polygon NMS, Skew NMS and
Locality-Aware NMS, respectively.

Methods R P F
EAST [75] 67.43 87.28 76.08
SegLink [48] 70.0 86.0 77.0
PixelLink [9] 73.2 83.0 77.8
TextSnake [36] 73.9 83.2 78.3
Border [62] 77.4 83.0 80.1
ITN [53] 72.3 90.3 80.3
Lyu et al. [37] 76.2 87.6 81.5
TextField [61] 75.9 87.4 81.3
MSR [63] 76.7 87.4 81.7
FTSN [7] 77.1 87.6 82.0
LSE [51] 81.7 84.2 82.9
CRAFT [2] 78.2 88.2 82.9
MCN [34] 79 88 83
IncepText [64] 79.0 87.5 83.0
ATRR[56] 82.1 85.2 83.6
MCN-4[35] 80.1 87.4 83.6
PAN [55] 83.8 84.4 84.1

EAST∗(P-NMS) 78.09 80.28 79.17
EAST∗(S-NMS) 74.79 77.47 76.11
EAST∗(L- NMS) 79.69 81.78 80.21
EAST∗(GFNet) 81.75 86.63 84.12

such as LOMO [69], ATRR [56], CRAFT [2] and
ContourNet [57].

MSRA-TD500. This dataset contains both
English and Chinese texts, which are all text-level
annotated. During testing, we limit the long side of
input images for the detector EAST to 1024. The text
scale in this dataset varies significantly, even exist-
ing many long texts. Therefore, regression-based text
detection methods, such as EAST [75], usually per-
form poorly on this dataset. For line-level long text
detection in MSRA-TD500, the dense boxes gener-
ated by EAST [75] are generally inaccurate, and
the prediction errors are large. Hence, the original
EAST reported in [75] only achieved 76.08% of
F-measure, even though the improved EAST with
Locality-Aware NMS only achieved 80.21% of F-
measure. Locality-Aware NMS based on duplicate
fusion has more advantages than traditional NMS
algorithms based on duplicate removal for processing
the inaccurate detection boxes. As listed in Tab. 2,
Locality-Aware NMS outperforms Polygon NMS by
1.04% in terms of F-measure. By learning to fuse dense
boxes, our GFNet greatly improves the final detection

results. Specifically, our GFNet respectively outper-
forms EAST*(Locality-Aware NMS) by 3.91% and
outperforms EAST*(Polygon NMS) by 4.95% in terms
of F-measure. Equipped with the proposed GFNet,
EAST* can achieve a promising F-measure score
84.12%, surpassing the state-of-the-art methods, such
as ATRR [56], CRAFT [2], and PAN [55].

Table 3 Experimental results on ICDAR17-MLT. The
symbol ∗ means that the model is re-implemented. The
“R”, “P” and “F” represent the Recall, Precision and
F-measure, respectively. “P-NMS”, “S-NMS” and
“L-NMS” represent the Polygon NMS, Skew NMS and
Locality-Aware NMS, respectively.

Methods R P F
Ma et al. [38] 55.50 71.17 62.37
He et al. [17] 57.9 76.7 66.0
Border [62] 60.6 73.9 66.6
Corner.[37] 55.6 83.8 66.8
FOTS[32] 61.04 80.95 67.25
DRRG [70] 84.69 74.99 67.31
LOMO[69] 60.6 78.8 68.5
MCN-4[35] 859.54 81.69 68.88

EAST∗(P-NMS) 56.23 76.04 64.65
EAST∗(S-NMS) 52.21 70.45 59.97
EAST∗(L-NMS) 58.03 77.95 66.53
EAST∗(GFNet) 60.04 80.13 68.65

ICDAR2017-MLT. This dataset is a large-scale
multi-lingual text dataset, which contains texts of var-
ious sizes and orientations. It contains a considerable
number of small texts and a large number of long texts.
During testing, we limit the long side of input images
to 1,920. The detailed results are listed in Tab. 3.
From Tab. 3, we can see that Skew NMS still has
the worst performance in terms of F-measure. On this
dataset, the weighted fusion strategy (Locality-Aware
NMS) is still more effective than duplicate removal
strategies (e.g., Polygon NMS, Skew NMS). As listed
in Tab. 3, Locality-Aware NMS outperforms Poly-
gon NMS by 1.88% in terms of F-measure. On this
complex scene text dataset, our GFNet demonstrates
superior effectiveness against traditional NMS algo-
rithms (including Polygon NMS, Skew NMS, Locality-
Aware NMS). From Tab. 3, we can see that our
GFNet respectively outperforms Locality-Aware NMS
by 2.21% and Polygon NMS by 4.0% in terms of F-
measure. In addition, Our EAST*(GFNet) achieves a
promising F-measure score 84.12%, surpassing many
state-of-the-art methods, such as LOMO [69], ATRR
[56], CRAFT [2] and DRRG [70].

Speed Analysis. we adopt the traditional NMS
algorithms (including Polygon NMS, Skew NMS, and
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(a) Dense Boxes (b) Polygon NMS (c) Skew NMS (d) Locality-Aware NMS (e) GFNet

Fig. 4 Representative detection results of long texts on MSRA-TD500. (a) Dense boxes generated by EAST, (b) visual
detection results of Standard NMS, (c) visual detection results of Cascaded NMS, (d) visual detection results of Skew NMS,
(e) visual detection results of Locality-Aware NMS, (f) visual detection results of our method (GFNet).

Table 4 Time consumption (ms) comparison of several
NMS algorithms. “P-NMS”, “S-NMS” and “L-NMS”
represent the Polygon NMS, Skew NMS and
Locality-Aware NMS, respectively.

Dataset ICDAR2015 MSRA-TD500 ICDAR2017-MLT
P-NMS 223 659 1578
S-NMS 15.7 23.0 38.0
L-NMS 117 393 523
GFNet 143 557 645

Locality-Aware NMS) and our GFNet to deal with the
dense boxes detected by text detector EAST, respec-
tively. For a fair comparison, all algorithms are imple-
mented in Python. The efficiency of different NMS is
compared and analyzed, as listed in Tab. 4. According
to Tab. 4, Polygon NMS is extremely expensive and
time-consuming among these NMS algorithms because
it has O(n2) computational complexity. In contrast,
Skew NMS achieves a fantastic speed yet significantly
degrades its performance as listed in Tab. 1, Tab. 2
and Tab. 3. Although our GFNet is not the fastest,

Fig. 5 F-measure value of different evaluation thresholds.
In our experiment, we sample evaluation threshold with a
step of 0.05.

the improvement of detection performance is promis-
ing, as listed in Tab. 1, Tab. 2 and Tab. 3. Considering
the promising improvement of performance, a slight
increase in time consumption is negligible.
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Table 5 Experimental results of OBB and HBB task on DOTA datasets. OBB is the task-oriented leaderboard, and
HBB is the task-horizontal leaderboard. The short names for categories are defined as: PL-Plane, BD-Baseball diamond,
BR-Bridge, GTF-Ground field track, SV-Small vehicle, LV-Large vehicle, SH-Ship, TC-Tennis court, BC-Basketball court,
ST-Storage tank, SBF-Soccer-ball field, RA-Roundabout, HA-Harbor, SP-Swimming pool, and HC-Helicopter. The
symbol ∗ means that the model is re-implemented.

Methods mAP PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC
OBB

SSD [38] 10.59 39.83 9.09 0.64 13.18 0.26 0.39 1.11 16.24 27.57 9.23 27.16 9.09 3.03 1.05 1.01
YOLOv2 [45] 21.39 39.57 20.29 36.58 23.42 8.85 2.09 4.82 44.34 38.35 34.65 16.02 37.62 47.23 25.5 7.45
R-FCN [6] 26.79 37.8 38.21 3.64 37.26 6.74 2.6 5.59 22.85 46.93 66.04 33.37 47.15 10.6 25.19 17.96
FR-H [46] 36.29 47.16 61 9.8 51.74 14.87 12.8 6.88 56.26 59.97 57.32 47.83 48.7 8.23 37.25 23.05
FR-O [60] 52.93 79.09 69.12 17.17 63.49 34.2 37.16 36.2 89.19 69.6 58.96 49.4 52.52 46.69 44.8 46.3

R-DFPN [65] 57.94 80.92 65.82 33.77 58.94 55.77 50.94 54.78 90.33 66.34 68.66 48.73 51.76 55.10 51.32 35.88
R2CNN [23] 60.67 80.94 65.75 35.34 67.44 59.92 50.91 55.81 90.67 66.92 72.39 55.06 52.23 55.14 53.35 48.22
RRPN [38] 61.01 88.52 71.20 31.66 59.30 51.85 56.19 57.25 90.81 72.84 67.38 56.69 52.84 53.08 51.94 53.58
ICN [1] 68.20 81.40 74.30 47.70 70.30 64.90 67.80 70.00 90.80 79.10 78.20 53.60 62.90 67.00 64.20 50.20

RoI-Transformer [10] 69.56 88.64 78.52 43.44 75.92 68.81 73.68 83.59 90.74 77.27 81.46 58.39 53.54 62.83 58.93 47.67
DRN [40] 70.70 88.91 80.222 43.52 63.35 73.48 70.69 84.94 90.14 83.85 84.11 50.12 58.41 67.62 68.60 52.50

R2CNN++∗(R-NMS) 69.31 89.72 80.62 45.31 72.18 66.26 56.77 63.99 90.56 77.80 85.50 60.91 61.37 65.44 68.23 54.89
R2CNN++∗(GFNet) 71.58 90.25 83.31 51.94 77.12 65.47 58.21 61.53 90.65 82.14 86.12 65.33 63.91 70.56 69.49 57.69

HBB
SSD [31] 10.94 44.74 11.21 6.22 6.91 2.00 10.24 11.34 15.59 12.56 17.94 14.73 4.55 4.55 0.53 1.01

YOLOv2 [45] 39.20 76.90 33.87 22.73 34.88 38.73 32.02 52.37 61.65 48.54 33.91 29.27 36.83 36.44 38.26 11.61
R-FCN [6] 47.24 79.33 44.26 36.58 53.53 39.38 34.15 47.29 45.66 47.74 65.84 37.92 44.23 47.23 50.64 34.90
FR-H [46] 60.46 80.32 77.55 32.86 68.13 53.66 52.49 50.04 90.41 75.05 59.59 57.00 49.81 61.69 56.46 41.85
FPN [30] 72.00 88.70 75.10 52.60 59.20 69.40 78.80 84.50 90.60 81.30 82.60 52.50 62.10 76.60 66.30 60.10
ICN [1] 72.50 90.00 77.70 53.40 73.30 73.50 65.00 78.20 90.80 79.10 84.80 57.20 62.10 73.50 70.20 58.10

R2CNN++∗(Standard NMS) 74.32 90.05 80.99 55.68 70.58 71.95 75.11 78.13 90.70 80.15 85.79 59.25 62.25 75.34 78.47 60.28
R2CNN++∗(Soft NMS G) 75.03 89.41 82.25 56.75 71.82 72.46 74.97 78.47 90.64 81.37 85.88 62.73 63.14 76.86 78.24 61.22
R2CNN++∗(Soft NMS L) 75.15 89.57 82.43 56.54 71.69 72.45 74.83 78.54 90.67 82.23 85.06 63.41 63.23 76.71 78.43 61.44

R2CNN++∗(GFNet) 75.87 90.42 85.25 60.96 72.96 70.89 73.83 76.55 90.79 86.37 86.66 64.84 61.87 73.75 79.41 63.43

Sensitivity Analysis for Evaluation Thresh-
old. We conduct sensitivity analysis on the line-
level text detection dataset MSRA-TD500. By setting
different evaluation thresholds (IoU threshold), we
explore the sensitivity of the detection results gener-
ated by different NMS algorithms to the evaluation
threshold. Generally, the evaluation threshold is set
to 0.5 by default on evaluating text detection results.
But, it is not a very strict threshold value. Under
the threshold of 0.5 in evaluation, even if the pre-
diction of the text detector does not entirely cover
the whole text instance, it may be considered correct.
Generally speaking, a more stringent threshold can
better reflect the accuracy of detection results. There-
fore, to further compare the accuracy of the detection
results generated by different NMS algorithms, we
gradually increase the evaluation threshold with a
step of 0.05 to explore the change of F-measure val-
ues for different NMS algorithms. As shown in Fig. 5,
with the increment of evaluation threshold, the per-
formances of traditional NMS algorithms (including
Polygon NMS, Skew NMS, Locality-Aware NMS) all
drop rapidly. Compared with the conventional NMS
algorithms, the F-measure value of our GFNet does
not decrease significantly when the evaluation thresh-
old is less than 0.7. When the evaluation threshold is
set to 0.8, our GFNet still has 55.12% F-measure, out-
performing Locality-Aware NMS by 23.98% in terms
of F-measure. In addition, the curve corresponding to
our GFNet is always above the curve of the other
three methods (including Polygon NMS, Skew NMS,

Locality-Aware NMS), which fully proves that the
final detection boxes of our GFNet are more accurate
than the other three NMS algorithms.

Visual results. Fig. 4 shows some representa-
tive visual results of different NMS algorithms. For
detecting long texts, the direct regression-based text
detection method (e.g., EAST [75]) usually can’t pro-
duce an accurate detection box well covering the whole
text instance. In this case, traditional NMS algorithms
(including Polygon NMS, Skew NMS, Locality-Aware
NMS) can not effectively use the relation of these
dense detection boxes to further optimize the final
detection result. As shown in Fig. 4 (a)-(d), the
traditional NMS algorithm fail to deal with these
inaccurate detection boxes. In contrast, by learning a
graph-based fusion model, our GFNet can automati-
cally fuse detection boxes into accurate instance boxes,
as shown in Fig. 4 (d).

4.4 Object Detection in Aerial Images

To verify the effectiveness of our GFNet for general
multi-oriented object detection, we conduct experi-
ments on the popular aerial image dataset DOTA [59].
This dataset contains objects with a wide variety
of scales, orientations, and shapes. There are two
detection tasks for DOTA: horizontal bounding boxes
(HBB) and oriented bounding boxes (OBB). We
use the Python implementation of R2CNN++ [66]
(anchor-based), which uses the rotation non-maximum
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(a) Dense Boxes

(b) R-NMS

(c) GFNet

Fig. 6 Representative results on DOTA. The first row is the dense detection boxes generated by the network of R2CNN++
; the Second row is the result of rotation non-maximum suppression (R-NMS) for removing duplicate boxes; the Bottom
row is the detection results of our GFNet for fusing duplicate boxes. Apparently, our GFNet can significantly improve the
performance of objects with large sizes and arbitrary directions. Note, we only visualized some detection boxes of each
object with systematic sampling.

suppression (R-NMS) [66] by default to remove dupli-
cates. In addition, it can process OBB tasks and HBB
tasks at the same time. After we get dense detection
boxes generated by R2CNN++, we adopt different
NMS algorithms to remove duplicate boxes.

OBB Task. In this task, we compare our
GFNet with R2CNN++*(R2CNN++ equipped with
R-NMS). As listed in Tab. 5, our GFNet outper-
forms R-NMS by 2.27% in terms of mAP. And,
GFNet can further improves the performance of detec-
tor R 2CNN++ on OBB task compared with R-
NMS. With GFNet, the performance of R 2CNN++*
can reach 71.58% mAP, surpassing state-of-the-art
method DRN [40] with a great margin. Also, our
method (R 2CNN++(GFNet)*) outperforms RoI-
Transformer [10] by 2.02% in terms of mAP, and
outperforms RRPN [38] by 10.57% in terms of mAP.

HBB Task. In this task, R2CNN++ will gener-
ate abundant horizontal bounding boxes. We adopt
the Standard NMS, Soft NMS, and GFNet to process
these horizontal detection boxes in our experiments.
The detailed results are listed in Tab. 5, in which
“Soft NMS G” denotes Soft NMS with Gaussian
weighting and “Soft NMS L” denotes Soft NMS with

linear weighting. Specifically, our GFNet processing
still tops the rank. Our GFNet outperforms Stan-
dard NMS by 1.55% and outperforms Soft NMS with
linear weighting by 0.72% in terms of mAP. In addi-
tion, our method (R 2CNN++*(GFNet)) outperforms
ICN [1] by 3.37% in terms of mAP, and outperforms
YOLOv2 [45] by 36.67% in terms of mAP.

Visual results. Fig. 6 demonstrates some repre-
sentative detection results generated by R-NMS and
our GFNet. For large-scale objects, dense boxes gen-
erated by R2CNN++ is very inaccurate. In this case,
if we only perform duplicate removal as R-NMS, the
results are always unsatisfactory, as shown in the sec-
ond row of Fig. 6. In contrast, our GFNet can learn to
adaptively fuse these dense boxes in the same object
instance, generating more accurate detection results
even if the dense boxes generated by the detector are
not accurate, as shown in the third row of Fig. 6.

4.5 Weakness Analysis

As demonstrated in the above experiments, our
GFNet is robust to inaccurate dense boxes, which
extensively exist in the scenario of large-scale object
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detection. This is also verified by the state-of-the-
art performances of our method on MSRA-TD500
and DOTA (both two datasets consist of abundant
large objects in images). For very small objects, false
and missing detection are more likely to occur than
inaccurate detection boxes. In this case, GFNet may
also have poor performance. In addition, if the object
instances are too dense and close to each other,
our locality-aware clustering algorithm may produce
wrong clusters, which will lead to wrong detection
results. Therefore, in Tab. 5, the detection perfor-
mance of our GFNet on some objects detection is
degraded, such as small vehicles and ships in OBB task
or harbor and a large vehicle in HBB task.

5 Conclusions

In deep object detection, existing NMS methods via
simple intersection-over-Union (IoU) metrics tend to
underperform on multi-oriented and long size object
detection due to the degraded quality of dense detec-
tion boxes and not explicit exploration of the context
information. This paper presents a graph-based fusion
network named GFNet, for multi-oriented object
detection. Our GFNet is extensible and adaptively
fuse dense detection boxes to detect more accurate
and holistic multi-oriented object instances. Extensive
experiments on both public available multi-oriented
text datasets (including MSRA-TD500, ICDAR2015,
ICDAR2017-MLT) and multi-oriented object datasets
(DOTA) verify the effectiveness and robustness of our
method against general NMS methods. In the future,
we are interested in designing an end-to-end trainable
detection system based on our GFNet to improve the
practicability and efficiency of the method.
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