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Abstract Region-adaptive normalization (RAN) meth-

ods have been widely used in the generative adversarial

network (GAN)-based image-to-image translation tech-

nique. However, since these approaches need a mask

image to infer the pixel-wise affine transformation pa-

rameters, they cannot be applied to the general im-

age generation models having no paired mask images.

To resolve this problem, this paper presents a novel

normalization method, called self pixel-wise normaliza-

tion (SPN), which effectively boosts the generative per-

formance by performing the pixel-adaptive affine trans-

formation without the mask image. In our method, the

transforming parameters are derived from a self-latent

mask that divides the feature map into the foreground

and background regions. The visualization of the self-

latent masks shows that SPN effectively captures a sin-
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gle object to be generated as the foreground. Since the

proposed method produces the self-latent mask with-

out external data, it is easily applicable in the exist-

ing generative models. Extensive experiments on var-

ious datasets reveal that the proposed method signif-

icantly improves the performance of image generation

technique in terms of Frechet inception distance (FID)

and Inception score (IS).

Keywords Generative adversarial networks · im-

age generation · normalization · region-adaptive

normalization

1 Introduction

Generative adversarial network (GAN) [9] based on con-

volutional neural network (CNN) has led a series of

breakthroughs for various applications including image-

to-image translation [5, 14, 32, 51] and image inpaint-

ing [35,38,45]. However, due to the instability problem

during the training procedure, it is still a challenge to

produce high-quality images [37]. Since a goal of GAN

is discovering the Nash equilibrium of non-convex game

in the high-dimensional parameter space, GAN is sub-

stantially more complex and difficult to train compared

to networks trained by supervised learning [49]. To ad-

dress this issue, some papers [4,15,48] investigated novel

network architectures for discriminator and generator.

Although these methods can produce high-resolution

images on challenging datasets such as ImageNet [20],

they still have the fundamental problem related to the

training instability.

Instead of redesigning the network architecture, many

studies [10,18,25,27,31,34,43,49,50] attempted to pe-

nalize the discriminator for alleviating the training in-

stability problem. The spectral normalization (SN) [27]
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is the most widely practiced normalization technique.

In SN, the Lipschitz constraint is imposed by divid-

ing weight matrices of the discriminator with an ap-

proximation of their largest singular value. Gulrajani et

al. [10] proposed the gradient penalty that regular-

izes the gradient norm of straight lines, i.e. decision

boundaries, between the real and generated samples.

Since these normalization or regularization techniques

not only mitigate the training instability problem but

also effectively improve the GAN performance, most re-

cent works apply those techniques to their applications.

On the other hand, there are only a few attempts

to investigate the normalization technique for the gen-

erator. Radford et al. [33] proposed the GAN archi-

tecture called DCGAN and empirically proved that a

batch normalization (BN) [13] is effective for the gen-

erator. For a conditional GAN (cGAN) that focuses

on producing class-conditional images, Dumoulin et al.

[8] introduced a conditional batch normalization (cBN)

which performs different affine transformations accord-

ing to a given condition. Brock et al. [4] slightly modi-

fied cBN to infer the transforming parameters from not

only the given class but also the latent vector. In these

papers, they reveal that BN and cBN are more effec-

tive for the image generation task than other popular

normalization techniques such as instance normaliza-

tion (IN) [40] and layer normalization (LN) [3]. Hence,

most existing works adopt BN or cBN for the genera-

tor [4, 10,18,25,27,28,30,34,43,49,50].

Recently, some studies introduce region-adaptive nor-

malization (RAN) techniques [23,32,46] which perform

pixel-wise affine transformations. More specifically, these

methods employ the spatially-varying scaling and shift-

ing parameters which are derived from a given mask

image such as a semantic segmentation map. Although

they exhibit fine performance in the field of the image-

to-image translation, there is one major drawback: these

approaches assume that the dataset contains reference

and mask image pairs [32]. Therefore, the existing RAN

methods are not applicable to the general image gen-

eration task that does not have paired mask images.

For simplicity, in the remainder of this paper, we will

regard that GAN represents the image generation task.

Indeed, most current studies [4, 10, 18, 25, 27, 28, 30,

31,34,49,50] train the generative models using standard

datasets, e.g. CIFAR-10 [19], CIFAR-100 [19], and Im-

ageNet [7], built for a image classification task. Since

the image classification aims at classifying an object,

the images of those datasets have only a single object

as the foreground. Thus, a generative model trained on

those datasets produces the images having the single-

attributed foreground and the rest. Based on these ob-

servations, we expect that the RAN techniques can be

Table 1 Performance evaluation on CIFAR-10 dataset ac-
cording to the existing normalization methods. The bold
numbers indicate the best performance among the results.

BN [13] IN [40] LN [3]

FID 13.46±0.30 36.19±12.2 17.71±1.54
IS 7.77±0.02 6.35±0.19 7.48±0.12

applied to GAN if there is an extra data that discrim-

inates between the foreground and background. How-

ever, it is not possible to pre-build the pairs of gener-

ated and mask images because we cannot predict which

image will be generated.

To resolve this problem, this paper presents a novel

normalization method, called self pixel-wise normaliza-

tion (SPN), which performs pixel-adaptive affine trans-

formation without the external mask image. In the pro-

posed method, SPN produces a self-latent mask that

divides the input feature maps into the foreground and

background regions. Then, the intrinsic transforming

parameters of each region are inferred from the self-

latent mask. The proposed method is simple but sur-

prisingly effective for the image generation. To reveal

the superiority of the proposed method, we conduct

extensive experiments with various datasets including

CIFAR-10 [19], CIFAR-100 [19], LSUN [44], and tiny-

ImageNet [7, 42]. In addition, we conduct plenty of ab-

lation studies to prove the generalization ability of the

proposed method. Quantitative evaluations show that

the proposed method significantly improves the perfor-

mance of both GAN and cGAN in terms of Frechet in-

ception distance (FID) [11] and Inception score (IS) [37].

Key contributions of our paper are summarized as

follows:

– For the image generation task, we introduce a new

approach to carry out pixel-adaptive affine transfor-

mation without the external data. Specifically, we

propose a novel normalization method, called SPN,

which effectively boosts the generative performance.

– We demonstrate that SPN effectively improves the

performance of both GAN and cGAN. For instance,

the proposed method significantly improves FID and

IS on tiny-ImageNet dataset from 35.13 and 20.12

to 28.31 and 23.35, respectively.

– The proposed method can be easily implemented

to the existing state-of-the-art generators without

modifying the network architectures.

2 Preliminaries

Generative Adversarial Network. In the original

setting, GAN [9] is composed of the generator and dis-
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Fig. 1 Details of SPN. Given the intermediate feature maps, the self-latent masks are produced through few layers for each
channel. Based on each mask, the scaling and shifting parameters, i.e. γ and β, are estimated for each pixel. Since these
parameters are distinct in all spatial and dimensional positions, the proposed method performs the pixel-adaptive affine
transformation.

Fig. 2 Visualization of the self-latent masks. (a) Self latent
masks m. (b) Inverted masks m∗ corresponding to the above
m.

criminator. In general, both networks are trained simul-

taneously but their objectives are contrary: the gen-

erator is trained to generate visually plausible sam-

ples, whereas the discriminator is optimized to classify

real and generated ones. In order to improve the train-

ing stability and performance, many studies have been

done on reformulation of the objective function. For in-

stance, Mao et al. [24] built the objective function using

the least square errors, called least-square GAN (LS-

GAN), whereas Arjovsky et al. [2] introduced Wasser-

stein GAN (WGAN) that computes the loss value by

measuring the Wasserstein distance between the real

and generated samples. Another widely used objective

function is a hinge-adversarial loss [22].

On the other hand, cGAN, which aims at produc-

ing the class-conditional samples, has also been actively

studied [26,28,29]. In general, cGAN employs additional

conditional information, e.g. class labels or text condi-

tions, in order to control the data generation process.

By optimizing the objective functions for cGAN [26,28],

the generator can select the image class to be generated.

The reader is encouraged to review the conventional

GAN and cGAN techniques for more details.

Normalization for GAN. As mentioned in Section 1,

most existing works employ BN to their generators in-

stead of using other normalization techniques such as

IN [40] and LN [3]. To prove that BN is more suitable

for the GAN training, we compare the performance of

generative models trained with BN, IN, and LN. As de-

scribed in Table 1, the generator with BN outperforms

those adopting other normalization methods, and Ku-

rach et al. [21] also support this. Based on these ob-

servations, we design SPN for incorporating the advan-

tages of BN.

Region-Adaptive Normalization. The RAN meth-

ods [23, 32, 46] are widely used for the image-to-image

translation tasks, e.g. the image inpainting and the se-

mantic image synthesis. Unlike the earlier normaliza-

tion techniques such as BN and cBN, RAN requires

the external data containing information differentiated

by each pixel. They generally modulate the normalized

feature maps by using a region-specific affine transfor-

mation whose parameters are derived from the exter-

nal data. For example, Park et al. [32] estimate the

modulating parameters from the semantic segmenta-

tion mask. However, these approaches are not applica-

ble to the image generation task due to the absence

of the mask images paired with the generated images.

In other words, since the generator produces the im-

ages from the input random noise, it is hard to prepare

the paired mask image. To overcome the limitation of
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Fig. 3 The illustration of the affine parameter estimation
module which produces γ(j) and β(j) using m(j) and m∗(j).

the conventional RAN techniques, this paper presents

a novel form of intrinsic normalization method special-

ized to the image generation.

3 Proposed Method

Let x ∈ RB×H×W×C be a four-dimensional tensor where

B, H, W , and C indicate the size of mini-batch, height,

width, and channels, respectively.

3.1 Self Pixel-wise Normalization

Before presenting the proposed method, we briefly in-

troduce BN [13]. In BN, the input feature maps x are

normalized in a channel-wise manner and modulated

with the learned scaling and shifting parameters. More

specifically, the j -th channel of output feature maps

y(j) ∈ RB×H×W is computed as follows:

y(j) = γBN (j)

(
x(j)− E[x(j)]√

Var[x(j)]

)
+ βBN (j)

= γBN (j)x̂(j) + βBN (j),

(1)

where γBN (j) and βBN (j) indicate scaling and shifting

parameters of j -th channel, respectively, and x̂(j) ∈
RB×H×W is a normalized feature map. Since γBN (j)

and βBN (j) have the same value regardless of the pixel

location, it is not available to conduct spatially-varied

transformation on x̂(j).

In contrast to BN, we design SPN to vary x̂(j) with

respect to the pixel location. Figure 1 illustrates the

overall framework of SPN. In the proposed method, x

is normalized on a per-channel basis and modulated on

a per-pixel basis using the learned scaling and shift-

ing parameters. First, SPN produces self-latent masks

m ∈ RB×H×W×C which guide the network to infer the

pixel-wise transforming parameters. The key to gener-

ating m in an unsupervised manner is that the gener-

ator synthesizes images composed of two types: fore-

ground and background (see Section 1). That means, if

the network producesm that captures two-sided regions

well, the region-adaptive scaling and shifting parame-

ters could be derived from m.

Based on this hypothesis, SPN draws m by project-

ing x onto an embedding space and passing through the

sigmoid function. However, since the network is trained

without a target image, it is not predictable which part

of m will be activated. In other words, it is ambiguous

whether the active region in m is the foreground. To

avoid this issue, we adopt another mask m∗, called in-

verted mask, which is simply obtained by subtracting m

from one. Consequently, m and m∗ are complementary

to represent the two-sided regions. To clearly show the

role of m, we present an example of visualized masks.

In this example, we train the network on LSUN-church

dataset and select some channels in the last SPN layer.

As shown in Figure 2, without the help of the external

data, the network builds m which precisely separates

the foreground and background well. Therefore, by us-

ingm andm∗, the scaling and shifting parameters could

be estimated so as adaptive for each region.

To this end, we design an affine parameter esti-

mation module that infers the pixel-wise transforming

parameters. Since m and m∗ have different activation

maps for each channel, we derive the scaling and shift-

ing parameters for each channel independently. That

means, we employ the depth-wise convolution [12] to es-

timate the transforming parameters from the j -th chan-
nel of m and m∗. Specifically, this procedure can be

formulated as follows:

γ(j) = m(j)⊗ wγ1 (j) +m∗(j)⊗ wγ2 (j), (2)

β(j) = m(j)⊗ wβ1 (j) +m∗(j)⊗ wβ2 (j), (3)

where wγi (j) and wβi (j) represent different convolutional

weights for the j -th channel, and ⊗ is the convolution

operation. In addition, γ(j) and β(j) indicate the pixel-

wise scaling and shifting parameters for the j -th chan-

nel, respectively. Note that since γ(j) and β(j) are in-

ferred without affecting to other channels, the network

can learn the appropriate parameters by considering

the local characteristics in each channel. Figure 3 shows

how to derive the scaling and shifting parameters from

the each channel of m and m∗. As described in Fig-

ure 3, the proposed method could predict the adaptive

γ(j) and β(j) values for each pixel. Consequently, SPN

is formulated as

y(j) = γ(j)x̂(j) + β(j). (4)
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Fig. 4 The illustration of the conditional affine parameter es-
timation module which produces γc(j) and βc(j) using m(j)
and m∗(j).

This equation exhibits that x̂(j) is scaled and shifted

by the pixel-wise affine transformation, which allows

the generator to learn the region-specific features.

3.2 Conditional SPN

In the field of cGAN [4,26], cBN [8], which produces the

different affine transformation parameters according to

the given condition, is widely used. Recently, Brock et

al. [4] added the output of the fully-connected layer,

which receives the noise vector as input, to allow the

latent space to directly affect the affine transformation.

Specifically, this approach is mathematically equivalent

to adding a bias term derived from the noise vector to

the scaling and shifting parameters in cBN. Since it

shows better performance than the conventional cBN,

we design the conditional SPN based on the method

in [4].

In order to estimate the conditional γ(j) and β(j),

i.e. γc(j) and βc(j), we modify the two components of

SPN: the procedure of building the self-latent mask and

the convolution operation in the affine parameter esti-

mation module. First, when producing the self-latent

mask, we replace BN with cBN to embed the condition-

specific information. That means, we attempt to sepa-

rately predict the foreground and background regions

for each condition. Second, we employ a conditional

convolution (cConv) [36] in the affine parameter esti-

mation module. To provide the conditional information,

cConv generates the condition-specialized weights from

Table 2 Network architectures of the generator and discrim-
inator for 32 × 32 (top) and 128 × 128 (bottom) images. ∗
indicates where the proposed method is applied.

Generator Discriminator
z ∈ R128 ∼ N(0, I) RGB image

FC, 4× 4× 256 ResBlock, down, 128
ResBlock∗, up, 256 ResBlock, down, 128
ResBlock∗, up, 256 ResBlock, 128
ResBlock∗, up, 256 ResBlock, 128

BN, ReLU ReLU
3× 3 Conv, Tanh Global sum pooling

Dense, 1

Generator Discriminator
z ∈ R128 ∼ N(0, I) RGB image

FC, 4× 4× 512 ResBlock, down, 64
ResBlock, up, 512 ResBlock, down, 128
ResBlock, up, 512 ResBlock, down, 256
ResBlock∗, up, 256 ResBlock, down, 512
ResBlock∗, up, 128 ResBlock, down, 512
ResBlock∗, up, 64 ResBlock, 512

BN, ReLU ReLU
3× 3 Conv, Tanh Global sum pooling

Dense, 1

an embedding of class vector. Thus, owing to the con-

ditional information in cConv, we could produce the

γc(j) and βc(j) which have different values according

to the given condition. In addition, like the existing

method [4], we add the bias term derived from the

noise vector. Figure 4 shows how the proposed method

for cGAN estimates the conditional scaling and shifting

parameters from each channel of m and m∗.

4 Experiments

4.1 Implementation Details

Datasets. To show the superiority of the proposed

method, we conduct extensive experiments on the vari-

ous datasets: CIFAR-10 [19], CIFAR-100 [19], LSUN [44],

and tiny-ImageNet [42], which is a subset of ImageNet [7],

consisting of the 200 selected classes. Specifically, among

the various classes in LSUN dataset, we employ the

church and tower images to our experiments. The res-

olutions of CIFAR-10 and CIFAR-100 datasets are 32×
32, whereas images of LSUN and tiny-ImageNet datasets

are resized to 128×128 pixels. We use the hinge-version

loss as the objective function in all experiments, ex-

cept for the ablation studies in Table 7 of the main

manuscript. In addition, since all parameters in the dis-

criminator and generator including the proposed method

can be differentiated, we employ the Adam optimizer [17]
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Fig. 5 The illustration of the residual blocks. (a) A residual block in SNGAN. (b) A residual block (condition) in SNGAN.
(c) A residual block (condition) in BigGAN. (d) A residual block in the proposed method. (e) A residual block (condition) in
the proposed method.

Table 3 Quantitative evaluation on CIFAR-10 and CIFAR-100 datasets for GAN and cGAN. For a fair comparison, the
structures are identical except for the generator’s normalization technique.

GAN cGAN
Dataset SNGAN [27] Proposed SNGAN [27] BigGAN [4] Proposed

FID IS FID IS FID IS FID IS FID IS

trial1 13.81 7.79 12.29 7.90 10.26 8.06 9.36 8.09 7.83 8.28
trial2 13.29 7.76 11.98 7.94 10.37 8.02 9.62 7.97 7.83 8.35

CIFAR-10 trial3 13.29 7.76 12.20 7.94 10.01 7.99 9.38 8.02 7.51 8.41
[19] avg. 13.46 7.77 12.16 7.93 10.21 8.03 9.45 8.03 7.72 8.35

std. 0.30 0.02 0.16 0.02 0.18 0.03 0.15 0.06 0.18 0.06
trial1 17.76 8.08 15.57 8.36 14.62 8.68 13.13 8.88 9.34 10.68
trial2 17.93 8.08 15.59 8.26 14.39 8.62 13.20 8.89 10.44 9.28

CIFAR-100 trial3 17.55 8.05 15.36 8.39 14.85 8.80 13.01 8.87 9.90 9.47
[19] avg. 17.75 8.07 15.51 8.34 14.62 8.68 13.13 8.88 10.34 9.37

std. 0.19 0.02 0.13 0.07 0.23 0.10 0.10 0.01 0.40 0.10

and set the user parameters of Adam optimizer, i.e. β1
and β2, to 0 and 0.9, respectively.

For training CIFAR-10 and CIFAR-100 datasets, we

set the learning rate as 2e-4, and the discriminator was

updated 5 times using different mini-batches when the

generator is updated once. Also, we set a batch size of

the discriminator as 64 and trained the generator for

50k iterations. In our experiments, following the previ-

ous papers [27, 28, 30], the generator is trained with a

batch size twice as large as when training the discrimi-

nator. That means the generator and discriminator are

trained with 128 and 64 batch size, respectively. In con-

trast, for training LSUN-church, LSUN-tower, and tiny-

ImageNet datasets, we employ a two-time scale update

rule (TTUR) [11] where the learning rates of the gen-

erator and discriminator are set to 1e-4 and 4e-4, re-

spectively. In the TTUR technique, the discriminator

is updated a single time when the generator is updated

once. We set batch sizes of the discriminator and the

generator to 32. The network is trained for 300k iter-

ations on the LSUN-church and LSUN-tower datasets,

and 1M iterations on the tiny-ImageNet dataset. We

reduce the learning rate linearly over the last 50k itera-

tions for all datasets. All models are trained on a single

RTX 3090 GPU.

Network Architecture. To measure the effectiveness

of the proposed method, like the state-of-the-art stud-

ies [4, 28, 30, 47], we design the generator and discrim-

inator following the strong baselines, i.e. SNGAN and

BigGAN [4, 27]. More specifically, we adopt the gener-

ator and discriminator architectures constructing with

multiple residual blocks as our baseline models. To train

the networks, we replace the conventional normaliza-

tion techniques of the residual block in the generator

with the proposed method. Figure 5 shows the detailed

architectures of the residual blocks in the conventional

and proposed methods. The generator and discrimina-

tor architectures in StyleGAN [16] are also widely used

to evaluate GAN performance, but only cover GAN,
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Table 4 Comparison of GAN performance on LSUN dataset
in terms of the FID.

Dataset
SNGAN

Proposed
[27]

trial1 8.16 6.72
trial2 7.83 7.02

LSUN-church trial3 8.22 6.98
[44] avg. 8.07 6.91

std. 0.21 0.16
trial1 12.42 10.52
trial2 12.29 11.65

LSUN-tower trial3 12.54 11.00
[44] avg. 12.42 11.06

std. 0.12 0.57

not cGAN. Therefore, to show the effectiveness of the

proposed method in both GAN and cGAN, we decide

not to use StyleGAN-based generator and discriminator

architectures.

For training CIFAR-10 and CIFAR-100 datasets the

spectral normalization (SN) [27] is only used for the dis-

criminator, whereas the SN is applied to both genera-

tor and discriminator for training LSUN-church, LSUN-

tower, and tiny-ImageNet datasets. In the discrimina-

tor, the feature maps are down-sampled by utilizing

the average-pooling after the second convolution. In the

generator, the up-sampling (a nearest-neighbor interpo-

lation) operation is located before the first convolution.

Descriptions of the network architectures for the gener-

ator and discriminator are described in Table 2. To train

the network in the conditional GAN (cGAN) frame-

work, following the most representative cGAN scheme,

we add the conditional projection layer in the discrim-

inator [28].

Evaluation metrics. We employ the most popular as-

sessments, FID [11] and IS [37], which evaluate how ‘re-

alistic’ the generated image is. In particular, the FID

computes the Wasserstein-2 distance between the dis-

tributions of the generated and real samples, i.e. Pg
and Pr, in the feature space of the Inception model [39].

The generated samples with better quality have lower

FID. On the other hand, the IS measures the KL di-

vergence between the conditional and marginal class

distributions. Salimans et al. [37] demonstrated that it

is strongly correlated with the subjective human judg-

ment of image quality. In contrast with the FID, the

better the quality of the generated image, the higher the

IS. In our experiments, we randomly generate 50,000

samples and compute the FID and IS using the same

number of the real images.

Fig. 6 The learning curves showing the performance growth
of the FID (top) and IS (bottom) over the training iteration.

Table 5 Comparison of cGAN performance on tiny-
ImageNet dataset in terms of the FID and IS.

Model
tiny-ImageNet [7, 42]

FID IS

SNGAN [27] 35.42 20.52
BigGAN [4] 35.13 20.23
Proposed 28.31 23.35

4.2 Experimental Results

Following the state-of-the-art studies [4,28,47], we em-

ploy a strong baseline called spectrally normalized GAN

(SNGAN) [27], which is widely used to this day; we

only replace the normalization in the generator with

the proposed SPN and do not alter the architecture of

the discriminator. For cGAN, specifically, BigGAN [4]

is a SNGAN-like structure in which noise is additionally

input to the residual block. Thus, in the cGAN scheme,
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Fig. 7 Samples of the generated images using the proposed method on LSUN-church, LSUN-tower, and tiny-ImageNet
datasets.

Table 6 When adopting BN or SPN, the generative perfor-
mance on CIFAR-10 dataset and number of network parame-
ters and FLOPs. † means a channel-increased model so as to
match the computational cost of the proposed method. Here,
M/B indicates million/billion (106/109), respectively.

SNGAN SNGAN† Proposed

FID 13.46±0.30 13.61±0.24 12.16±0.16
IS 7.77±0.02 7.74±0.05 7.93±0.02

#Param. 4.07M 4.53M 4.52M
#FLOPs. 1.59B 1.79B 1.79B

we compare the performance of the proposed method
with those of SNGAN and BigGAN.

To demonstrate the effectiveness of the proposed

SPN, we conduct the preliminary experiments of the

image generation task on CIFAR-10 and CIFAR-100

datasets. Table 3 summarizes the comprehensive results

obtained by applying the conventional and proposed

methods, and the bold numbers indicate the best per-

formance among the results. As shown in Table 3, on

both CIFAR-10 and CIFAR-100 datasets, SPN consis-

tently achieves the better performance than its coun-

terpart in terms of FID and IS. These results reveal

that using SPN is more effective than utilizing BN in

the generator. In addition, in the cGAN framework,

the proposed method outperforms the current state-of-

the-art methods, i.e. SNGAN and BigGAN, by a large

margin in all the datasets. For instance, on CIFAR-

100 dataset, the proposed method achieves the FID of

10.34, which is about 29.27% and 21.25% better than

SNGAN and BigGAN, respectively.

Table 7 Performance of the proposed method with differ-
ent configurations on CIFAR-10 dataset. We change the ker-
nel size of the convolution in the affine parameter estimation
module and the number of channels of m. Also, ∗ indicates
the case of employing the standard convolution instead of the
depth-wise convolution.

Kernel size
#Ch.

FID IS
of m

1× 1 c 12.26±0.29 7.82±0.01
3× 3 c 12.16±0.16 7.93±0.02
5× 5 c 12.26±0.35 7.99±0.03
3× 3 1 12.76±0.28 7.88±0.05
3× 3 c∗ 67.09±8.69 5.57±0.09

To ensure the ability of SPN when producing im-

ages in challenging datasets, we employ LSUN-church

and tower datasets for GAN. As shown in Table 4, the

proposed method effectively improves the GAN perfor-

mance on LSUN-church and tower datasets. Further-

more, to evaluate the effectiveness of conditional SPN,

we train the network using the tiny-ImageNet dataset.

In our experiments, to show the effectiveness of condi-

tional SPN more reliably, we further present the FID

and IS curves exhibiting the performance growth on

tiny-ImageNet over the training iteration in Figure 6.

As we can see, the proposed method consistently out-

performs the conventional methods, i.e. SNGAN and

BigGAN, during the training procedure. The final FID

and IS values are summarized in Table 5. Based on these

results, we conclude that the proposed method is effec-

tive to significantly improve the performance of cGAN

as well as GAN. On the other hand, Figure 7 shows the
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Table 8 Performance evaluation of the conventional and
proposed methods with/without the bias term on CIFAR-
10 (top) and CIFAR-100 (bottom) datasets. The bold and
underlined numbers indicate the best and the second-best
performance among the results, respectively.

Method Bias FID IS

cBN 10.21±0.18 8.03±0.03
ccBN X 9.45±0.15 8.03±0.06

cSPN (ours)
7.88±0.09 8.28±0.02

X 7.72±0.18 8.35±0.06

Method Bias FID IS

cBN 14.62±0.23 8.68±0.10
ccBN X 13.13±0.10 8.88±0.01

cSPN (ours)
11.06±0.19 9.28±0.06

X 10.34±0.40 9.37±0.10

samples of the generated images. As we can see, the

proposed method is effective to synthesize the images

with complex scenes. These overall results indicate that

SPN and conditional SPN can generate visually pleas-

ing images on challenging datasets.

4.3 Ablation Studies

Indeed, SPN employs slightly more network parame-

ters to build the self-latent mask and to predict the

affine transformation parameters. Thus, for SPN to be

practically used, it needs to achieve a fine trade-off be-

tween improved performance and increased computa-

tional cost. To explain the efficiency of SPN clearly,

we compare the number of network parameters and

floating operations (FLOPs) of the conventional and

proposed methods. As shown in Table 6, the proposed

method replacing 6 BNs of SNGAN with SPNs uses

additional parameters of 0.05M and FLOPs of 0.20B;

the proposed method marginally increases the compu-

tational complexity. One may anticipate that the in-

creased number of computational cost results in im-

proving the performance. To alleviate this issue, we con-

duct ablation study that equalizes the computational

cost of the generator. More specifically, we increase the

number of output channels in the generator of SNGAN

so as to match the computational requirement. As de-

scribed in Table 6, this variation does not contribute

to any noticeable performance improvement. Thus, we

believe that the performance improvement is caused by

the spatially varied transformation, not by the addi-

tional computational cost.

In order to show the generalization ability of SPN,

we conduct some ablation studies of the detailed com-

ponents in the proposed method. Table 7 lists the per-

formance of variations of the proposed SPN. First, we

Table 9 Performance evaluation in different loss settings on
CIFAR-10 dataset.

Loss
SNGAN Proposed

function

CE [9]
FID 17.41±0.64 15.13±1.25
IS 7.52±0.02 7.65±0.11

LSGAN [24]
FID 20.57±0.83 18.74±0.45
IS 7.17±0.02 7.42±0.04

Table 10 Performance comparison of the conventional and
proposed methods with/without the spatial attention (SA)
technique on CIFAR-10 dataset.

Model
SA

FID IS
[41]

SNGAN
13.46±0.30 7.77±0.02

X 13.67±0.24 7.76±0.04

Proposed
12.16±0.16 7.93±0.02

X 11.73±0.17 7.99±0.03

vary the convolutional kernel size acting on m and m∗.

It hurts the performance to use a kernel size of 1×1 since

it cannot utilize the local context information of the

masks. Meanwhile, a kernel size of 5 × 5 shows similar

performance to the 3×3 kernel. Thus, in the rest of our

experiments, we adopt the kernel size of 3×3 for compu-

tational efficiency. On the other hand, to show the va-

lidity of producing an independent mask for each chan-

nel, we measure the performance of the model trained

with m having a single channel. As summarized in Ta-

ble 7, the single channel mask degrades performance

since it has insufficient variations to derive the proper

transformation parameters for each channel, i.e. γ(j)

and β(j). In addition, instead of using the depth-wise

convolution, we apply the standard convolution to m

having c channels to estimate the transforming param-

eters. However, this model fails to train since there are

too many parameters in the normalization layer; it is

hard to train stably because of an imbalance between

the generator and discriminator.

In the conditional SPN (cSPN), we employ the noise

vector to produce the bias term for γc(j) and βc(j).

To show the effectiveness of the bias term, we conduct

ablation studies that compare the performance of the

network trained with/without the bias term. The ex-

perimental results are summarized in Table 8. As we

can see, the bias term slight improves the performance

of the proposed cSPN on both CIFAR-10 and CIFAR-

100 datasets. These results indicate that the bias term

derived from the latent space can encourage the perfor-

mance improvement. It is worth noting that the pro-

posed method without the bias term still outperforms

the conventional methods, i.e. cBN and ccBN. That
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Fig. 8 Python code of the proposed SPN. This is imple-
mented in the Tensorflow and Keras API.

means even someone builds the generator that is dif-

ficult to provide the bias term to cSPN, the network

would achieve the better performance than the existing

normalization methods.

Furthermore, we conduct additional experiments in

which the networks are trained with two different objec-

tive functions: the function based on the cross-entropy

(CE) theorem and the function proposed in the least

square GAN (LSGAN) paper [24]. As shown in Ta-

ble 9, the proposed method exhibits the performance

improvement steadily even with various loss functions.

These results reveal that the proposed method can be

effectively applied to the conventional GAN without

considering experimental settings such as the adversar-

ial loss function.

One might perceive that the proposed method is

similar to the technique that directly feeds spatial at-

tention to the feature map. However, while the existing

spatial attention methods are additionally applied after

the convolutional layer, SPN is an improved normaliza-

tion algorithm. Therefore, the proposed method is a dif-

ferentiated technique that can be used together with the

spatial attention method. To prove this claim, we con-

duct experiments that train the network with/without

the well-known spatial attention (SA) technique [41].

As presented in Table 10, the generator trained with SA

shows analogous performance to that trained without

SA. In contrast, the proposed method slightly improves

the generative performance when using SA. Based on

these results, we expect that further improvement can

be achieved by designing a new SA technique fitting

well with the proposed method.

5 Analysis and Discussion

Why does SPN work better? A short answer to this

question is that SPN is better to provide the region-

specific features than the conventional normalization

methods. Indeed, while BN [13] is an essential piece

in almost all generators, it cannot embed the spatially

varied information since it employs the same scaling

and shifting parameters for all pixels. In other words,

when using BN, the convolutional layer should learn

the region-specific features itself. However, this work is

quite taxing on the convolutional layer due to the ab-

sence of the external guidance. In contrast, since SPN

allows the intrinsic pixel-wise affine transformation, the

proposed model could produce the spatially adaptive

features in the normalization procedure. That means

it can offload the burden of the convolutional layer.

Therefore, SPN and convolutional layer have a syner-

gistic effect to derive the features appropriate for each

region, which can remarkably improve the generative

performance. We present the simply abbreviated code

for SPN on the Tensorflow [1] platform. The code using

the Keras API [6] is presented in Figure 8.

Furthermore, we theoretically analyze the proposed

method. In fact, SPN is related to and generalized to

several existing normalization methods. First, when re-

placingm(j) with the spatially-invariant constant value,

we arrive at the form of BN since all values in γ(j) or

β(j) are same. Similarly, we can make the form of LN [3]

by replacing m with the scalar value. Unlike the previ-

ous normalization methods in which some or all of m

is uniform, the proposed SPN generates the spatially

adaptive m for each input feature map. Again, m is an

internally produced self-latent mask for the feature it-

self. Hence, the proposed method is more suitable for

the image generation.

Limitations. Despite the significant improvements, SPN

still faces with one confusion: the propsoed method is

designed with an assumption that the generated images

contain a single object and background. That means we

do not consider applying SPN to the image-to-image

task that synthesizes the images having multiple ob-

jects with different classes. Thus, we believe that future

investigation should be required to employ SPN to the

image-to-image translation technique.

6 Conclusion

In this paper, we introduce a novel normalization tech-

nique, called SPN, adopted for the generator of both

GAN and cGAN schemes. The proposed method per-

forms the pixel-adaptive affine transformation with only

feature-intrinsic data. Without a complex modification,

our technique is simply applied to the existing models

by replacing the conventional normalization. We vali-

date the superiority of SPN with visualization of its self-

latent masks and the extensive experimental results. In

addition, we further investigate the proposed method

in its broad aspects with ablation studies. Therefore,



Image Generation with Self Pixel-wise Normalization 11

it is expected that our method is applicable to various

GAN-based applications.
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