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Abstract
Sentiment Analysis is a method to identify, extract, and quantify people’s feelings, opinions, or attitudes. The wealth of online
data motivates organizations to keep tabs on customers’ opinions and feelings by turning to sentiment analysis tasks. Along with
the sentiment analysis, the emotion analysis of written reviews is also essential to improve customer satisfaction with restaurant
service. Due to the availability of massive online data, various computerized methods are proposed in the literature to decipher
text sentiments. The majority of current methods rely on machine learning, which necessitates the pre-training of large datasets
and incurs substantial space and time complexity. To address this issue, we propose a novel unsupervised sentiment classification
model. This study presents an unsupervised mathematical optimization framework to perform sentiment and emotion analysis of
reviews. The proposed model performs two tasks. First, it identifies a review’s positive and negative sentiment polarities, and
second, it determines customer satisfaction as either satisfactory or unsatisfactory based on a review. The framework consists of
two stages. In the first stage, each review’s context, rating, and emotion scores are combined to generate performance scores. In
the second stage, we apply a non-cooperative game on performance scores and achieve Nash Equilibrium. The output from this
step is the deduced sentiment of the review and the customer’s satisfaction feedback. The experiments were performed on two
restaurant review datasets and achieved state-of-the-art results. We validated and established the significance of the results
through statistical analysis. The proposed model is domain and language-independent. The proposed model ensures rational
and consistent results.
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1 Introduction

Sentiment analysis is a subfield of Natural Language
Processing (NLP) that focuses on the automated analysis of
human sentiments [1]. It is possible to examine and categorize
a person’s emotions using sentiment analysis. We can learn
about people’s feelings by analyzing their comments, criti-
cism, and reviews. These feelings or opinions can be classified
as positive, negative, or neutral. In recent years, there has been
a significant increase in sentiment analysis and opinion min-
ing research, making this a highly researched area [2].
Analyzing sentiments can prove helpful in social media

monitoring, brand tracking, help desk software, and feedback
analysis. Today’s businesses use data analysis to enhance the
performance and quality of their products and, as a result, to
compete in a crowded market. Sentiment Analysis is a method
to get insight into a customer’s positive or negative reaction to
a product, service, or support interaction. Automatically ana-
lyzing customer sentiments from social media, reviews, and
surveys can help companies refine their offerings and make
smarter business decisions. Similarly, sociologists, psycholo-
gists, and politicians use sentiment analysis to learn more
about societal movements, attitudes, and ideological biases,
as well as to predict public opinion and evaluate public sup-
port. Thus, sentiment analysis is an indispensable step toward
data analysis.

1.1 Need for sentiment analysis

The vast volume of content published daily on several social
networking sites necessitates automated solutions for manag-
ing and identifying opinions. Manually analyzing the
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sentiments can be highly tedious and sometimes impossible
due to the sheer volume of data [3]. As a result, various sen-
timent analysis algorithms and techniques have been devel-
oped. Sentiment analysis is a powerful marketing technique
since it helps businesses learn more about their customers’
feelings about their products and services. Brand recognition,
consumer satisfaction, the effectiveness of marketing, and
general product acceptance are all positively impacted by it.
Improving product and brand recognition can also be accom-
plished by studying consumer psychology. However, good
customer service can also convince customers to purchase
products from a company, even if they are experiencing prod-
uct downtime or other issues. Knowing that sentiments drive
customer decision-making and that emotions help product
managers to improve their customer service strategies.
Numerous opinion mining researches examined unstructured
text data, including customer reviews, blogs, tweets, news,
and online reviews [4].

Nevertheless, there are still issues to be resolved. There has
been comparatively limited study of the emotional resonance
of customers’ written comments. Emotion detection can pick
up moods like happiness, regret, anger, and sadness.
Understanding a consumer’s feelings about a situation is es-
sential to provide commendable service.

Therefore, examining the reviews’ emotions is equally cru-
cial as analyzing their sentiment orientations. In the proposed
work, we comprehend the textual feedback and tag sentiments
as positive or negative. We also gauge emotions behind a
review and classify whether the customers are satisfied with
the service of the restaurant or not. Interested customers can
use this decision assistance system to analyze online product
comments and choose the most practical and reliable alterna-
tive. Companies can use the proposed system to analyze con-
sumer satisfaction with their products and services and modify
their manufacturing processes, operational activities, or mar-
keting plans accordingly. Therefore, there is an urgency to
perform sentiment analysis.

1.2 Leveraging e-commerce statistics to gauge public
sentiment

During the Covid-19 pandemic, online purchasing grew dra-
matically with increased internet usage [5]. As per a recent
survey,1 14% of consumers altered their buying habits by
increasing their online spending. Also, 56% of consumers
boosted their online expenditures (Fig. 1). Figure 22 shows
the different categories of products in which online shopping

was enhanced. Extensive shopping was done in the domain of
clothing, food & drinks.

As online shopping increased in the past decade, the same
trend also followed in online food ordering. Figure 3 illus-
trates the upward trend in restaurant delivery and online
takeaways over the last seven years. Another factor for this
exponential increment is that the online system made cus-
tomers’ lives easier. It is observed that around 82% of food
delivery orders were placed from home, and 16% of orders
were placed from the workplace. In the proposed work, we
analyze the restaurant reviews and categorize them as either
positive or negative sentiments. Most online shoppers exam-
ine product reviews before making a purchase decision. The
most common questions shoppers seek are which products are
popular, which features are high quality, etc. So, customer
satisfaction is essential for a company to boost its sale.
Customer satisfaction is a consumer’s view or sentiment about
the gap between expectations and reality. Many customers
express their opinion in online reviews such as TripAdvisor,
Yelp, etc. Only a few restaurants use customer satisfaction
analysis. Product, nutrition, and food preparation information
are typically used to gauge restaurant customer satisfac-
tion [6, 7]. Customer satisfaction surveys in restaurants
are still comparatively less. In the proposed work, we
classify the service of a restaurant as satisfactory or un-
satisfactory based on reviews.

This paper proposes a game theory and MCDM-based op-
timization approach to maximize the accuracy and efficiency
of sentiment analysis of subjective context. We created a nov-
el decision-making system that labels each review with a sen-
timent polarity based on written reviews and classifies cus-
tomer satisfaction. To the best of our knowledge, this is the
first attempt to employ an optimization approach to tackle
research in sentiment analysis.

1.3 Research problem

This study intends to create a framework that accomplishes
two tasks. First, to improve the accuracy of assessing senti-
ment orientation of feedback. Second, perform an emotional
analysis of a review to examine customer satisfaction with the
restaurant’s services. To work on the mentioned research
problem, we laid down the following objectives:

1) To propose an unsupervised sentiment analysis system
that makes it easier for customers to make purchasing
decisions in critical situations without prior training.

2) To enhance the accuracy of the sentiment tagging algo-
rithm for sentiment identification.

3) To propose a model that is language and domain
independent.

4) To propose an efficient system in terms of space and time
complexity.

1 https://www.namogoo.com/resources/ebook/how-covid-19-online-
shopping-habits-are-shaping-the-customer-journey/
2 https://www.statista.com/statistics/1191958/india-number-of-annual-online-
shoppers/
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1.4 Contributions

The contributions and novelties of the study are given below:

1) To the best of our knowledge, this is the first study to
perform sentiment classification of restaurant reviews by
combining MCDM and game theory. This research as-
sesses the suitability of coupled MCDM and game
models for NLP applications like sentiment analysis of
English text.

2) We propose a sentiment tagger that assigns an appropriate
sentiment tag to each review. We also emotionally tag
customer satisfaction for a review by analyzing textual
feedback. We use star ratings and reviews’ textual feed-
back to classify sentiment into two classes on English
review datasets.

3) The proposed model employs optimization techniques for
sentiment analysis of English text to maximize accuracy

while minimizing time and space complexity. Since the
proposed model is unsupervised, it is domain and
language-independent and can be applied to any low-
resource language dataset with minimal adjustments.

4) We also examined and established the statistical signifi-
cance of the proposed framework. Statistical performance
indicators are studied and applied to the proposed model
to determine its effectiveness and provide state-of-the-art
performance.

1.5 Organization

The structure of a paper can be summarised as follows:We go
over the fundamentals of sentiment analysis, MCDM, and
game theory in Section 1. Section 2 summarises previous re-
search in sentiment analysis and game theory. Section 3 dis-
cusses the preliminaries related to the proposed algorithm.
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Section 4 contains the proposed algorithm for sentiment ana-
lysis. We evaluate the proposed model against competing
methods on two restaurant review datasets in Section 5. We
also validated results using statistical significance. In Section
6, we discuss the advantages and disadvantages of the pro-
posed algorithm. In Section 7, we summarise key findings and
recommend future directions.

2 Literature review

This section discusses prior sentiment analysis work in
chronological order. García-Pablos et al. [8] created unsu-
pervised W2VLDA, which is based on topic modeling and
can classify the polarity of people’s opinions. Donadi [9]
introduced tensor-based sentiment analysis for the German
language. Vashishtha & Susan [10] introduced a fuzzy-
based approach for sentiment analysis that incorporates
Natural Language Processing (NLP) and Word Sense
Disambiguation (WSD). For aspect-level sentiment ana-
lysis, Song et al. [11] developed an attention-based extend-
ed short-term memory network that incorporates sentiment
lexicon embeddings into its architecture. Attention-based
Point Network (AttPNet) is a revolutionary sentiment ana-
lysis model suggested by Yang et al. [12].

Rani and Lobiyal [13] found sentiment polarity and ad-
vised statistical and knowledge-based ways to develop Hindi
stop word lists. An attention-based approach was created by
Pandesenda et al. [14] to address the issue of using NLP for
online reviews. Recurrent Memory Neural Network
(ReMemNN) was implemented by Liu et al. in 2020 [15]
and evaluated on various datasets, including three English

and four Chinese datasets from various sources. Basiri et al.
[16] suggested a bidirectional neural network design to ad-
dress the drawbacks of LSTMs and gated recurrent units
(GRUs) for sentiment analysis. A knowledge-enabled BERT
model for aspect-based sentiment analysis was created by
[17]. The Game theory-based opinion leader detection
(GOLD) approach for coalitions of opinion leaders was pro-
posed by L. Jain et al. [18]. Regression analysis and sentiment
analysis, specifically Term Frequency-Inverse Document
Frequency (TF-IDF), were utilized by Mee et al. [19] for sen-
timent analysis. An integrated framework that integrates sen-
timent analysis and multi-criteria decision-making methods
was employed by Heidary Dahooie [20]. The performance
of attention-based models based on RNNs in various senti-
ment analysis situations was examined by Perikos et al. [21].
Ileri and Turan [22] used a neural network for sentiment ana-
lysis, and the model’s accuracy was roughly 85%. To capture
the critical features of the dataset in the word embedding layer
of sentiment classification deep learning algorithms, Duy
Ngoc a Nguyen et al. [23] advocated embedding information
in the ontology.

To forecast sentiment analysis using deep learning, De
Oliveira Carosia et al. [24] applied investment methods to
the Brazilian stock To forecast sentiment analysis using deep
learning. For Twitter accounts, unsupervised sentiment ana-
lysis techniques were developed [25]. Aspect-based sentiment
analysis was performed using Latent Dirichlet Allocation
(LDA) techniques [26]. Zhang et al. [27] proposes a modal
that analyses sentences syntactically and semantically on
SemEval 2014 dataset. Jain et al. [3] presents machine learn-
ing techniques for consumer sentiment analysis on tourism
datasets. A convolutional graph network based on SenticNet
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that took advantage of the emotional dependencies of the sen-
tence depending on the particular aspect was developed by
Liang et al. in 2022 [28].

Peng et al. [29] introduced BERT Post Training (BERT-
PT) to fine-tune the CGBN model for sentiment analysis
based on aspects. Zhang et al. [30] proposed ICDNmultimod-
al for sentiment analysis. Gu et al. [31] proposed the IA-
HiNET network for sentence-level sentiment analysis. Chiha
et al. [32] presented framework for aspect and sentence level
sentiment classification using techniques involving deep
learning and fuzzy logic. Swathi et al. [33] presented TLBO
and LSTMmodels for stock price prediction using the Twitter
dataset. Wu et al. [1] proposed the DVA-BERT model for
sentiment analysis which outperforms the BERT model. Wu
et al. [34] proposed a framework for hotel selection based on
the OVO-SVM algorithm and Word2Vec. Li et al. [35] con-
ducted sentiment analysis on MOOCs platforms.

This paper introduces an innovative implementation of an
unsupervised method based on optimization techniques. The
integrated MCDM and non-cooperative game model are used
to evaluate text sentiment.

2.1 Research gap

Previous researches demonstrate supervised, semi-supervised
and unsupervised approaches for sentiment analysis.
However, they have their limitations, as given below:

Machine learning (ML) techniques offer superior classifi-
cation precision and accuracy. However, they also have sig-
nificant limitations, such as they are time-consuming, domain-
dependent, and requiring human intervention and information
labeling. ML approaches like SVM and ANN are also used for
sentiment classification. SVM performs poorly when there are
more characteristics than samples and fails to work when there
is no probabilistic reason for the classification. On the con-
trary, ANN requires a lot of training time and a massive
dataset. Deep learning algorithms for sentiment analysis, in-
cluding DNN, CNN, and RNN, are more straightforward than
other models. However, they take longer to train because of
their sophisticated design, high computational cost, and
overfitting issues [16, 36–39].

Semi-supervised methods like generative, co-training, and
graph-based methods are also used for sentiment analysis.
However, classification problems do not work well with gen-
erative approaches. Co-training methods are unsuitable for
datasets with only one feature sensitive to noise. Graph-
based approaches depend on the structure and weights of
edges and do not work well if the graph does not fit the task.
Hybrid methods require less time but lack reliability and pre-
cision [36, 37, 40, 41].

Unsupervised approaches for sentiment analysis include
hierarchical and partitionmethods. Due to the high computation
cost, hierarchical algorithms are not ideal for massive datasets
[74–79]. Partition methods are relatively scalable and straight-
forward but have poor accuracy and stability and are sensitive
to noisy data. The lexicon-based approaches do not need infor-
mation labeling but depend upon the domain, need powerful
linguistic resources, and have low precision [36, 37]. Various
studies used MCDM and game theoretic models to propose
recommender systems [42, 80]. But till now, none of the studies
employ the application of a mathematical optimization model
to perform sentiment analysis of reviews.

2.2 How the proposed model is different from others?

In the proposed work, we designed an unsupervised mathemat-
ical framework to identify the sentiment of a review. We also
compute the emotion score of a review and examine customer
satisfaction feedback. In the proposed work, we comprehend
the implicit information from textual feedback of reviews and
convert them into numerical values called context scores. We
use ratings, context scores, and emotional scores of written
feedbacks for further processing. MCDM proved beneficial in
combining context, rating, and emotions scores to calculate
performance scores of reviews. Games are played on perfor-
mance scores of reviews to assign the sentiment tag to a given
review. The proposed model produced state-of-the-art results.
Unlike supervised methods, the proposed model abstains from
training massive datasets and thus is faster and domain inde-
pendent. In the proposed model, we convert textual comments
to context scores, thus eliminating the dependency on the lan-
guage of the reviews. The model can perform sentiment ana-
lysis of reviews in any language with minimal alterations.
Preliminaries of MCDM and Game Theory are discussed in
Section 3. The proposedwork is discussed in detail in Section 4.

3 Preliminaries

3.1 Game theory

Von Neumann and Morgenstern (2007) introduced game the-
ory to build a mathematical framework capable of simulating
decision-making fundamentals in interactive scenarios
[43, 44]. Game theory is described as a set of situations in
which each player must consider the actions of other players
to make sensible judgments [45]. All players are assumed to
be rational. The action is determined by other players’ actions
[43]. In interactive decision situations, game theory provides
predictive power. We create and evaluate complicated
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interactions involving decision-makers,3 such as financial
market investors, supply-chain businesses, and governments
with competing interests [43, 46].

τ = < N, (S), (u)>, A game is represented as Γ = 〈N, (Si),
(ui)〉, where N = Number of players, (Si) = Set of strategies,
and (ui) = Payoffs. A game has the following components:

& Players: Participants in a gamewho aim tomaximize their
payoffs.

& Strategy profile: A set of players’ actions is known as a
strategy profile. The game’s strategy profiles of players
are displayed simultaneously bym* ¼ m*

1;m
*
2; ::…

�
……

……;m*
i g the action sets for ith player’s plays in the game.

The strategy profile of opponent players is m*
−i ¼

m*
1;m

*
2;……m*

i−1……m*
i

� �
.

& Payoff: The payoff of player receives after arriving at a
particular outcome. The payoff can be in any quantifiable
form.

& Outcome: The participants determine an ideal approach
for each action.

& Best Response: The best response function (br) of each
player is the best reaction he can make to a specific action:
bri m−ið Þ ¼ mi∈Ai : ui miðf ;m−iÞ≥ui mk

i ;m−i
� �

;∀mk
i ∈Aig

& Nash Equilibrium: The Nash equilibrium is a decision-
making principle that states players can achieve the de-
sired outcome by not deviating from their initial strategy.
It is one of the game’s best responses. i.e., if m∗ is a Nash
equilibrium⇒mi

∗ ∈ bri(m−i
∗).

Alternatively, Nash equilibrium⇒Intersection of the best
responses of players. Along with the above components, some
strategies are essential to solve any game under game theory.

Strongly dominated strategyA dominant strategy is a strategy
that consistently generates the best outcome for a player re-
gardless of what other players are doing. Every strongly dom-
inant strategy implies Nash equilibrium and thus the best re-
sponse. In a two-player game, (A, B) ∈ Rm × n a strategy
s∗strongly dominates s if for all strategies of the other player
t given by Eq. (1).

u s; tð Þ < u s*; t
� � ð1Þ

Weakly dominant strategy In a two-player game, (A, B) ∈ Rm

× n a strategy s is weakly dominated by s∗if for all strategies of
the other player t given by Eq. (2).

u s; tð Þ≤u s*; t
� � ð2Þ

3.2 Non-cooperative game

A non-cooperative game is a method for modelling and eval-
uating scenarios in which each player’s best choices rely on
their beliefs or expectations about their opponents’ behaviour.

Non-cooperative games are generally analyzed through the
game theory model, which tries to predict players’ strategies
and payoffs and find Nash equilibria. Non-cooperative models
assume that players do not have a cooperation mechanism (to
make binding commitments) outside the specified rule of the
game. A sample of non-cooperative game theory is presented
below.

Example: Prisoner’s dilemma problem Two suspects are
apprehended for a crime in separate rooms in a police station,
with no means of communicating. The prosecutor has sepa-
rately told that they have two options either to confess (C) or
not to confess (NC). A matrix represents the game. A row
represents strategies for the first player. The column represents
the strategies of the second player. Each matrix entry contains
a tuple of values (x,y) where x is the payoff of the first player
and y is the payoff of the second player.

Let N be the no. of players, with each player having a set of
strategies. In the given example,

N = 2{Two Players: Player 1, Player 2}. Each player has 2
strategies confess or not confess S1 = S2 = {C, NC}. Each cell
represents the payoffs of players for choosing a specific strat-
egy. For example, if both players choose NC, NC, their re-
spective payoffs are (−2, −2). The complete payoff matrix is
shown in Table 1.

Strategy C is a strongly dominating strategy for player one
because the payoff values (ui) of the C strategy are more sig-
nificant than the NC strategy given by Eq. (3).

u1 C;NCð Þ > u1 NC;NCð Þ and u1 C;Cð Þ > u1 NC;Cð Þ ð3Þ

3 https://www.scientificamerican.com/article/what-is-game-theory-and-w/

Table 1 Matrix form
representation of
Prisoner’s Dilemma

Player 2

NC C

Player 1 NC −2, −2 −10, −1
C −1, −10 −5, −5
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Similarly, for player 2, strategy C strongly dominates strat-
egy since the payoff values of the C strategy are more signif-
icant than the NC strategy given by Eq. (4).

u2 NC;Cð Þ > u2 NC;NCð Þ and u2 C;Cð Þ > u2 C;NCð Þ ð4Þ

Thus, C is the strongly dominant strategy for both
player 1 and player 2. Thus (C, C) is a strongly dominant
strategy, Nash Equilibrium, and the players’ best response
in this prisoner’s dilemma problem. The game theory en-
compasses a wide range of models. In this work, we used
the Bayesian game theory model to analyze the sentiments
of reviews.

3.3 MCDM

MCDM is a process that combines the performance of var-
ious alternatives based on a variety of qualitative and quan-
titative criteria to arrive at a solution that can be agreed
upon by all alternatives involved [47]. There are two types
of criteria in an MCDM problem. The benefit criteria are
those that should be maximized. Cost criteria, on the other
hand, are those that must be reduced to the minimum level.
A typical MCDM problem with m alternatives (A1,
A2,……… Am) and n criteria (C1, C2,..., Cn) can be present-
ed in the following form.

M ¼ mij
� �

m�n W ¼ wj
� �

n ð5Þ

There are four components to Eq. (5). M stands for the
decisionmatrix,mij stands for the i

th alternative’s performance
concerning the jth criterion, and W stands for the weight vec-
tor, wj denotes the weight of the jth criterion. Typically, the
original decision matrix M is incomparable because multiple
units of measure are used to convey various criteria. Since the
1960s, numerous MCDM techniques and approaches have
been created, suggested, and effectively applied in various
areas [48, 49]. MCDM’s objective is to help decision-
makers choose an alternative that satisfies their needs and is
consistent with their preferences, not just to recommend the

best alternative. A thorough understanding of MCDM ap-
proaches and the participants’ views is essential for efficient
and successful decision-making in the early phases of the
process. [50].

3.4 MCDM as a game of strategy

An MCDM problem with m alternatives and n criteria is typ-
ically defined in cardinal form, [51] shown by Eq. (6) repre-
sents performance-based MCDM.

D ¼
π11 π12 … π1n

π21 π22 … π2n

… … … …
πm1 πm2 … πmn

2
664

3
775 ð6Þ

where πij is the performance of the ith alternative under the jth

criterion for i = 1,2...m and j = 1, 2,...n.
Madani et al. [52] established the relationship between

MCDMandGame theory. Various studies used this combination
to solve different problems in different fields [42, 53–56]. The
essential components of MCDM, viz. criteria, alternatives, and
alternative performance for each criterion, have a one-to-one cor-
respondence with the basic components of the game, viz. player,
strategies, and payoff, respectively. The correspondence is due to
the similar nature shown by these parameters. Criteria inMCDM
and players in a game are the initiators that follow specific alter-
natives and strategies, respectively; similarly, the performance
score of each alternative under certain criteria corresponds to
the payoff of the player having specific strategies. Figure 4 shows
the relationship between MCDM and game theory.

4 Proposed work

A review has two components - written comment (qualitative)
and rating (quantitive). We calculate the context score and emo-
tion score from the written review comment. Context scores are
numerical values of a review of positive and negative sentiment.
We calculate the scores for the five emotions of a given review:

Fig. 4 MCDM-Game
Relationship
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happy, sad, surprise, angry, and fear. We use SentiWordnet to
calculate context and emotion scores using python-based librar-
ies. The combination of context, emotion, and rating enhances
the performance of the proposed model. The proposed algo-
rithm’s implementation flow chart is illustrated in Fig. 5. The
notations used in this study are listed in Table 2.

Step 1: Determine context scores of a review comment using
SentiWordNet In this step, we determine the context scores of

textual comments using SentiWordNet. SentiWordNet contains
a list of words with respective positive and negative polarities
values. We take POS-tagged content words of a review com-
ment. For each word, we extract the respective positive and
negative polarity values from SentiWordNet to calculate the con-
text scores of the comments. Thus, the context score values are
between 0 and 1. Context has two polarities, positive and nega-
tive, named Positive context (CP) and Negative context (CN);
values of CP and CN are evaluated using SentiWordNet.

Fig. 5 Flowchart of the
implementation of the proposed
model
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Figure 6 shows an excerpt of SentiWordNet. We follow
Algorithm 1 to generate a context score.

Algorithm 1: Calculate context scores of reviews

Step 2: Evaluate rating scores The rating of a review is be-
tween 1 and 5.We calculate two rating scores, named Positive
rating (RP) and Negative rating (RN). RP is equal to the rating
given with a review, and RN is (5 - RP). RP ranges between 1
and 5, and RN is between 0 and 4.

Step 3: Determine the service feedback of the review com-
ment The restaurant’s service feedback can be either

satisfactory (S) or unsatisfactory (U). We evaluate service
feedback from the emotions in the review comments. We
evaluate emotion scores using the text2emotion4 library.
Emotions are classified as Happy, angry, surprise, sad, or
fear. Satisfactory service feedback includes happy and sur-
prising emotions, and unsatisfactory service feedback in-
cludes anger, surprise, sadness, and fear. After step 3, we
have six scores, viz. positive context (CP), negative context
(CN), positive rating (RP), negative rating (RN), Satisfactory
feedback (S), and unsatisfactory feedback (U). The values of
these six scores have different ranges. In the next step, we pass
these scores to the TOPSIS model and receive performance
scores.

Step 4: Calculate the performance score of each parameter of
service feedback and polarity scores by applying TOPSIS Each
review has two strategies - polarity and service feedback.
Polarity can be positive (P) or negative (N) and is calculated
as P=RP+CP andN=RN+CN. Similarly, service feedback
can be satisfactory or unsatisfactory, calculated as S=H + SP,
U=Sp + F + A + S. The possible combinations of strategies
between polarity and service feedback are PS, PU, NS, and
NU. Thus, each review has four possible strategies mentioned
in Table 3.

Table 4 represents the numeric values corresponding to four
strategies, PS, PU, NS, and NU, for review Ri. Here αi and βi
represent numeric values for the positive and negative polari-
ties of Ri, respectively. Similarly, γi and δi depict the numeric
values of satisfactory and unsatisfactory service feedback of Ri,

4 https://pypi.org/project/text2emotion/

Table 2 Notations used in this study

Notations Description

P The positive sum of positive rating and positive context.

N The negative sum of negative rating and negative context.

RP Positive Rating.

RN Negative Rating.

CP Positive Context.

CN Negative Context.

S Satisfactory Service Feedback

U Unsatisfactory Service Feedback

H Happy emotion

A Angry emotion

S Sad emotion

F Fear emotion

Sp Surprised emotion

PS Polarity is positive, and service feedback is satisfactory.

PU Polarity is positive, and service feedback is unsatisfactory.

NS Polarity is negative, and service feedback is satisfactory.

NU Polarity is negative, and service feedback is unsatisfactory.
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respectively. The matrix formed from the various combinations of all
these values (αi, βi, γi, δi) is shown in Table 4.

Next, we apply the TOPSIS algorithm to evaluate the per-
formance scores (λ1, λ2, λ3, λ4) of all the strategies of a

review. Table 5 shows the performance scores for all the strat-
egies of review Ri. Algorithm 2 depicts the TOPSISmethod to
calculate the performance scores.

Algorithm 2: Calculate the Performance Score (Pi)

Step 5: Play non-cooperative games among the reviews In
this final step, we take two players (say, Ri and Rj) and
the four strategies (PS, PU, NS, NU) corresponding to
each review. Then, we play a non-cooperative game be-
tween them. The performance scores calculated in the
previous step are treated as payoff values for the players.
The performance scores of players Ri and Rj are depicted
in Table 6.

Table 7 represents a matrix of non-cooperative game. It
shows the payoff values of the two players. A row represents
the payoff for the first player for a given strategy. The column
represents the payoff of the second player for a specific strat-
egy. The dominant strategies of both players are derived using
Eq. (1) and Eq. (2). The intersection of the dominant strategies
of both players is known as Nash Equilibrium. We evaluate
the Nash equilibrium and deduce a sentiment tag for a review.

Fig. 6 SentiWordNet’s lexicon
fragment
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Algorithm 3 shows the methodology used to deduce sentiment
tags for reviews by playing games amongst them.

Algorithm 3: Deduce sentiment tag for review.

4.1 Illustrative example: Let us consider two reviews
R1 and R2

R1 (4 Star): “Came here for lunch, and the food was good and tasty. We
tried buffet and all the items in veg and non-veg were tasty.”

R2 (2 Star): “Food quality and taste is not good. Super slow service. Nice
ambience but very poor in customer handling. Lot of items not
available even if in the menu.”

First, we calculate the context scores of the written review
comment using Algorithm 1. Next, we calculate emotion
scores for happy, sad, surprise, fear, and anger to evaluate
service feedback. Using these emotion scores, we classify
reviews under two service feedback categories - satisfactory
(S) and unsatisfactory (U). Table 8 shows the numeric scores

pertaining to the six parameters - CP, CN, RP, RN, S, and U,
and the four strategies for reviews R1 and R2.

Next, we apply the TOPSISmodel as given in Algorithm 2.
We get the single score for each strategy of the two players,

Table 5 Performance
score of strategies of
player Ri

Ri

PS λ1
PU λ2
NS λ3
NU λ4

Table 7 Payoffs of the different strategies evaluated from the
performance score of TOPSIS

Players →
↓

Ri

Rj Strategies↓→ PS PU NS NU

PS {ψ1,θ1} {ψ1,θ2} {ψ1,θ3} {ψ1,θ4}

PU {ψ2,θ1} {ψ2,θ2} {ψ2,θ3} {ψ2,θ4}

NS {ψ3,θ1} {ψ3,θ2} {ψ3,θ3} {ψ3,θ4}

NU {ψ4,θ1} {ψ4,θ2} {ψ4,θ3} {ψ4,θ4}

Table 3 Polarity and
Service Feedback values
of two different
reviews Ri

Ri

Strategies

Polarity Service Feedback

P αi S γi
N βi U δi

Table 4 Numeric score
corresponding to four
strategies of review Ri

Ri

PS αi. γi
PU αi. δi
NS βi. γi
NU βi. δi

Table 6 Performance
score corresponding to
four strategies of players
Ri and Rj

Ri Rj

PS ψ1 PS θ1
PU ψ2 PU θ2
NS ψ3 NS θ3
NU ψ4 NU θ4
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known as the performance scores. The calculated performance
scores for R1 and R2 are given in Table 9.

Now, we play a non-cooperative game between players R1

and R2with four strategies. Figure 7 shows the extensive form
representation of the game played between R1 and R2.

In Table 10 for player R1, the first-row payoff values dom-
inate the payoffs in other rows. The strategy corresponding to
this first row of R1 is PS. Similarly, for R2, the payoff corre-
sponding to the third column dominates other columns, and
the strategy of that column is NU. The intersection of the PS
strategy of R1 and the NU strategy of R2 gives the Nash equi-
librium. Thus, the deduced strategies for R1 and R2 are PS, and
NU, respectively. PS tag for R1 helps us to infer that the review
has positive polarity (P) and satisfactory service feedback (S).
The NU tag shows that R2 has negative polarity (N) and un-
satisfactory service feedback (U). Figure 8 shows the Nash
equilibrium of R1 and R2 and the interpretation of the tags.

5 Experiments and results

In this section, we first introduce the datasets used for experi-
mentation. In subsection 5.2, we give brief definitions of the
evaluation metrics used to compare the performance of the pro-
posedmodel.We compare the proposedmodel’s efficiencywith
other approaches on the TripAdvisor dataset and Yelp dataset in
subsection 5.2 and subsection 5.4, respectively. We generalize
the performance values using macro and micro metrics in sub-
section 5.5. In subsection 5.6, we validate the performance of the
proposed model using statistical validation methods.

5.1 Data collection

We collected two restaurant review datasets – one from
TripAdvisor5 and the other fromYelp6 [57]. Each dataset contains
reviews and their respective ratings. The data statistics of both
datasets are listed in Table 11. Figure 9 shows a snapshot of
Yelp’s rating and comments on McDonald’s restaurants.

5.2 Performance evaluation using evaluation metrics

The robustness of the proposed framework was gauged using
various evaluation metrics. These include F1-measure, accu-
racy, precision, MCC, etc. It is crucial to analyze a model
using a variety of measures because a model may perform
well with one evaluation metric but poorly with another.
Figure 10 depicts the performance of the proposed model on
the two datasets in terms of various evaluation metrics. The
metrics are defined below from Eq. (7) to Eq. (15).

Accuracy ¼ TP þ TN
TP þ TN þ FN þ FP

ð7Þ

Precision ¼ TP
TP þ FP

ð8Þ

Recall ¼ TP
TP þ FN

ð9Þ

Specificity ¼ TN
TN þ FP

ð10Þ

False positive rate FPRð Þ ¼ FP
FP þ TN

ð11Þ

False negative rate FNRð Þ ¼ FN
TP þ FN

ð12Þ

False discovery rate FDRð Þ ¼ FP
TP þ FPð Þ ð13Þ

F1score ¼
2*precision*recall
� �
precisionþ recallð Þ ð14Þ

Table 9 Performance Score of R1 and R2 calculated by applying
TOPSIS

Players →
Strategies ↓

R1 R2
Performance Score Performance Score

PS 1.00 0.45

PU 0.52 0.00

NU 0.47 1.00

NS 0.00 0.65

5 https://www.kaggle.com/datasets/stefanoleone992/tripadvisor-european-
restaurants
6 https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset

Table 8 Values of different
parameters of reviews and
possible strategies of R1 and R2

R1 R2

Parameters →

Strategies ↓

Context

(CP, CN)

Rating

(RP, RN)

Service

(S, U)

Parameters→

Strategies ↓

Context

(CP, CN)

Rating

(RP, RN)

Service

(S, U)

PS 0.11 4.00 1.00 PS 0.16 2.00 0.27

PU 0.11 4.00 0.00 PU 0.16 2.00 0.18

NS 0.02 1.00 1.00 NS 0.21 3.00 0.27

NU 0.02 1.00 0.00 NU 0.21 3.00 0.18
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Matthews correlation coefficient MCCð Þ

¼ TP*TN−FP*FN
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TP þ FPð Þ* TN þ FNð Þ* FP þ TNð Þ* TP þ FNð Þ

	r

ð15Þ

Accuracy is the proportion of correctly identified samples
to the total number of samples. The accuracy of the proposed
model for TripAdvisor dataset is 0.90, and for the Yelp dataset
is 0.89. Precision reveals how many of the accurately predict-
ed instances turned out to be positive. The precision values
over TripAdvisor and Yelp datasets are 0.895 and 0.97, re-
spectively. Recall measures how many actual positive cases
our model could predict accurately. We received a recall value
of 0.97 for both datasets. The Harmonic Mean of recall and

precision is the F1 Score. F1 Score has a range of [0, 1].
TripAdvisor’s and Yelp’s F1 scores are 0.935 and 0.932, re-
spectively. MCC is used to evaluate models and is a chi-
square statistic for a 2 × 2 contingency table compared to
the difference between actual and predicted values [58]. It
ranges in the interval [−1, +1], with extreme values −1 and
+ 1 representing perfect misclassification and classification,
respectively. The MCC for the proposed model for the
TripAdvisor dataset is 0.74 and 0.687 for Yelp. The values
are close to 1 and are thus close to the perfect classification.

5.3 Evaluations on TripAdvisor dataset

We compared the proposed model’s performance with the
existing models on the TripAdvisor dataset. We used the super-
vised models for comparison: PLSA [59], FK-NN [60],
Decision Tree-J48, and deep learning-based models.
Khotimah et al. [59] proposed a Probabilistic Latent Semantic

Table 10 Non-Cooperative game between Player R1 and R2

Players→
↓

R2

Strategies→
↓

PS PU NU NS

R1 PS (1.00,0.45) (1.00,0.00) (1.00,1.00) (1.00,0.65)

PU (0.52,0.45) (0.52,0.00) (0.52,1.00) (0.52,0.65)

NS (0.47,0.45) (0.47,0.00) (0.47,1.00) (0.47,0.65)

NU (0.00,0.45) (0.00,0.00) (0.00,1.00) (0.00,0.65)

Fig. 7 Extensive Form
Representation of game played
between R1 and R2

Fig. 8 Nash Equilibrium of R1

and R2
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Analysis (PLSA) model that analyzed word frequencies and
document counts of customer reviews. PLSA categorized
words as positive or negative by assigning meanings across
multiple domains. Billiyan et al. [60] used the Fuzzy K-
Nearest Neighbor (FK-NN) method for sentiment analysis that
combines the Fuzzy and K-Nearest Neighbour approaches.
This hybrid model classifies customer reviews with positive
or negative sentiments. PLSA performed better than the FK-
NN on this dataset. The accuracy of FK-NN is 0.72, and PLSA
is 0.76. We also compare results with the performance of

Decision Tree-J48 by Laksono et al. [61]. The study by Ma
et al. [62] introduced a deep learningmodel for computer vision
to understand the information value of online restaurant reviews
on the TripAdvisor datasets. Figure 11 shows the graphical
representation of the comparison. The proposed model outper-
forms all the supervised models. The superior performance of
the proposed model over supervised models exposing
supervised models to more realistic data requires inten-
sive training to work well [63]. On the contrary, the
proposed unsupervised model needs no training with
massive datasets.

Next, we compared the proposed model with five different
unsupervised models. The first unsupervised approach is
POST-VIA360 [50] recommender system. It performed sen-
timent analysis and used contextual information to suggest
places of interest like eateries. Compared to POST-VIA360,
the proposed approach is significantly more effective. Zuheros

Fig. 9 McDonald’s Restaurant
rating and review snapshot from
Yelp

Accuracy

Precision

Recall

F1-score

False Posi�ve Rate

False Nega�ve Rate

False Discovary Rate

Mathew correla�on coefficient

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

TripAdvisor Yelp
Fig. 10 Performance of
evaluation metrics over the two
datasets

Table 11 Data statistics of different datasets

Data Set Language Positive Negative

TripAdvisor Restaurant reviews English 730 270

Yelp Restaurant reviews English 657 343
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et al. [64] proposed more innovative decision aid using the
SA-MpMcDM methodology model - DOC-ABSADeepL. It
used expert evaluations based on natural language reviews
and numerical ratings. The DOC-ABSADeepL is a multi-
task deep learning model for sentiment analysis that can parse
an expert review into its component categories and extract
critical insights.

Afzaal et al. [65] proposed fuzzy logic models viz. FURIA,
FLR, FNN, FRNN, and VQNN to classify user opinions,
extracting various aspects and delivering promising results.
Fuzzy Lattice Reasoning (FLR) has the highest accuracy
among the five models. FLR consists of a set of fuzzy lattice
rules. The performance of FLR is less than the proposed mod-
el. One possible reason behind the low performance is that
Fuzzy Logic models are not used uniformly to address a prob-
lem. It is perplexing as there are multiple solutions to the same
problem. It takes a lot of testing to validate and verify the
systems [66, 67].

The proposed model outperforms Buon Appetito [68] in
precision, recall, and f-measure. The proposed model success-
fully outperforms all the unsupervised models, as shown in
Fig. 12. with an accuracy of 0.90. The improved performance
of the proposed models is due to combining two mathematical

optimization models that help the system to produce more
accurate results.

5.4 Evaluations on yelp dataset

We compared the performance of the proposedmodel over the
yelp dataset with various supervised and unsupervised
models. Hemalatha & Ramathmika [69] implemented various
machine learning algorithms. Out of all the models, Naïve
Bayes gave the best results. Govindarajan [70] proposed a
comparative study of the effectiveness of ensemble techniques
for sentiment classification in which SVM and Genetic algo-
rithm worked best. Nasim & Haider [71] presented the
Aspect-Based Sentiment Analysis (ABSA) Toolkit to perform
aspect-level sentiment analysis on customer reviews in which
XGBoost has comparable accuracy. Luo et al. [72] proposed a
classification algorithm based on the SVM and FDO algo-
rithms. The study byMa et al. [62] introduced a deep learning
model for computer vision to understand the information val-
ue of online restaurant reviews on the yelp dataset. Table 12
shows the experimental results of the proposed model with an
accuracy of 89%, which is higher than the other supervised
algorithms.

0
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0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

FK-NN PLSA Tree-J48 Deep Learning 
model

Proposed model

Accuracy Inefficiency

Fig. 11 Comparison of the
proposed model with Supervised
approaches

0
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0.4

0.6

0.8

1

POST-VIA 360 DOC-ABSADeepL 
model

FLR Apriori algorithum Proposed model

Precision Recall F1-score Accuracy
Fig. 12 Comparison of the
proposed model with
unsupervised approaches
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Along with accuracy, we also utilize the inefficiency pa-
rameter as a second yardstick to compare the effectiveness of
various models. Table 12 shows that the Genetic algorithm
has minimal inefficiency among the other supervised models
but is still more than the proposed model. The deep learning
models have the highest inefficiency rate over the Yelp
dataset. The proposed model surpasses the other models in
terms of accuracy, as it does not necessitate intensive training
and high memory storage capacity.

We next compared our findings with topic modeling and
lexical-based techniques. These techniques are unsupervised
and are independent of training. We compare our results with
JST [41], ASUM [73], HASM [48], TSM [49], and ASUM+.
We tested the proposed algorithm on a small sample of 500
reviews (all of which were given 1 or 5 stars) and a larger
sample of 1000 reviews (all of which were given 2 or 4 stars).
The performance of the proposed model on both small and
large datasets outperforms the other unsupervised algorithms.
Figure 13 displays the outcomes of comparing the proposed
algorithm with other unsupervised models on the same
dataset. Results for the proposed model are equivalent to the
small dataset and enhanced for the large dataset. However, the

proposed model shows the highest accuracy for both small
and big datasets.

The proposed model outperforms both datasets’ super-
vised, unsupervised, and semi-supervised models. The inte-
gration of mathematical optimization methodologies contrib-
utes to the reliability of the proposed model. To offer the
optimal approach, an optimization model takes into account
the objective (Enhanced accuracy of sentiment classification),
the variables (rating, context, and emotion), and the con-
straints (sentiment analysis difficulties, such as sarcasm and
irony detections, special characters, etc.). The optimization
model returns a best-case feasibly-optimal outcome.

5.5 Macro and Micro evaluation

We used macro and micro averages to estimate overall perfor-
mance while dealing with different datasets. Macro-average
computes metrics independently for each class and then takes
the average (thus treating all classes equally). Micro-average
calculates the mean metric by adding all the contributions
from each class. It’s a metric that can be advantageous to
know the performance when datasets fluctuate in size. The
macro and micro-averaged accuracy, F-score, and recall
across the n datasets are described in Eq. (16) to Eq. (21).

Macro−averaged Precision ¼
∑
n

i¼1
Precisioni

n
ð16Þ

Macro−averaged Recall ¼
∑
n

i¼1
Recalli

n
ð17Þ

Macro−F−score ¼ 2:
Macro−Precisioni �Macro−Recall
Macro−Precisioni þMacro−Recall

ð18Þ

Micro−averaged precision ¼
∑
n

i¼1
TPi

∑
n

i¼1
TPi þ FPið Þ

ð19Þ

Table 12 Comparison of the proposed model with the supervised
model

Supervised Algorithm Accuracy Inefficiency

Naïve Bayes [69] 79.12 −9.88
Support Vector Machine [70] 85.20 −3.80
Genetic algorithm [70] 85.30 −3.70
XGBoost [71] 83.00 −6.00
SVM_FDO (Fuzzy Domain Ontology) [72] 79.59 −9.41
Deep learning models [62] 70.00 −19.00
Proposed Model 89.00 0.00
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Fig. 13 Comparison of the
proposed model with topic
modeling techniques
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Micro−averaged recall ¼
∑
n

i¼1
TPi

∑
n

i¼1
TPi þ FNið Þ

ð20Þ

Micro−averaged F−score ¼ 2:
Micro−Precisioni �Micro−Recall
Micro−Precisioni þMicro−Recall

ð21Þ

The overall performance of the proposed model is illustrat-
ed in Fig. 14. Over two datasets, the macro and micro preci-
sions are 0.90 and 0.89, respectively. The macro and micro
recall values are 0.97 and 0.76, respectively. And the macro
and micro F1-score values are 0.94 and 0. 93. All three eval-
uation metrics produce nearly identical macro and micro
scores. This verifies that the proposed model produces consis-
tent results on both datasets.

5.6 Statistical validation of results

We conducted the statistical z-test of two proportions to check
the robustness of the proposed model. Two samples of differ-
ent sample sizes were taken from the TripAdvisor reviews
dataset. In Sample 1, we took 1000 reviews (n1). Out of
1000 reviews, 900 (x1) were correctly tagged. Thus, sample
proportion (p1) =0.90. In Sample 2, we took 500 reviews.
From 500 reviews, 452 (x2) were correctly tagged, so the
sample proportion is 0.906. The sample statistics are summa-
rized in Table 13.

We conducted the z-test for two population proportions (p1
and p2). For the population proportion, we investigated the
following null and alternative hypotheses.

Null Hypothesis (Ho): p1 = p2 i.e., The proportion of cor-
rectly tagged reviews is the same in both samples.

Alternate hypothesis (Ha): p1 ≠ p2 i.e., The proportion of
correctly tagged reviews is not same in both samples.

The value of the pooled proportion is computed using Eq.
(22).

P ¼ X 1 þ X 2

N1 þ N2
¼ 900þ 452

1000þ 500
¼ 0:901 ð22Þ

We employed the two-tailed test and used the z-test for two
population proportions. Eq. (23) shows the calculation of the
z-statistic.

z ¼ p1−p2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P 1−Pð Þ 1=n1 þ 1=n2ð Þp

¼ 0:9−0:904ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:9013: 1−0:9013ð Þ 1=1000þ 1n500ð Þp ¼ −0:245 ð23Þ

Figure 15 shows a graphical representation of the critical
region of the assumed hypothesis. From the calculations, we
failed to reject the null hypothesis, Ho. Thus, we can say that
there is insufficient evidence to assert that the population pro-
portions p1 and p2 differ from each other at the 0.05 signifi-
cance level. This implies that the proportion of correctly
tagged reviews is consistent throughout different sample sizes
of the same datasets. Hence the results produced by the pro-
posed model are stable and unswerving.

0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00

Precision Recall F1-score

Macro Micro
Fig. 14 Macro andMicro average
performance of the proposed
model

Table 13 Test statistics of Z-test of two proportions within a dataset

Parameters Sample 1 Sample 2

Sample Size 1000 500

Favorable cases 900 452

Sample Proportion 0.90 0.906
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6 Discussion

The proposed model is an initial demonstration of the appli-
cability of integrated TOPSIS and non-cooperative games for
sentiment analysis. In this study, we perform binary classifi-
cation of sentiments - positive or negative, and service feed-
back - satisfactory or unsatisfactory. This section discusses the
proposed methodology’s computational complexities, error
rates, advantages, and limitations.

1) Space and Time complexity: An algorithm’s time and
space complexity are essential for assessing efficiency.
The time complexity of an algorithm can be estimated
by the number of operations it must perform to complete
its task for a given input. An algorithm’s space complex-
ity measures the amount of space it consumes during
execution for varying input sizes. Table 14 shows the
algorithm’s time and space complexities, where m is the
number of alternatives and n is the number of criteria. The
recorded complexity comes under the P-class problem
solvable in polynomial time. It is also a deterministic
algorithm which means the algorithm continuously com-
putes the correct answer. The time and space complexity
is reduced by half by the use of game theory. This is
because we play games between two players (Ri and Rj),
thus, halving the time required to tag two reviews.

2) Evaluation of error rates: Error rate (ERR), also known
as misclassification rate, shows the number of incorrectly
identified samples from the actual positive and negative
classifications sample. It is evaluated using Eq. (24).

ERR ¼ FP þ FN
TP þ TN þ FN þ FP

� 100 ð24Þ

The error rate performance of several supervised and un-
supervised algorithms for the TripAdvisor dataset are
depicted in Fig. 16. The Tree-J48 model has the highest
error rate, while PLSA and FK-NN have nearly equiva-
lent error rates. Because the suggested model has the low-
est error percentage, it is more reliable than existing algo-
rithms for the TripAdvisor restaurant reviews dataset.

The error rate of the various models for the Yelp
dataset is visually represented in Fig. 17. TSM’s maxi-
mum error rate indicates that its results are less depend-
able than other unsupervisedmodels such as ASUM, JST,
and TSM ASUM+. SVM FDO and linear SVC have
higher error rates than existing supervised models. The
proposed unsupervised model has the lowest error rate,
implying that the results are more reliable.

3) Advantages of the Proposed Model: This paper intro-
duces a mathematical optimization framework for senti-
ment analysis. One of the significant advantages of the
proposed model is that it is unsupervised. It does not need
training on a huge dataset. The proposed model employs
unlabelled and unclassified data. The proposed model can
be applied to perform sentiment analysis of reviews in
several languages. The only prerequisite is having access
to SentiWordNet, or any similar lexicon that should be
available to compute context scores of reviews. The pro-
posed work is a mathematical optimization model with
minimal space and time complexity. Mathematical opti-
mization solutions may readily adjust to changing

Fig. 15 Graphical representation
of the critical region of the null
hypothesis

Table 14 Complexities of the proposed model

Efficiency Best Case Average case Worst Case

Time Complexity Ω(m+n) θ(mn) Ο(mn)

Space Complexity Ω(m+n) θ(mn) Ο(mn)
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conditions and give us the information and flexibility re-
quired to respond to disruptions effectively. The proposed
work paves the way to utilize mathematical optimizations
in diverse NLP tasks.

4) Challenges or Disadvantages of the Proposed Model:
One significant reason for the dwindled performance of
the proposed algorithm is that the SentiWordNet is not
exhaustive. The list of words is incomplete, and a few
words are given incorrect sentiment scores. Another set
of statements that the proposed system could not correctly
analyze were those containing sarcasm or irony. The true

meaning of a comment can be complex for sentiment
analysis algorithms to decipher when people communi-
cate negative thoughts by offering unintentional praises.
Consumers sometimes write reviews that may contain
emoticons and slang words. The proposed methodology
is unable to categorize such constructs. Emojis are treated
by the proposed methodology like particular characters
and are removed from the data during text pre-processing.
Similar to this, texts with negations do not envisage pos-
itive outcomes. In Table 15 we list a sample of examples
that the proposed algorithm could not correctly classify

 FK-NN 
 PLSA 

Tree-J48 
 FURIA 

  FLR
FNN

  FRNN  
  VQNN  

 DOC-ABSADeepL model 
 Proposed Model

0 10 20 30 40 50 60 70 80 90 100

Error Rate
Fig. 16 Comparison of error rates
of the proposed model with
existing approaches on the
TripAdvisor dataset

Naïve Bayes 
Mul�nomial Naïve Bayes

Linear SVC 
Support Vector Machine 

Gene�c algorithm  
XGBoost 

SVM_FDO
ASUM

ASUM+
JST
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Baseline
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Error rate
Fig. 17 Comparison of error rates
of the proposed model with
existing approaches on the Yelp
dataset

Table 15 Examples where the proposed model fails

Reviews Challenges Actual Predicted

“I do not dislike noodles.” Phrases with negation Positive Negative

“Thnk u 4 the treat in @ Phonenix Palladium. “ Special characters and slang Neutral Negative

“Someone who works as a pizza man does not like pizza?” Irony Neutral Positive

“Pizza is tasty but not at that price.” Tone Positive Negative
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on the two review datasets. However, these roadblocks
can be tackled, and we intend to take these cases in our
future work.

7 Conclusion

This study introduced a novel unsupervised technique for sen-
timent tagging. We developed an MCDM and game theory-
based mathematical framework to perform sentiment analysis
and adjudge the service feedback of a restaurant based on
reviews.We evaluated the effectiveness of our proposed mod-
el on two restaurant review datasets and compared it with
other unsupervised and supervised approaches. The proposed
model gave state-of-the-art results and outperformed other
approaches. The proposed work demonstrates that mathemat-
ical optimization techniques, such as MCDM and game theo-
ry, can be used to perform various NLP tasks effectively and
efficiently.

The advantage of utilizing the Mathematical optimization
model is that a mathematical model of sentiment analysis and
an algorithm-based solver generate solutions for even the most
challenging sentiment analysis problems and thus empower us
to make the best possible decisions. Mathematical optimiza-
tion solutions can easily adapt to changing conditions and
provide us with the insight and adaptability we need to re-
spond to disruptions efficiently. The proposed system could
serve as a springboard for other emerging applications of sen-
timent analysis, such as the use of social media for effective
policing, governmental accountability, participation by the
public in decision-making, etc. This is an explanatory effort
toward sentiment tagging of reviews. We understand that
there is enormous scope for improvement. There are various
challenges faced by the proposed model, like negation han-
dling, slang, irony, etc. We plan to work on these tasks in the
future. We can also intend to expand the polarity classifica-
tions (strong positive, positive, weak, positive, neutral strong
negative, negative, weak negative) in future work. The pro-
posed model can be extended to classify sentiments in low-
resource languages such as Hindi, Bengali, and Urdu with
minor modifications. The proposed model paved the way for
mathematical optimization techniques to be applied to various
NLP applications like WSD, query expansion, etc.

Availability of data and materials https://www.yelp.com/, https://www.
tripadvisor.in/Restaurants.
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