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Abstract Dunhuang murals are a collection of Chinese style and national style, forming an autonomous
Chinese-style Buddhist art. It has a very great historical and cultural value and an important research value.
Among them, the lines of Dunhuang murals are extremely general and expressive. It reflects the character’s
distinct character and intricate inner emotions. Hence, the outline drawing of the murals is of great importance
in search of the Dunhuang culture. The generation of contours of Dunhuang murals belongs to the detection of
image contours, which is an important branch of computer vision, aimed at extract salient contour information
from the images. Although convolution-based deep learning networks have achieved good results in extracting
image contours by exploring the contextual and semantic features of images. However, as the receptive field
broadens, some detailed local information is lost. As a result, it is impossible for them to generate reasonable
outline drawings of murals. In this paper, we propose a novel edge detector based on self-attention combined
with convolution to generate line drawings of Dunhuang murals. Compared with existing edge detection meth-
ods, firstly, a new residual self-attention and convolution mixed module(Ramix) is proposed to merge local and
global features into feature maps. Secondly, a novel densely connected backbone extraction network is designed
to efficiently propagate information rich in edge features from shallow layers into deep layers. It is apparent from
the experimental results that the method of this paper can generate richer and sharper edge maps on several
standard edge detection datasets. In addition, tests on the Dunhuang mural dataset show that our method can
achieve very competitive performance.

Keywords Edge detection · Ramix · Line drawings · Dunhuang murals

1 Introduction

Dunhuang murals have a long and brilliant artistic achievement. They are an important part of the history
of the development of Chinese painting, the most dazzling brilliant pearl in traditional Chinese culture, and
the remarkable representative of human civilization. In order to protect these precious cultural heritages, many
museums digitize murals into painting images, and use appropriate algorithms to realize image restoration. In
the process of manually repairing damaged murals, some highly skilled painters first sketch the outlines of these
murals on paper, and then restore the original appearance of the murals by coloring. This work will require a
lot of manpower and material resources. Therefore, the generation of digital mural line drawing has become a
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Fig. 1: Edge Detection Example. Our method extracts clear boundaries and edges of Dunhuang murals by
exploiting self-attention and convolutional features.

very important task in mural restoration work [1]. However, there are two challenges that make it difficult for
existing edge detection methods to obtain relatively clear outlines of murals:

Challenge 1: The lines and outlines of Dunhuang murals are hick and uneven, with light and dark changes,
varied colors, and complex intersections. In the existing edge extraction network based on convolution, with
the increase of network depth and receptive field, some local feature information is lost, which makes some
important edge details in the mural contour map lost.

Challenge 2: The Dunhuang murals are damaged in local areas. The edge extraction network based on
the convolution cannot make full use of the context information and local feature information, so the generated
mural contour map has many lines with abnormal edges.

The line drawing task of digital murals falls under the category of edge detection, and the purpose of edge
detection is to accurately extract the contour area of the object. It has a very wide range of applications in
image segmentation, object detection and image inpainting. In edge detection tasks, traditional methods use
low-level features of images (color, brightness and texture) to capture edges [2–5]. Since these methods ignore
the semantic information of the image, the generated edge map has serious false positive phenomenon. The deep
learning-based convolutional neural network has made significant progress in the field of edge detection due to
its powerful semantic extraction ability. But for convolutional neural networks, as the receptive field expands,
some important details are inevitably lost gradually. To solve this problem, most convolutional neural networks
adopt the method of fusion of deep and shallow features [6, 7]. However, due to the limited receptive field of
the convolutional network, it cannot capture the long-distance semantic relationship above, which makes the
generated edge map have a certain amount of noise. In recent years, due to the excellent performance of the
vision transformer in capturing long dependencies, an edge detection method EDTER based on transformer
is proposed [8]. This method utilizes the context information and local information of the whole image to
obtain clear edges and achieves very good results. But this approach is computationally expensive. Inspired by
[9, 10], we integrate a self-attention mechanism and a convolutional fusion module with dense networks. The
model effectively improves the performance of edge detection without significantly increasing the amount of
computation.

To summarize, this paper makes the following main contributions:

1. We propose a novel edge detector based on the fusion of self-attention and convolution to generate contour
maps of Dunhuang murals. As far as we know, this is the first edge detection network based on self-attention
combined with convolutions.

2. The Racmix module, on the one hand, reveals the potential connection between the convolution and self-
attention, and on the other hand enables the entire network to take full advantage of the benefits of both
convolution and self-attention paradigms.

3. The cross-layer fusion structure more effectively enables the multi-level fusion of shallow features and deep
features, which enriches the feature information in the prediction feature map.
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Fig. 2: An illustration of the proposed Racmix module: We first complete the task of the first stage by projecting
the features using three 1*1 convolutions. Since the traditional 3*3 convolution can be decomposed into the
sum of 1*1 convolutions that perform different kernel weights, self-attention can get the query, key, and value
matrices through 1*1 convolution projection, and the aggregation is obtained by calculation value. Therefore,
the intermediate features of convolution and self-attention can be fused, and finally the fusion result is connected
with the input feature map using residuals.

4. Extensive experiments on four publicly available edge detection datasets demonstrate that our method
achieves state-of-the-art results.

2 Related work

As an important branch of computer vision, edge detection has received extensive attention and research in
recent years. Traditional edge detection methods generally use the gradient of the image to obtain the edge of
the image, such as Canny, Sobel and Robert operators [11–13]. These methods utilize the low-level semantic
features of images and are widely used in computer vision [14, 15]. In addition, some learning-based methods
use these low-level features to obtain image edges and contours by training classifiers. Although these methods
have achieved good results, they all use low-level features of images and these features are manually made. They
are faced with some difficulties in feature selection and the dilemma of lacking some edge semantic information,
so the experimental results obtained are not ideal.

In recent years, the convolutional neural network has become more and more popular in computer vision
because of their powerful feature extraction ability. Many methods based on convolutional neural networks
have become the main edge extraction methods. These methods use depth supervision methods to learn edge
features from different levels of image features and fuse these features to generate image contours [16–21].
Specifically, the HED network [22] obtains rich hierarchical feature information by supervising the side outputs
of different scale feature maps, thereby improving the effect of edge detection. RCF [23] fuses the outputs of all
convolutional layers into a single overall network framework, resulting in more efficient edge detection results.
Inspired by HED and Xception networks, Xavier Soria et al. [24] proposed a dexined network that generates a
more reasonable thin edge map by embedding the Xception module in the HED network. PiDiNet [25] combines
traditional edge detection methods using gradients with convolutional neural networks to achieve a method for
quickly acquiring the edges of images. Although convolutional neural networks have strong semantic extraction
ability. However, due to the limited receptive field, the global context information is ignored, which makes the
generated edge map have a certain noise edge [26–29].

Vision transformer. The transformer model abandons the traditional CNN and RNN, and the entire
network is completely composed of the attention mechanism, which brings a very large performance improvement
in natural language processing. Later, transformers were applied to computer vision tasks, such as object
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Fig. 3: Proposed architecture: The network mainly consists of five main modules encoder. The main blocks are
connected by residual connections. Each main block consists of a different number of sub-blocks consisting of
a Racmix and a 1*1 convolution module. The features of each main block are fed to the next-level main block
through residual connections to generate edge maps of different levels, and then the features of different levels
are output through the upsampling block, and finally the edge maps of different levels are fused to obtain the
final result.

detection, semantic segmentation, image classification, etc. In 2020, the Google team proposed the Vision
Transformer(ViT), which combines computer vision with natural language tasks by chunking pictures, flattening
them into sequences, and encoding them [30]. Compared with all algorithms, it achieves the state-of-the-art on
image classification tasks.

Our work is inspired by ViT and previous research on edge detection algorithms [31–33], but there are
two main differences compared to the above methods. First of all, as far as we know, the network based on
the combination of self-attention and convolution proposed in this paper is the first to be applied to the edge
detection task. Secondly, we perfectly fuse the dense network with the Racmix module to generate clearer edge
maps by learning local and global context information.

3 Proposed method

In this section, we first propose an edge detection network based on the fusion of self-attention and convolution,
which consists of a set of hierarchically stacked blocks that receive feature maps of different sizes, and then
output edge map with the same resolution. The network can be viewed as two distinct parts(see Figure 3 and
2): Dense network and residual self-attention and convolution mixed module (Racmix). The dense network is
mainly used to fuse the shallow features with the deep features to avoid the loss of some shallow information
in the deep network. The Racmix module mainly mines the relationship between self-attention and convolution
to obtain rich intermediate features. The network does not require a pre-trained model, and in most cases, it
achieves state-of-the-art results on the Dunhuang mural dataset, as shown in Figure 1.

The overall framework of the entire network is shown in Figure 3. It consists of an encoder with five main
blocks consisting of Racmix modules and 1*1 convolution stacking blocks. The Racmix module will be introduced
in detail in the following chapters. In order to fuse the features of the shallow layers with the features of the
deep layers in the throughout network. Local and global residual connections are used in this network. The
local residual connection is mainly responsible for the direct feature propagation of stacked Racmix modules.
Each global residual connection uses dense connections to propagate shallow features to each different stack.
In addition, channel information is exchanged between different residual blocks by using 1 ∗ 1 convolution. All
edge maps generated by the upsampling block will be spliced together by concat, and then fed to the end of
the network to learn and generate a fusion edge map. All six upsampling blocks do not share weights.
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3.1 Convolution

Convolution is an important part of the convolutional neural network [34–36]. The convolution operation
is generally a process in which the convolution kernel slides in the input image to obtain the feature map, in
which the convolution kernel performs a convolution operation every time it slides until the final feature map is
obtained. In this paper, we regard convolution as performing k ∗k projections on the input feature map through
a convolution kernel of size k ∗ k, obtaining projected feature maps at different positions of the convolution
kernel, and add these projected feature maps. Therefore, we can decompose the standard convolution into two
steps. In the first stage, the feature map is linearly projected with weights from a certain position, which is
generally implemented by 1∗1 convolution. In the second stage, the projected feature map is shifted according to
the position of the kernel, and finally these projections are clustered together. In the entire calculation process,
except for the 1 ∗ 1 convolution operation, the rest are lightweight operations. The specific calculation method
is as follows:

First, for convenience of representation, the stride of the convolution is set to 1. The convolution kernel
is defined as K ∈ RCin×Cout×k×k, where k is the size of the convolution kernel and Cin, Cout are the input
and output channel sizes, respectively. We define Ii,j , Oi,j as the input feature and output feature. A standard
convolution can be defined as:

Oij =
∑
p,q

Kp,qIi+p−bk/2c,j+q−bk/2c (1)

where Kp,q ∈ RCout×Cin represents the weight on the feature map position (p, q). We define the shift operation
as follows:

Ĩi,j = Ii+∆x,j+∆y,∀i, j (2)

where ∆x, ∆y is the displacement distance in the horizontal and vertical directions.
Therefore, the standard convolution can be summarized as:

Õ
(p,q)
ij = Kp,qIij (3)

where Ii,j represents the input feature map, Kp,q is the weight on the feature map position (p, q), Õ
(p,q)
ij is the

weighted output feature map.

O
(p,q)
ij = Shift

(
Ō

(p,q)
ij , p− bk/2c, q − bk/2c

)
(4)

where Shift(·) indicates a shift operation, O
(p,q)
ij is all feature maps output after the shift operation.

Oij =
∑
p,q

O
(p,q)
ij (5)

where
∑

represents the concatenation operation of the channel dimension for all the shifted output feature
maps.

In the first stage, the input feature map is a linear projection. The kernel weight is multiplied by the feature
tensor of the input pixel to obtain the weighted feature vector. In the second phase, the projected feature
map moves according to the kernel location and aggregates all the results together. The convolution can be
decomposed into a linear projection of the weights through Eq (3), Eq (4), Eq (5), the kernel positions are
shifted, and finally aggregated together.

In order to realize the shift operation in convolution, we use k ∗ k fixed-size weight matrices for convolution
calculation to realize the shift operation of tensors. For the fusion of different directional features, we all input
feature maps are concatenated with convolution kernels, and the entire shift operation becomes a single group
convolution.

3.2 Self-attention

Attention mechanisms are extensively used in vision tasks. Compared with traditional convolution, attention
can obtain larger receptive field information [19]. In the vision transformer paper, the image is first divided
into N ∗ N image sequences, and then converted into a one-dimensional H/N ∗ W/N visual token. These
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sequences are mapped to the latent embedding space through fully connected layers. To preserve location
information, a learnable 1D location embedding is added to the patch. Finally, these features are fed into the
transformer encoder. Each standard transformer encoder consists of a multi-head self-attention and a fully
connected layer. The self-attention obtains three vectors Q, K and V through the embedding vector and
calculates the corresponding weight value through the formula [37–40].

Q = W qI,K = W kI, V = W vI (6)

where W k, W q, W v are learnable parameter matrices.

y = softmax(
QKT

√
dk

)V (7)

where y is the computed attention weight, Q is the query vector, K is the check vector, V is the content vector.

The above mainly describes the calculation process of the single-head self-attention mechanism. In this
paper, in order to realize the fusion of convolution and self-attention module, the calculation of self-attention
mechanism is described as the following process:

Firstly, the input feature map and output feature map are defined as F ∈ RCin ×H×W and G ∈ RCout ×H×W ,
Secondly, fij ∈ RCin and gij ∈ RCout denote the input and output feature maps of the corresponding pixel
(i, j). Finally, output of the attention module is computed as:

gij = MLP

 N∏
l=1

 ∑
a,b∈Nk(i,j)

A
(
W (l)
q fij ,W

(l)
k fab

)
W (l)
v fab

 (8)

where
∏

donates the concat operation on the output of the N attention heads. MLP stands for linear transfor-

mation operation. W
(l)
q ,W

(l)
k ,W

(l)
v donate queries, keys, values of the projection matrix, respectively. Nk(i, j)

represents the pixel local area with (i, j) as the center and k as the radius and A
(
W

(l)
q fij ,W

(l)
k fab

)
is the

corresponding attention weight of features within Nk(i, j).

A
(
W (l)
q fij ,W

(l)
k fab

)
= softmaxNk(i,j)


(
W

(l)
q fij

)T (
W

(l)
k fab

)
√
d

 (9)

where d is the feature dimension.

The operation of self-attention is similar to convolution. First, 1 ∗ 1 convolution is performed, and the input
feature map is projected as query, key, and value. Then calculate the sum of the attention weights and the
aggregated value matrix.

It can be seen from the above observations that both the convolution and self-attention modules perform a
1 ∗ 1 convolution operation. Therefore, we can share 1 ∗ 1 convolution operations, perform only one projection
operation, and perform different aggregation operations on these feature maps.

Specifically, the Racmix module contains two stages. In the first stage, we use three 1 ∗ 1 convolutions for
projection and reshape them into N feature maps respectively. In this way, we will obtain intermediate results of
3 ∗N feature maps. In the second stage, two different paths use different ways to aggregate operations. For the
convolutional path, we can generate k2 feature maps through fully connected layers. Features are then generated
by moving and merging operations. For the self-attention path, we divide the intermediate results into N groups,
and each group contains three features. These three features are used as query, key, value matrices respectively,
and the calculation formula of the multi-head self-attention module is used to obtain the final weight result.

Finally, we merge the features on the two paths, and the formula is as follows:

Fout = σ(αFatt(x) + βFconv(x) + x) (10)

where the value of α and β are two learnable weight parameters, σ is the Relu activation function.
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3.3 Shift operation

The convolution path is realized by shifting and summing operations. If we move the input tensor features
in different directions, the local features of the tensor data will be destroyed and the reasoning speed of the
model will be slowed down. To solve this problem, we use deep convolution of fixed kernel to implement shift
operation of tensor. The convolution kernel (k=3) is represented as following:

Kc =

1 0 0
0 0 0
0 0 0

 (11)

Then the corresponding output can be expressed as:

fc,p,q =
∑

p,q∈{0,1,2}

Kc,p,qIc,i+p−bk/2c,j+q−bk/2c (12)

A convolution operation by using this particular convolution kernel is equivalent to a shift operation of the
tensor. In order to improve the efficiency of parallel computing, we concatenate all input features and convolution
kernel together, and adopt a grouping convolution method to combine the sum of features in different directions.

3.4 Loss Function

We use a balanced cross-entropy loss function for deep supervision on each edge map. The loss is calculated
as:

l(Xi,j ;W ) = −
I∑
i,j

[αG(i, j) logP (i, j) + β(1−G(i, j)) log(1− P (i, j))] (13)

where G(i, j) ∈ {0, 1} is the groud truth label of the pixel(i, j) and P (i, j) is the predicted probability of

edge. Y + and Y − represent the number of positive and negative samples, then α = |Y −|
|Y +|+|Y −| , β =

|Y −|
|Y +|+|Y −| .

The total loss of the entire network is as follows:

L(W ) =
K∑
k=1

l(X
(k)
i,j ;W ) + l(Xfuse

i,j ;W ) (14)

where K represents the number of side outputs of the network, which is six. X
(k)
i,j represents the activation

value of the output feature map of the k stage while Xfuse
i,j represents the output after feature fusion of different

stages.
4 Experiments and analysis of results

In order to evaluate the performance of the edge detection algorithm proposed in this paper, four datasets
were selected. They are BSDS500, BIPED, NYUD v2 and Multicue. We will quantitatively evaluate the three
commonly used evaluation indicators of ODS, OIS and AP , and visualize the realization results on different
datasets.

In addition, in order to verify the effect of this method in the complex contour image, we cut out the clear
images of the Buddha figures in the Dunhuang mural dataset. Compare with several common algorithms, the
experimental results show that our method can extract the outline of the clearer murals.

4.1 Implementation Details

We use pytorch to implement the model. Firstly, we randomly combine the BIPED dataset by using crop,
scale, rotate and gamma corrections operations. The specific process is as follows: i) Divide the original high-
resolution image into two parts according to the width. ii) Each image is rotated at 15 different angles and
cropped to a 700*700 resolution image according to the center of the image. iii) Each image is flipped horizontally
and vertically. iv) Apply two gamma corrections (0.3030, 0.6060). The original 200 BIPED dataset was expanded
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to 21600 as the training dataset. Secondly, we train the entire model by using the Adam optimizer with learning
rate 1e-6, weight decay 1e-8, and batchsize 8. It takes about 11 days to perform 800 epochs on a 2080Ti GPU,
and the model basically tends to converge.

4.2 Datasets description

BSDS500 is a dataset provided by the University of Berkeley, which is mainly used for image segmentation
and edge detection tasks. The dataset contains 500 natural images of 481*321 pixels each, including 200 training
images, 100 validation images, and 200 testing images, each of which has been manually annotated by 5 people.

BIPED is annotated by experts in the field of computer vision and mainly consists of 250 outdoor photos,
each of which is 1280 ∗ 720 pixels, of which 200 are used for training and 50 are used for testing.

NYUD v2 is a set of data sets provided by New York University. The dataset has a total of 1449 images
and contains 464 indoor scenes. Mainly used in the field of scene segmentation. In this paper, 500 images are
randomly selected as the test set for evaluation.

Multicue is composed of 100 outdoor high-definition pictures of size 1280 ∗ 720, in which each scene has 5
boundary annotations and 6 edge annotations. Among them, 80 are training sets and 20 are test sets. In this
paper, 20 images were randomly selected as the test set for evaluation.

Dunhuang murals. This dataset is mainly based on Dunhuang murals in the prosperous Tang Dynasty,
and the original image is cut to a size of 512*512. We selected relatively clear and complete murals, mostly
figures of Buddha statues, and got a total of 3,000 murals.

4.3 Evaluation metrics

In order to evaluate the performance of the edge detection algorithm, we adopted several commonly used
evaluation indicators, including ODS (Optimal Dataset Scale), OIS (Optimal Image Scale), AP (Average Pre-
cision).

ODS stands for Global Optimal Threshold, and a fixed threshold is used for all images in the dataset.
That is, a threshold is selected to maximize the F value obtained on all images. The F value is defined as the
harmonic mean of Precision and Recall, which is expressed by the formula as :

F = (1 + β2) · Precision ·Recall
β2 · Precision+Recall

(15)

OIS represents the optimal threshold for each image, that is, selecting an optimal threshold for each image
to maximize the F value of the image, and its F value is defined as above.

AP stands for Average Accuracy, which refers to the integral of the area under the PR curve. In the process
of code implementation, it is generally obtained by sampling and averaging on the PR curve.

In edge detection, it is necessary to use a concept called distance tolerance to determine whether the pixels
of the predicted boundary are correctly predicted. The so-called distance tolerance refers to allowing a small
positioning error between the real boundary and the predicted boundary. Generally, a maxdist variable is used
in the code to represent, and the default setting is 0.0075. This variable is multiplied by the width and height
of the image to get the distance tolerance of the image in the column and row directions.

4.4 Performance evaluation

We quantitatively compare our approach with several common convolution-based edge detection methods,
including the well-known HED [22], RCF [23], and BDCN [18]. Among them, HED is based on vgg-16 networks,
and the edge detection is fixed to integrate the side output features of 5 stages to achieve edge detection. On the
basis of HED, the RCF network is combined with all convolutional layer information together to obtain richer
features in different standards, which greatly improves the performance of image edge detection. BDCN is a
bi-directional network. It uses the edge of specific scale to monitor each layer output. In order to enhance the
characteristics of each layer output, the SEM module is used to generate multi-scale features, and the multi-scale
features are finally fused. Inspired by HED and Xception, a new edge model DexiNed is proposed. The network
consists of an encoder and an upper sample block, and finally the output is fused to get the final edge map.
EDTER is an edge detector based on transformer. It mainly uses the context information and local clues of the
image to extract clear and meaningful edges. For the fairness of the comparison results, the edge maps generated
by all comparison algorithms are subjected to non-maximum suppression operations. The specific comparison
results are shown in Table 1.
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On BSDS500. We compare with traditional and deep learning based edge detection algorithms on the
BSDS500 dataset. The F-measure ODS of our model reaches 78.2%, which is clearly lower than the detection
results of several other algorithms. The main reason is that GT on the BSDS500 dataset gives relatively few
edge lines, while our proposed algorithm detects more edge lines, so the value of our proposed algorithm is low
in the evaluation indicator. In order to more intuitively prove the correctness of our idea, we have visualized
the detection results of different algorithms. In Figure 4, our detection results have more details than GT, such
as the facial expressions of the characters in the figure, the letters on the clothes, and the outlines of stones in
the penguin background. From the above qualitative and quantitative results, it can be seen that our model has
obvious advantages in image detail detection, which can achieve both clear and accurate results.

On NYUD v2. In NYUD v2, we conduct experiments on the test dataset and compare with several state-of-
the-art edge detection algorithms, such as Canny [11], HED [22], RCF [23], BDCN [18], PiDiNet [25], RINDNet
[41] and EDTER [8]. The quantitative results of our method and several other algorithms are shown in Table 1.
Our method achieves the best scores of 78.7%, 79.1%, and 81.1% on ODS, OIS, and AP . Compared with the
second best EDTER algorithm, the three indicators of our algorithm have improved by 1.3%, 0.2%, and 1.4%
respectively.

On Multicue. The dataset contains two annotation maps, Multicue boundary and Multicue edge. In this
paper, the Multicue edge is selected as the annotation map for experiments. As shown in Table 1, our method
shows very competitive results compared with several other algorithms. Among them, the F-measure ODS and
OIS achieve 89.6% and 90.2% respectively, which are better than other edge detection algorithms.

On BIPED. This dataset is a very carefully annotated edge dataset. Each image in the dataset is carefully
annotated and cross-checked by experts in the field of computer vision, and can be used as a benchmark dataset
for evaluating edge detection algorithms. We randomly select 50 of these images from this dataset for testing.
The quantitative results are shown in Table 1 and Figure 8 shows the PR curves for all methods. Compared with
several other algorithms, it can be seen that our method achieves the best scores in ODS, OIS, AP indicators,
which are 87.8%, 89.3%, 91.1%, respectively. Experimental results demonstrate that our method outperforms
all existing edge detection algorithms. It further proves that the method proposed in this paper has better
performance in extracting image detail edges.

On Dunhuang murals. In this paper, we have selected some murals of Buddha figures with complex
outlines for experimental tests. As can be seen from the visualization results in Figure 6, our method achieves
the best edge maps on Buddha figures, backlights, and headlights. As a representative of traditional edge
detection algorithms, Canny detector produces some false and discontinuous edges due to the lack of certain
semantic feature information. For RCF [23], BDCN [18], DexiNed [24], RINDNet [41], these deep learning-
based edge detection methods also failed to generate some reasonable edges(especially the headgear of Buddha
statues). From the edge detection results of several other deep learning, it can be seen that the lines in the
Buddha figure’s headgear are all missing to a certain extent in the first row of Figure 6; In the second row, the
contours of the headgear and facial features of the Buddha are not detected in RCF and BDCN; In the third
row, the details of the Buddha figure’s facial expressions are missing, especially the eye area is more severe.
On the contrary, our method generates almost all important edge features and shows the contouring effect of
murals well. In addition, we present the visualization results of the line drawings of local patterns of Dunhuang
murals in Figure 7. In the first row of Figure 7, the costumes, hands, and instruments of the Buddha statue have
missing and blurred lines in Canny, RCF, and BDCN methods, among which DexiNed and RindNet perform
better online There are different degrees of burrs on the edges of the bars, and the lines are messy, but the
method in this paper extracts relatively clear and semantic contours. From the second, third, and fourth lines of
murals in Figure 7, it can be seen that the facial expressions of Buddha statues, the detailed textures of feathers
and feet of mythical animals are lost and blurred in different ways in RCF, BDCN, DexiNed, and RindNet
algorithms. However, our algorithm distinguishes and extracts the lines of the details in the murals very well,
thus generating more realistic and artistically appreciative line drawings of Dunhuang murals.

4.5 Analysis of results

We verify our model on four benchmark datasets for edge detection and Dunhuang mural dataset, and com-
pared its experimental results quantitatively and qualitatively with several different edge detection algorithms.
From the three edge detection evaluation indicators ODS, OIS, and AP values in Table 1, we can see that our
algorithm has achieved the best results on the benchmark datasets NYUD v2, Multicue, and BIPED. Especially
on the carefully annotated BIPED dataset, our method is obviously due to several other algorithms, and it can
be seen from Figure 8(d) that the PR curve of our method is significantly higher than other algorithms, which
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(a) Input (b) GT (c) RCF (d) BDCN (e) EDTER (f) DEXINIED (g) OUR

Fig. 4: Qualitative comparisons on three challenging samples in the testing set of BSDS500.

(a) Input (b) GT (c) RCF (d) BDCN (e) RINDNet (f) DEXINED (g) OUR

Fig. 5: The visual effects of several different algorithms on the three datasets are displayed in the figure. From
top to bottom are BIPED dataset, Multicue dataset, NYUD v2 dataset.

indicates that our model can more accurately classify edge and non-edge samples. For the mural dataset, our
method generates clearer and more meaningful outlines of Buddha figures than other algorithms. This is mainly
due to the following three reasons:
1. The residual self-attention and convolution mixed module can make better use of global and local contextual

information, so that the network can obtain the maximum receptive field information and fully integrate
local information. This makes the generated edge map retain more meaningful edges.

2. The cross-layer connection block in the dense network makes the feature information in the shallow layer
in the network entirely merged with the feature information in the deep layer, which makes the generated
edge map contain more detailed information.

3. In this paper, the self-attention and convolution features are dynamically weighted and merged to ensure
that the feature information in the two paths can only be adaptively adjusted, which makes the local and
global information widely used.

5 Conclusion

In this paper, we propose a method of edge detection based on the combination of self-attention and convolution
to generate the line drawings of Dunhuang murals. The method is primarily divided into two parts: i) A new
residual self-attention and convolution mixed module (Ramix) is proposed to merge the features extracted
from the two paradigms of self-attention and convolution. ii) A new densely stacked edge detection network
to efficiently transfer the feature information of two different feature extractors between the networks. For the
first time, the line drawing of Dunhuang murals is successfully realized by using an end-to-end edge detection
network, and it is no longer necessary to perform non-maximum suppression processing on the line drawing
generated in the next sequence. The experimental results on public datasets and Dunhuang mural datasets show
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Fig. 6: Visualization results of different algorithms on Dunhuang mural dataset

(a) Input (b) Canny (c) RCF (d) BDCN (e) DEXINED (f) RINDNet (g) OUR

Fig. 7: Visualization results on partial images of Dunhuang murals

that our method can achieve results that are very competitive with existing methods. The effectiveness of the
proposed method is also demonstrated in terms of both quantitative and qualitative. The model proposed in
this paper does not require a pre-trained model, and the entire model can be trained from scratch. Since this
model uses multiple self-attention paths and convolution fusion modules, and the fusion of the two paths uses a
polymorphic weight adjustment mechanism, this will make the model require a longer training time. In future
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Fig. 8: PR curves of different algorithms on the BSDS500, NYUD v2, Muticue, BIPED dataset

work, we will speed up the training of the entire model by providing prior information for the self-attention
pathway.
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