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Abstract

Annotating accelerometer-based physical activity data remains a challenging task, limiting the creation of robust super-
vised machine learning models due to the scarcity of large, labeled, free-living human activity recognition (HAR) datasets.
Researchers are exploring self-supervised learning (SSL) as an alternative to relying solely on labeled data approaches. How-
ever, there has been limited exploration of the impact of large-scale, unlabeled datasets for SSL pre-training on downstream
HAR performance, particularly utilizing more than one accelerometer. To address this gap, a transformer encoder network is
pre-trained on various amounts of unlabeled, dual-accelerometer data from the HUNT4 dataset: 10, 100, 1k, 10k, and 100k
hours. The objective is to reconstruct masked segments of signal spectrograms. This pre-trained model, termed SelfPAB,
serves as a feature extractor for downstream supervised HAR training across five datasets (HARTH, HAR70+, PAMAP2,
Opportunity, and RealWorld). SelfPAB outperforms purely supervised baselines and other SSL methods, demonstrating
notable enhancements, especially for activities with limited training data. Results show that more pre-training data improves
downstream HAR performance, with the 100k-hour model exhibiting the highest performance. It surpasses purely supervised
baselines by absolute F1-score improvements of 7.1% (HARTH), 14% (HAR70+), and an average of 11.26% across the
PAMAP2, Opportunity, and RealWorld datasets. Compared to related SSL methods, SelfPAB displays absolute F1-score
enhancements of 10.4% (HARTH), 18.8% (HAR70+), and 16% (average across PAMAP2, Opportunity, RealWorld).
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1 Introduction tures and physical activities from sensor data [43]. In contrast

to subjective data, based on questionnaires, objective mea-

Objective measurement-based human activity recognition
(HAR) is a research field focusing on predicting human pos-
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surements are less susceptible to bias and misclassification.
Accelerometers are among the most commonly used sen-
sors to record human movement for HAR [8]. The main
reasons are their small form factor, the low cost, and their
ability to provide accurate measurements needed for recog-
nizing human physical activity [8, 11]. Nowadays, supervised
machine learning (ML) is one of the most successful tech-
niques to facilitate objective measurement-based HAR due
to its ability to learn complex patterns in the data [37]. At
the same time, deep learning (DL), a sub-category of ML,
excels in many research fields like computer vision [48],
natural language processing [2], and speech recognition [12],
among others. One of the main reasons for this success is that
DL approaches can extract rich features from raw data like
images or sensor signals. However, DL methods tend to rely
on large, primarily labeled datasets to achieve good results
[26, 39]. For accelerometer-based HAR, this means anno-
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tated acceleration recordings, where the performed activity
(ground truth or gold standard) is known at each point in
time. Unfortunately, creating high-quality activity annota-
tions is a tedious task that is costly and time-consuming,
especially if working with humans in a free-living setting.
Free-living recordings are important since ML approaches
trained on data recorded in a controlled laboratory setting per-
form poorly on data recorded outside a laboratory [30]. This
demanding labeling process is one of the main reasons anno-
tated accelerometer-based HAR datasets are relatively small.
If they are large, they tend to be of low quality regarding the
annotations [27]. As a result, it is more common to use less
data-intensive ML approaches for HAR instead of DL [8].

Unlabeled physical activity data, i.e., raw acceleration
signals without activity annotations, on the other hand, can
be collected more cost-efficiently. The ubiquitous nature of
sensors, e.g., integrated into smartwatches or smartphones,
allows for collecting large amounts of unlabeled data [15].
Unlabeled accelerometer data was also recorded in the fourth
iteration of the Trgndelag Health Study (HUNT4) [32].
The data corpus contains acceleration data of approximately
35,000 subjects, each recorded for up to seven days, resulting
in millions of hours of physical activity data. Two body-
worn, three-axial accelerometers attached to the lower back
and thigh were used. This dataset contains a large amount of
information about human physical activity behavior, which
cannot be used to train purely supervised ML models.

More recently, self-supervised learning (SSL) gained
much attention in the ML community due to its ability
to extract useful representations from unlabeled data [18].
In general, SSL consists of two steps. First, a model is
pre-trained on unlabeled data by defining an objective (aux-
iliary task) the model has to solve (upstream training).
Second, the learned representations of the upstream train-
ing are leveraged to solve tasks that rely on annotated data
(downstream training), like HAR [29]. The main goal is to
improve the downstream performance, compared to purely
supervised learning (i.e., no upstream training), based on the
representations learned through self-supervised pre-training.
SSL achieved state-of-the-art performances in many research
fields. Examples are computer vision [48], natural language
processing [9], and speech representation learning [24]. But
also, the HAR research community started to investigate
different SSL approaches (see Section 2). However, most
works in SSL-based HAR use small labeled datasets for
both upstream and downstream training. It has been shown
in other research fields, like natural language processing,
that the amount of training data plays a crucial role in
a neural network’s performance, with more data leading
to better results [20]. A similar observation was made for
single-accelerometer-based HAR [49]. However, none of the
existing SSL-based HAR literature investigates large-scale,
dual-accelerometer datasets for pre-training and their influ-
ence on HAR performance. We fill this gap by making the
following contributions:
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1) We implement a self-supervised physical activity
behavior representation learning method (SelfPAB). It is
based on the speech representation learning approach TERA
[24]. We pre-train a transformer encoder network [45] on
the unlabeled HUNT4 data corpus. The auxiliary task dur-
ing pre-training is to reconstruct masked time windows
and frequency bands in six spectrograms, each referring
to one axis of the two three-axial accelerometers used in
HUNT4. The pre-trained transformer encoder network is
used as a feature extractor during downstream HAR train-
ing. For the downstream part, we use the five labeled
HAR datasets, HARTH [27], HAR70+ [44], PAMAP2 [34],
Opportunity [4], and RealWorld [38].

2) We experiment with different amounts of unlabeled
data for pre-training. In particular, 10 hours, 100 hours,
1,000 hours (1k hours), 10,000 hours (10k hours), and
100,000 hours (100k hours) of the HUNT4 dataset. We show
that only 10 hours of acceleration signals, less than many
supervised datasets contain, are sufficient to achieve similar
(on HARTH) and higher (on HAR70+) performances than
purely-supervised methods. Using 100 hours shows better
results in both datasets. Similar to related work on single
accelerometers [49], our experiments indicate that increasing
the number of hours leads to further performance improve-
ments. Hence, the amount of hours used for pre-training
seems to scale with the downstream performance. The best
model is pre-trained on 100k hours.

3) Besides HARTH, there is currently no labeled HAR
dataset with the same sensor setup as HUNT4 publicly avail-
able. Therefore, we create and publish the HAR70+ dataset
together with this paper. In contrast to HARTH, HAR70+
contains only subjects over 70 years old, showing potentially
different movement patterns for the same activities. We fur-
ther publish our experiments, and pre-trained model'.

This paper is the full version of our previous work [28].
Building upon the foundations, we provide a more extensive
analysis, detailed experiments, and offer a better understand-
ing of SelfPAB and its applications.

This paper is organized as follows. Section 2 gives an
overview of related self-supervised learning approaches in
HAR. Section 3 describes the proposed methodology, includ-
ing upstream and downstream training. Our experimental
setup is described in Section 4. The corresponding results
are shown in Section 5 and discussed in Section 6. Finally,
the conclusion is given in Section 7.

2 Related work in self-supervised learning
for human activity recognition

Self-supervised learning (SSL) gained much attention in
recent years due to its great success in other research fields

1 https://github.com/ntnu-ai-lab/SelfPAB (accessed on 2024-02-13)
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[9, 24, 48]. One of the first attempts to apply SSL to improve
accelerometer-based HAR was made by Saeed et al. [35].
Since then, different works have investigated different SSL
strategies. These strategies can be grouped into three cate-
gories:

1) Multi-task self-supervision: In this category, multiple
auxiliary tasks are defined at once. Related works focused
on transformation-based multi-task self-supervision, hence,
identifying what kind of transformation(s), if any, is applied
to the input signal. Saeed et al. [35] applied one of eight
different transformations to the time signals, and the overall
objective was to identify which of the eight was performed.
Tang et al. [40] proposed a combination of transforma-
tion recognition (as in [35]) with a knowledge distillation
paradigm. Hence, the tasks were to identify one of eight
transformations applied to the signals and reproduce the pre-
dictions of a pre-trained teacher model. Yuan et al. [49]
used three transformations of Saeed et al. [35] to pre-train
a ResNet-V2 with 18 layers [16] on the large-scale UK-
Biobank single-accelerometer recordings [10].

2) Contrastive learning: In contrastive learning, input
representations are learned through comparing input sam-
ples [22]. The representations of "similar" samples (positive
samples) need to be closer together than the representations
of "dissimilar" samples (negative samples)[22]. How "sim-
ilar" / "dissimilar" and the distance are defined depends on
the used algorithm. In [14], the objective was to predict k
future time steps starting from ¢ inside a given time frame
W; while the positive sample was the interval 7 to r + k in W;
and the negative samples ¢ to ¢ + k in other windows W ;.
Tonekaboni et al. [42] defined a neighborhood function on
the sensor signals. Positive samples were part of the neigh-
borhood of an input sample (anchor), and negative samples
were not part of the neighborhood. Liu and Abdelzaher [25]
utilized both labeled and unlabeled data during pre-training,
while negative and positive samples were generated depend-
ing on the prediction of the unlabeled data. Saeed et al. [36]
defined positive samples as the scalograms of the anchor time
signals created using wavelet transform and negative samples
as scalograms of other time signals. The pre-training objec-
tive of Khaertdinov et al. [21] was to increase the cosine
similarity of two augmented versions of the same signal
frame and decrease it for augmented versions of different sig-
nal frames. Wang et al. [47] also used augmentation strategies
to create negative and positive samples. They tested different
augmentation approaches and presented a new augmentation
strategy simulating changing sampling frequencies. Jain et al.
[17] considered time-aligned signal frames of different sen-
sors/devices as natural transformations of each other. Hence,
positive (time-aligned) and negative (not time-aligned) sam-
ples are generated from various sensors. Wang et al. [46]
used a combination of augmentation and clustering to define
negative and positive samples.

3) Masked reconstruction: In masked reconstruction-
based SSL, parts of the input signals are masked out (e.g.,
replaced with zeros), and the pre-training objective is the
reconstruction of these parts to learn local temporal depen-
dencies [15]. Haresamudram et al. [13] first masked out
random 10% time-domain samples from the raw accelerom-
eter signals and second trained an upstream architecture to
reconstruct these samples. The mean squared error loss on
the masked proportions was used to compare the model
output with the original signal. A transformer encoder archi-
tecture with following fully-connected layers was trained
during pre-training. During downstream training, the former
was used as a feature extractor for a multilayer percep-
tron. Masked reconstruction was also applied by Taghanaki
et al. [39]. Given a 2.08 sec long time frame of a three-
axial accelerometer measurement, the last 0.48 sec of the
z-axis were masked. The task of the upstream model (a
convolutional neural network with subsequent feed-forward
layers) was to reconstruct the masked part of the z-axis. The
pre-trained convolutional neural network was used for fea-
ture extraction during downstream training. The downstream
architecture was a four-layer multilayer perceptron.

The mentioned related works for masked reconstruction-
based SSL show some limitations. First, they consider only
a single sensor even though many studies show that using
more than one can increase the HAR performance [7, 31].
Second, the former two works ([13, 39]) use the labeled HAR
datasets for both pre-training and downstream training. Due
to the datasets’ limited sizes, this aspect makes it difficult
to investigate whether more pre-training data can improve
the HAR results. Haresamudram et al. [15] and Yuan et al.
[49] are the only two works studying large-scale datasets for
pre-training HAR models. Haresamudram et al. [15] stud-
ied different pre-training data quantities with the unlabeled
Capture-24 dataset. However, they focused on only one sen-
sor, and Capture-24 has its limitations of 4000 hours and
151 participants. The authors showed that &~ 222 hours out
of maximal ~ 4000 hours achieved the best results. Hence,
more pre-training data did not necessarily improve the HAR
downstream performance. In our work, we want to inves-
tigate whether this statement holds for even more hours of
data. With the UK-Biobank, Yuan et al. [49] used an even
larger dataset for pre-training than Haresamudram et al. [15].
It contains over 700,000 person-days of wrist-accelerometer
data, with around 100,000 subjects. The authors investigated
the effect of the amount of UK-Biobank pre-training data on
the downstream performance in more detail. They observed
that the downstream results scale with the number of subjects
and not necessarily with the number of samples per subject.
However, only a single accelerometer was investigated. It
remains an open question whether the same behavior can be
achieved with a dual-accelerometer setup and masked recon-
struction instead of multi-task SSL. We show that increasing
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the amount of pre-training data to up to 100,000 hours can
lead to better downstream performance using our architec-
ture and auxiliary task, as well as a dual-accelerometer setup,
although just marginally. This matches with empirical studies
about the influence of training dataset size on transformer-
based language model performance [20] and the findings of
Yuan et al. [49].

3 Methods

The self-supervised physical activity behavior representation
learning method (SelfPAB) used in this work is illustrated
in Fig. 1. It is based on TERA [24], a speech representa-
tion learning technique, for two main reasons: First, TERA

Fig.1 Illustration of the
SelfPAB method, consisting of
two parts, the self-supervised
pre-training (left) and the
supervised downstream training
(right)

Self-supervised
pre-training

is successfully applied to automatic speech recognition, but
more importantly, it performs well in classification tasks like
phoneme classification. Hence, it showed good performance
on time series classification. HAR based on dual accelerom-
eters is a multivariate time series classification problem.
Second, since TERA uses masked reconstruction instead of
contrastive learning, it does not suffer from the so-called sam-
pling bias [6]. SelfPAB consists of two parts, an upstream
(left) and a downstream part (right). First, an upstream net-
work is pre-trained on unlabeled data to acquire potentially
useful physical activity representations. Second, the result-
ing model is utilized as a feature extractor for downstream
training (e.g., HAR). The goal is to improve the performance
of a downstream model by leveraging the representations the
upstream model acquires from the unlabeled data.
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Fig.2 Stacked five-minute long 0
(a) spectrograms of each sensor < 1(3)
axis, created with the short-time T 13
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frequency bands (y-axis) are L 13

defined from 0Hz to 25H z, and
the time stamps (x-axis) are
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3.1 Upstream
3.1.1 Acceleration signals

We use two Axivity AX3 (Axivity Ltd., Newcastle, UK) 2
accelerometers attached to the participants’ lower back and
thigh. Each sensor records the acceleration in three spa-
tial dimensions, resulting in six time signals. We compute
spectrograms of each signal using the short-time Fourier
transform (STFT) to get the frequency content over time.
This is inspired by the research field of automatic speech
recognition (ASR), where spectrograms are successfully uti-
lized for pre-training instead of raw time signals [23, 24].
Additionally, we stack the six resulting spectrograms on top
of each other. In all our experiments, we work with a sam-
pling rate of 50H z, resulting in a maximum frequency of
25 H z in the spectrograms due to the Nyquist-Shannon sam-
pling theorem.

3.1.2 Signal alteration and auxiliary task

Defining a proper auxiliary task for the pre-training is crucial
in self-supervised learning [24]. It determines what informa-
tion the upstream model learns from the unlabeled data and
whether it is helpful for downstream training. We decide to
utilize the masked reconstruction auxiliary task as it allows

2 http://www.axivity.com/ (accessed on 2023-12-19)
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(b) Time and frequency masking

learning of temporal dependencies without much effort
[15], which leads to useful representations of accelerome-
ter signals for downstream tasks. Another benefit of masked
reconstruction is that, compared to contrastive approaches,
it does not suffer from the sampling bias [6]. Masking and
reconstructing parts of the input data has already been suc-
cessful in self-supervised learning for HAR [13, 39] and other
research fields, like natural language processing (NLP) [9]
and ASR [24]. The primary strategy is to mask certain parts
of the input and let the model learn to reconstruct these parts
using the unmasked parts. As a result, we perform two alter-
ation techniques on the input spectrograms.

1) Time domain alteration: As in [24], we define a time
alteration percentage Pr, which determines the maximal
amount of time frames to be altered in all six spectrograms.
First, a number T,,,,, = LPTW;?J of start indices are ran-
domly chosen without replacement. Lt is the total number
of input time frames, and W7 is a predefined window width
to be altered. With a probability of 80%, the selected frames
are replaced with zeros, with a probability of 10%, they are
swapped with other frames in the input, and with a probabil-
ity of 10%, they are not altered at all. Liu et al. [24] argue
that the latter case tackles the train-test inconsistency prob-
lem by feeding a not-altered input into the model. The white
vertical lines in Fig. 2b illustrate the masking of time frames
with zeros in all six spectrograms. Note that altered windows
can overlap, leading to larger consecutive masked/swapped
areas.
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2) Frequency domain masking: Like in time domain mask-
ing, we compute a number of start indices Fj,y;,, = LPFW;?J
using frequency masking percentage Pr, frequency window
width W, and the number of frequency bins of one sen-
sor L. The same consecutive frequency bands are masked
(zeroed out) in all six spectrograms. The white horizontal
lines in Fig. 2b illustrate this masking. The idea is to let the
model learn frequency band reconstruction using the other
frequency bands.

Note that time domain alteration and frequency domain
masking are combined in most cases. Hence, our upstream
model receives masked spectrograms as input, and its objec-
tive is to reconstruct the masked areas, shown in the top left
of Fig. 1. Like in the work of Liu et al. [24], we use the L1
reconstruction loss I} = M - |y — 3| between the upstream
model’s output ¥ and the unmasked spectrograms y. M is a
matrix with the same dimension as y and y and contains ones
where alteration (masking or swapping) is applied and zeros
anywhere else. The multiplication with M ensures that the
L1 loss is computed for the altered parts only.

3.1.3 Upstream architecture

The masked spectrograms are forwarded to a linear input
projection layer. It is a single trainable feed-forward layer,
mapping the input to a predefined embedding of dimension
dimodel- Sinusoidal positional encoding is used to preserve
information about the order of the input sequence. Input
embedding and positional encoding are summed together and
forwarded to a transformer encoder network consisting of N
transformer encoder layers. Transformer models, proposed
by Vaswani et al. [45], can learn relationships between a set
of input vectors without the usage of recurrent or convolu-
tional layers, making them efficient to train. A transformer
encoder layer consists of a multi-head self-attention block
and a feed-forward layer. Residual connections with layer
normalizations are applied on each of the two sub-layers.
The multi-head self-attention block uses scaled dot-product
attention to learn the temporal relations between given
input samples, i.e., in our case, between time windows
in the stacked spectrograms. Stacking multiple transformer
encoder layers results in a transformer encoder (network).
For more details about the transformer architecture, we refer
to the original paper of Vaswani et al. [45].

The output of the last transformer encoder layer is for-
warded to the prediction head, a feed-forward layer mapping
the dy,0q01-dimensional vectors back to the input dimen-
sion d;,pu, to make the model’s output comparable to the
unmasked spectrogram. The prediction head is not used dur-
ing downstream learning. Despite the similarity of SelfPAB
to TERA of Liu et al. [24], we want to highlight the dif-
ferences here. 1) We work with standard spectrograms in
contrast to log Mel spectrograms, used by Liu et al. [24].
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2) We consider a six-dimensional time series (two sensors,
each having three axes) instead of a univariate time series
as in [24]. 3) Liu et al. [24] applied magnitude alteration by
adding noise to the spectrograms, which we do not. The rea-
son is that it did not provide a strong benefit in classification
tasks [24].

3.2 Downstream

We use the pre-trained linear input projection layer and the
transformer encoder upstream network to extract features
from the input spectrograms. The goal is to improve the HAR
downstream performance using these features instead of raw
spectrograms as input to the downstream model. Like Liu
et al. [24], we use the weighted sum F = Zlel F; - w; of
each transformer encoder layer’s output F; as input to the
downstream network. L is the number of transformer encoder
layers and w; a trainable weight scalar. This technique allows
the model to learn which layer in the upstream network is
most important for the downstream training. It is inspired
by Chi et al. [5], who showed that using internal transformer
encoder layers for feature extraction can lead to better speaker
recognition and phoneme classification results.

The downstream architecture is a multilayer perceptron
(MLP) with one hidden layer. It receives the upstream
model’s dy,04.1-dimensional output as input. The output layer
has the same dimension as the number of classes/activities in
the HAR downstream training. A ReLU activation is applied
to the hidden layer’s output and a softmax activation function
to the output layer to model a categorical distribution over
all activities. Initially, the weights of the upstream model are
frozen, and only the weighted-sum layer and downstream
MLP are trained to prevent the initially large gradients from
altering the carefully set parameters of the upstream model
too much. After initial training of the classifier, we per-
form fine-tuning. Hence, we unfreeze the upstream model’s
weights after a predefined number of downstream steps. Fine-
tuning upstream models for downstream training showed
promising results in related works [5, 24] and better per-
formance in our initial experiments.

4 Experiments

We test our approach in experiments with six different
datasets, the HUNT4 [32], the HARTH v1.2 [27], the
HAR70+, the PAMAP2 [34], the Opportunity [4], and the
RealWorld [38]. HUNT4 is an unlabeled dataset, and it is uti-
lized for pre-training only. After pre-training, we investigate
the HAR performance on the latter five datasets, which are
all labeled. The pre-training part is also known as upstream



SelfPAB: large-scale pre-training on accelerometer data for human activity recognition 4551

training, and the following supervised training on the five
labeled datasets is also called downstream training.

4.1 Pre-training / Upstream
4.1.1 HUNT4 dataset (unlabeled)

We use the unlabeled HUNT4 [32] dataset for pre-training
our upstream model. HUNT4 is the fourth round of Nor-
way’s biggest health study, the Trgndelag Health Study.
Accelerometer data of approximately 35,000 participants
were recorded. Each participant wore two three-axial Axivity
AX3 accelerometers for up to seven days. The sensors were
attached to the participants’ lower back and thigh, and record-
ings were made with a sampling rate of SOH z. Up to the time
of writing this paper, the HUNT4 is, to the best of our knowl-
edge, the largest dual-accelerometer-based physical activity
data corpus in the world. HUNT4 consists of around 230
times more subjects with significantly more hours of data
than the Capture-24 dataset [3]. Hence, it is a good candidate
to investigate a large variety of hours used for pre-training.

4.1.2 Data pre-processing

Five-minute time windows (15,000 samples at 50Hz), a
frame length of 1sec (= 50 samples), an overlap of half a sec-
ond (= 25 samples), and the Hann window function are used
for STFT computation. This results in 26 frequency bins and
599 time frames for each axis. The six sensor spectrograms

are stacked, resulting in 156 x 599-dimensional input matri-
ces. We use the upstream dataset’s mean and variance to
normalize the input before pre-training.

4.1.3 Parameters

Table 1 shows the hyperparameter assignments used during
pre-training. After initial experiments with different hyper-
parameter assignments, these achieved the best results. The
linear projection layer transforms the input of dimension
dinpur =156 10 dyyog4e1 = 1500. The transformer encoder net-
work consists of four transformer encoder layers each having
six attention heads, and a 2048-dimensional feed-forward
layer.

We use AdamW with a weight decay factor of 1¢ ™ as the
optimizer. Like in the work of Liu et al. [24], we perform a
linear learning rate warm-up in the first 7% of training steps,
leading to a peak learning rate of le~*. Afterward, a linear
learning rate decay is applied with a final learning rate of
1e~% in the last epoch.

We experiment with a large variety of different amounts
of unlabeled data for pre-training. In particular, we compare
the downstream performance when using upstream models
trained on 10, 100, 1k, 10k, and 100k hours of acceleration
data. We refer to these models as SelfPAB 10, SelfPAB 100,
SelfPAB 1k, SelfPAB 10k, and SelfPAB 100k, respectively.
To ensure comparability, we train the SelfPAB 10 model for
500,000, the SelfPAB 1k model for 50,000, the SelfPAB 1k
model for 5,000, the SelfPAB 10k for 500, and the SelfPAB

Table 1 Hyperparameter

assignments of the pre-training Type Hyperparameter Value

Architectural Number of TE layers 4
Embedding dim. (dyoder) 1500
Number of heads 6
Feed-forward dimension 2048

Training Peak learning rate le™
End learning rate le=©
Ir schedule warm-up + linear decay
Optimizer AdamW
Weight decay factor le™d
Epochs 500k, 50k, 5k, 500, 50
Batch size 64
Loss (Masked) L1

Masking Time alter. perc. (Pr) 0.15
Time alter. width (W) 3
Freq. masking perc. (Pf) 0.2
Freq. masking width (Wr) 3

It is divided into architectural, training, and masking hyperparameters. The terms dim, TE, Ir, Freq., alter.,
and perc. are the abbreviations for dimension, transformer encoder, learning rate, Frequency, alteration, and

percentage, respectively
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Fig.3 HARTH v1.2 activity HARTH v1.2
distribution in minutes per 1000 967.6
activity. The inactive cycling
labels are combined with the 800
active cycling labels. The
illustration is based on [27] 0
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100k for 50 epochs, all with a batch size of 64. Hence, all
five models receive the same number of samples and take
the same number of gradient steps. The only difference is
the number of unique samples. We randomly select five-
minute time windows of the HUNT4 data corpus to collect
the required amount of data. A seed of 256 is used to ensure
comparability between experiments. This results in 108 sub-
jects for 10 hours, 1062 subjects for 100 hours, 9277 for
1000 hours, 33932 for 10k hours, and 35650 for 100k hours.
Ten percent of the data is used as a validation set. Hence,
SelfPAB 10 is actually trained on 9 hours and validated on
1 hour. SelfPAB 100 is trained on 90 hours and validated on
10 hours, SelfPAB 1k is trained on 900 hours and validated
on 100 hours, and so on. We use checkpoints during training
such that the model iteration with the lowest validation loss
is always saved to disk.

For creating the altered time frames, we define a time alter-
ation percentage of Pr = 0.15, meaning that up to 15% of
the time frames can be altered. The amount of consecutive
time frames to alter is set to W7 = 3. We set the frequency
masking percentage to Pr = 0.2 and the frequency mask-
ing width to W = 3. Hence, we create a 3 Hz mask, which
is replicated across all six sensor axes’ spectrograms. This
strategy avoids masking too much information out of the fre-
quency domain. These masking hyperparameter assignments
are mainly inspired by related works in self-supervised learn-
ing with masked reconstruction [9, 23, 24].

4.2 Downstream

4.2.1 Datasets (labeled)

This work considers five publicly available and labeled
datasets for downstream training (i.e., HAR). The first two

(HARTH v1.2 and HAR70+) are, to the best of our knowl-
edge, the only two labeled and publicly available HAR
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datasets with the same sensor setup as HUNT4. Therefore,
our main focus of this work is on these two datasets. The
remaining three (PAMAP2, Opportunity, and RealWorld)
consist of recordings from multiple sensors and sensor place-
ments. In our experiments, we take two accelerometers from
each dataset, which are positioned closest to the thigh and
lower back. We test SelfPAB on the latter three datasets, to
investigate its robustness against sensor displacement.

1) HARTH v1.2: The first is the HARTH v1.2 [27]3.
Twenty-two subjects were recorded for around 1.5 to 2 hours
during their regular working hours in a free-living setting.
They had an average BMI of 23.1 &£ 2.3 (min : 19.2, max :
28.4)11;—% and were on average 38.6+ 14 (min : 25, max : 68)
years old. Hence, it shows a wide variety of ages. Pro-
fessional annotations were created using video recordings.
HARTH v1.2 has twelve different activities: walking, run-
ning, shuffling (i.e., standing with leg movement), stairs
(ascending), stairs (descending), standing, sitting, lying,
cycling (sit), cycling (stand), cycling (sit, inactive), and
cycling (stand, inactive) (i.e., cycling (sit/stand) without leg
movement). The dataset contains around 2221.6 min (~ 37
hours) of acceleration data. Figure 3 shows the activity distri-
bution of the HARTH v1.2. The dataset is highly imbalanced,
making HAR a challenging task for ML approaches. In the
original HARTH experiments [27], as well as in the following
validation study [1], specific activity labels were merged due
to their similarity in the actual physical motion and to mit-
igate class imbalances. We perform a similar class merging
to increase the comparability to the original works. Hence,
for the HARTH v1.2, we combine cycling (sit, inactive) and
cycling (sit) as well as cycling (stand, inactive) and cycling
(stand), resulting in ten activities.

3 Dataset available at https:/github.com/ntnu-ai-lab/harth-ml-
experiments/tree/v1.2/harth (accessed on 2023-12-19)
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2) HAR70+: We created the HAR70+ dataset. In contrast
to HARTH v1.2, only subjects over 70 (min : 70, max : 95)
years were recorded*, allowing us to investigate the same
activities with potentially distinct movement patterns. Eigh-
teen subjects with a BMI of 26.8 & 2.7% participated
in the data collection. Seven activities were professionally
annotated by us: standing, shuffling, walking, sitting, lying,
stairs (descending), and stairs (ascending). HAR70+ consists
of around 756 min (= 12.6 hours) accelerometer record-
ings. The activity distribution is shown in Fig. 4. As in
HARTH v1.2, a high imbalance is observable, with the
most common activity walking and the least frequent activi-
ties stairs (descending/ascending). Each participant provided
written informed consent, and we obtained ethical approval
from the Norwegian Centre for Research Data (NSD).

3) PAMAP2: The PAMAP2 dataset [34] was recorded with
three inertial measurement units (IMUs) attached to the chest,
wrist, and ankle of nine subjects. We use only the chest and
ankle accelerometer recordings in our experiments. Further-
more, we focus on the same 12 activities as Haresamudram
etal. [15].

4) Opportunity: The Opportunity dataset [4] was recorded
with seven IMUs and twelve accelerometers. We focus only
on the back and the top right knee acceleration recordings.
Four subjects were recorded, each in five runs of activities of
daily living and one drill run. Five different activities/modes
of locomotion are utilized: standing, sitting, walking, lying,
and transition/null. We added the null class to maintain con-
tinuous signals.

5) RealWorld: In the RealWorld dataset [38], 15 sub-
jects were equipped with seven wearable devices containing
accelerometers. We use the waist and thigh recordings, as
well as all eight annotated activities: downstairs, upstairs,

4 https://github.com/ntnu-ai-lab/harth-ml-experiments/tree/main/
har70plus (accessed on 2023-12-19)
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jumping, lying, standing, sitting, running/jogging, and walk-
ing.

We resample PAMAP2 and Opportunity to S0H z using
the Fourier method to match the HUNT4 sampling rate.
PAMAP? is downsampled from 100Hz to 50Hz by trun-
cating high frequencies in the spectrum. Opportunity is
upsampled from 30Hz to 50Hz through zero-padding of
high frequencies in the spectrum. Additionally, if applica-
ble, sensor reorientation was performed on the latter three
datasets to match the orientation of the HUNT4 dataset.

4.2.2 Downstream training

We investigate four different settings to show the benefits of
our two-stage approach. The hyperparameters of the down-
stream experiments are found through initial hyperparameter
optimizations in the form of grid searches and summarized
in Table 2.

(1) SelfPAB: The weights of the pre-trained transformer
encoder network and the linear projection layer are frozen
and used for feature extraction, as shown on the right side of
Fig. 1. The weighted sum of each transformer encoder layer’s
output is forwarded to a two-layer MLP, with hyperparame-
ters shown in Table 2. Four weight scalars w; are trained for
weighted sum computation, one for each transformer encoder
layer. The downstream MLP’s hidden layer has a dimension
of 1028, and the output layer has a dimension depending on
the number of activities in the dataset used. Furthermore, we
unfreeze the weights of all transformer encoder layers and
the linear projection layer after 3 /4 of the total training steps.
Learning rate decay is performed to ensure a small enough
learning rate during fine-tuning.

(2) Spectrograms + MLP: In the second setting, we skip
the pre-trained model and train the mentioned MLP directly
on the stacked spectrograms. This allows us to investigate
whether the upstream model learns signal representations
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Table 2 Hyperparameter
assignments of the downstream

experiments

Type Hyperparameter Value
Architectural (MLP) Dim. hidden layer 1028

Dim. output layer 12,7,12,5,0r 8
Architectural (TE) Number of TE layers (L) 4

Embedding dim. (dpoder) 1500

Number of heads (&) 6

Feed-forward dimension 2048

Dimension prediction head 12,7,12,5,0r 8
Training Learning rate le™*

Learning rate schedule exponential

Learning rate decay factor 0.1

Optimizer Adam

Steps 2000

Batch size 32

Loss L1

Start fine-tuning step

1500 (not for linear evaluation)

The table is divided into architectural and training hyperparameters. The multilayer perceptron (MLP) archi-
tecture is used in settings (1) and (2), and the transformer encoder network in setting (3). The terms dim. and
TE are the abbreviations for dimension and transformer encoder, respectively

that improve HAR performance compared to raw spec-
trograms. The same architectural hyperparameters as in
setting (1) are used (see Table 2).

(3) Spectrograms + TE: In the third setting, we also
skip the upstream model and use spectrograms as inputs.
However, we use the upstream model’s, not pre-trained,
architecture for the downstream training. Hence, instead of an
MLP as in setting (2), a four-layer transformer encoder net-
work with a linear projection layer, positional encoding, and
prediction head is used. Therefore, we train the transformer
encoder (TE) network end-to-end with random weight initial-
ization. Except for the prediction head, all hyperparameters
are the same as in the upstream model (see Tables 1 and 2).
The prediction head has a dimension corresponding to the
number of activities in the downstream dataset. A softmax
activation follows the prediction head to get a distribution of
the activities. Setting (3) allows us to investigate whether a
potential HAR performance increase of SelfPAB is caused
only by the transformer encoder architecture or the combi-
nation of architecture and pre-training.

(4) SelfPAB (linear eval.): As commonly done in SSL
research, we make a linear evaluation [15, 40]. In a linear
evaluation, we use our upstream model as a feature extrac-
tor for a single feed-forward layer with softmax activation
instead of a two-layer MLP as in setting (1). Only the feed-
forward layer is trained, and no fine-tuning is performed here.

Settings (2) and (3) will answer the question of whether
the pre-training objective in combination with the proposed
architecture is helpful for HAR or not. Setting (4) will answer
the question of how well the activities are linearly separable
in the learned latent space. Thus, it will give us an impression
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of how well the upstream model learned to create distinct
latent representations for different activities. In all four set-
tings, the spectrograms of all subjects are computed first. As
before, the frame length is set to 50 samples (= 1sec), and the
frame shift to 25 samples (half a second). Since we normalize
the HUNT4 data during pre-training, we do the same for the
downstream datasets using the upstream (HUNT4) dataset’s
mean and variance before downstream training. This strategy
showed a considerable performance improvement in previ-
ous work [15].

The first 20% of each subject’s spectrogram is used as
the validation set and the remaining 80% as the training set.
Splitting the data this way leads to roughly the same activity
distribution of the validation and training set. We randomly
cut 32 (batch size) five-minute windows (599 time bins) out
of the training setin each training step. The models are trained
on 2000 steps in total. We utilize the Adam optimizer, a
learning rate of le~*, and exponential learning rate decay
with a decay factor of 0.1. The categorical cross-entropy
is used as the loss function. Every tenth step, we compute
the loss, accuracy, recall, and precision of the validation
set. For HARTH v1.2 and HAR70+, a leave-one-subject-
out cross-validation (LOSO) is performed. Hence, the model
is trained on S — 1 subjects and tested on 1 after train-
ing, with S being the number of subjects. This is repeated
S times, each time with a different test subject. A LOSO
has the advantage of having less subject-based bias than
other cross-validation methods [31] and allows us to com-
pare the performance on different subjects independently. We
perform five-fold cross-validations for the remaining three
datasets (PAMAP2, Opportunity, and RealWorld) instead to
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make them comparable to related work [15]. Averaged across
all activities, we compute the average F1-score, average pre-
cision, and average recall for each test subject. We further
compute the overall accuracy for each test subject. Note that
the activity distribution output of the downstream model is
given for one second with half a second overlap. The reason
is that we define the frame length of the input spectrograms
to be one second and the overlap half a second. The actual
prediction for one second is the maximum of the softmax
output. For overlapping windows, the output distributions are
averaged, and the maximum is taken afterward. To make the
results comparable, we unfold the resulting one-second pre-
dictions to 50 samples per second, hence, back to the original
time domain dimension.

4.2.3 Baselines and comparison to related work

We compare our method to purely supervised baselines and
SSL methods. The first two purely supervised methods are the
support vector machine (SVM) and extreme gradient boost
(XGB). These two approaches achieved the best results in the
original experiments of Logacjov et al. [27] for the HARTH
dataset. We ensure comparability by retraining an XGB and
an SVM on HARTH v1.2 and HAR70+, respectively, using a
hyperparameter optimization followed by a LOSO. We com-
pute the same F = 161 features of five-second time frames
the authors in [27] used for training. We use the radial basis
function, with parameter y = F+7)2(’ as the kernel function of
the SVM, with 0)2( being the variance of the training set X. A
regularization parameter of C = 10 and no class weighting
lead to the best results. For XGB, the best hyperparameters
of our hyperparameter optimization are learning rates of 0.5
and 0.3, number of estimators 1024 and 512, and maximum
depths of 3 and 5, for the datasets HARTH v1.2 and HAR70+,
respectively. The multi-class classification error rate is used
as the loss function. For the PAMAP2, Opportunity, and
RealWorld, we also perform hyperparameter optimizations,
followed by five-fold cross-validations. The baseline pre-
dictions are given for five seconds. Hence, similar to the
downstream experiments, we unfold these five-second pre-
dictions to 50 samples per second, ensuring comparability. In
addition to the XGB and SVM, we experiment with a well-
established baseline method for HAR, the DeepConvLSTM
[33]. Architectural hyperparameters are the same as in the
original DeepConvLSTM paper to maintain comparability.
The remaining hyperparameters are found through hyperpa-
rameter optimizations. We experiment with time series data
as input (TS), as well as spectrograms (Spectr.).
Furthermore, we compare SelfPAB to two SSL methods,
the SimCLR [41] and SelfHAR [40]. SimCLR achieved the
best SSL results in the large study of Haresamudram et al.
[15] about SSL in HAR, making it a good candidate to com-

pare our method to. SelfHAR is a promising method that
combines self-training and SSL in a three-stage approach
not investigated by Haresamudram et al. [15]. We pre-train
SimCLR and SelfHAR using 100k hours of the HUNT4
dataset and perform downstream training on the five labeled
datasets afterward. For SimCLR, the same hyperparameter
optimization as in [15] is performed for a fair comparison.
For SelfHAR, the default hyperparameters provided in the
authors’ source code are utilized due their model’s higher
training complexity. We use the original code provided by
the authors>®.

5 Results
5.1 HARTH v1.2 overall downstream performance

Table 3 shows the average Fl-score, precision, recall, and
accuracy across all test subjects of the HARTH v1.2 LOSO,
together with the corresponding standard error. The first six
methods are the four purely supervised baselines, as well
as setting (2) and (3). The last four rows show the self-
supervised methods, SelfHAR, SimCLR, SelfPAB (linear
eval.), and our proposed SelfPAB pre-trained on 100k hours
of HUNT4 data. The best results are written in bold letters,
and the second-best are underlined. SelfPAB 100k shows the
best results in all four metrics. The XGB has the second-best
F1-score, recall, and accuracy, closely followed by the SVM.
However, the accuracy results should be treated with caution
since the activities of HARTH v1.2 are highly imbalanced,
which is not considered when computing the accuracy. The
F1-score takes imbalances into account and is a trade-off
between precision and recall. It is therefore considered the
most important metric in this work. With the highest F1-score
of 81.3%, SelfPAB 100k is the best model in our experi-
ments. The DeepConvLSTM (TS) has the worst performance
with an Fl-score of 51.2%, followed by DeepConvLSTM
(Spectr.) with 60.2%. Furthermore, setting two (Spectro-
grams + MLP) has the third-worst performance, with an
average Fl-score of 60.5%, precision of 70.9%, and recall
of 66.5%. The accuracy is similar to the ones of the baseline
models. This is followed by our linear evaluation with 64.9%
F1-score, as well as setting three (Spectrograms + TE) with
an average F1-score, precision, and recall of 66.1%, 76.5%,
and 67.8%, respectively. The two self-supervised methods,
SelfHAR and SimCLR, are better than most purely super-
vised baselines but not better than the SVM, the XGB, or our
SelfPAB 100k.

3 SimCLR: https://github.com/iantangc/ContrastiveLearningHAR
(accessed on 2023-11-28)

6 SelfHAR: https://github.com/iantangc/SelfHAR (accessed on 2023-
11-28)
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Table3 The Fl-score,

. Approach F1-score Precision Recall Accuracy

precision, recall, and accuracy

results of the . Purely supervised

leave-one-subject-out

cross-validation (LOSO) SVM 71.7+£2.0 76.5+£2.0 757+ 1.5 91.9+£0.7

averaged (with standard error) XGB 742+ 1.9 769 +2.2 785+ 1.2 92.1+1.0

aHCXE; ;11 212283bjects of the DeepConvLSTM (TS) 512462 65.3 £3.7 58.1 £6.3 813+ 46

vi.= dataset DeepConvLSTM (Spectr.) 602 +2.2 69.6 2.5 64.5+ 1.7 88.1+1.6

Spectr. + MLP 60.5+24 70.9 +£2.7 66.5 + 1.4 92.0 £ 0.7
Spectr. + TE 66.1 +£2.0 76.5+ 1.9 67.8+ 1.8 91.6 £ 0.9
Self-supervised
SelfHAR [40] 69.7 £ 2.1 76.3 + 1.8 737+ 1.7 91.1 £ 1.1
SimCLR [41] 709 £+ 1.9 74.8 £ 1.8 732+ 1.6 89.6 £ 1.0
SelfPAB (linear eval.) 649+ 1.9 80.0+ 1.8 649+ 1.3 87.8 £ 1.2
SelfPAB 100k 81.3+1.3 83.7 +1.3 82.6 + 1.2 94.6 + 0.5

The F1-score, the precision, and the recall are also averaged across the different activity labels. The best results
are shown in bold letters and the second-best are underlined. Spectr. is the abbreviation for Spectrograms

5.2 HAR70+ overall downstream performance

The average Fl-score, precision, recall, and accuracy of
the HAR70+ LOSO are shown in Table 4. SelfPAB 100k
achieves the best Fl-score, recall, and accuracy. It has an
average Fl-score of 78.5%, precision of 86.5%, a recall of
78.7%, and an accuracy of 93.8%. The linear evaluation
exhibits the best precision of 91.2% but the worst recall
and Fl-score. Again, the DeepConvLSTM experiments are
among the worst results, with F1-scores of 54.7% and 59.3%.
For the HAR70+, the two self-supervised methods perform
worse than almost all purely supervised approaches. Self-
HAR has an F1-score of 58.8%, and SImCLR 59.7%. This
is followed by setting two (Spectrograms + MLP) with an
Fl-score of 61.9%. Setting three (Spectrograms + TE) out-
performs the XGB in the F1-score (64.5%) but has the lowest
precision (80.2%). All investigated methods are considerably
worse than our proposed SelfPAB in F1-score and recall.

5.3 Activity recognition performance

Figure 5a shows the average F1-score (with standard error)
for each activity in the HARTH v1.2 dataset. The Self-
PAB 100k, the XGB, and the Spectrograms + TE experiments
are visible. The XGB is either the best or second-best
among the purely supervised methods; hence, we focus on
it here. The Spectrograms + TE results illustrate the dif-
ference between supervised and self-supervised training of
the proposed architecture. The shown activities are ordered
according to the number of samples in the dataset, with
sitting being the most common activity (see Fig. 3). The well-
represented classes (sitting, walking, standing, cycling(sit),
lying, and running) are largely dominated by good but similar
results for all models. Although, Spectrograms + TE shows
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slightly worse results in sitting, lying, and running. Cycling
(sit) has a similar average performance across the models,
considering the high standard error. Shuffling is an exception
here. It has almost the same amount of samples in the dataset
as running (see Fig. 3) but a much lower performance across
all models. Nevertheless, SelfPAB has considerably better
results than the baseline XGB for shuffling. The rare classes
(stairs (ascending), stairs (descending), and cycling(stand))
have, in general, much poorer performance. Despite this,
we observe that the SelfPAB model performs comparably
well on stairs (ascending) and stairs (descending). Cycling
(stand), on the other hand, is similarly poor predicted by all
models and shows a high standard error.

Figure 5d shows the F1-score performance for each activ-
ity of HAR70+ separately. The activities are ordered in
descending order from left to right so that the left-most
activity (walking) is the most common in HAR70+. The well-
represented classes (walking, sitting, standing, and lying)
perform similarly well across all three models, while the
XGB is slightly better for lying. SelfPAB, on the other hand,
has slightly higher F1-scores for walking and standing. For
the rare classes (shuffling, stairs (descending), and stairs
(ascending)), pre-training considerably improves the perfor-
mance compared to XGB and Spectrograms + TE.

Most activities benefit from our pre-training in the
HARTH v1.2 and HAR70+ datasets. However, while more
frequent activities have a generally high performance for
all models, less common activities show a strong F1-score
increase. Hence, those activities are less often misclassi-
fied with other activities, although the amount of labeled
data is low. To investigate the reason for that behavior, we
conduct a further experiment. We balance the HARTH v1.2
and HAR70+ datasets through under-sampling. We limit the
number of minutes per activity to exactly one minute. Hence,
every activity becomes non-frequent. We train the XGB, the
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Table4 The Fl-score,

.. Approach Fl-score Precision Recall Accuracy

precision, recall, and accuracy

results of the . Purely supervised

leave-one-subject-out

cross-validation (LOSO) SVM 64.3+£2.9 80.0+24 66.7 £ 2.5 90.6 +1.2

averaged (with standard error) XGB 63.7+24 85.14+20 64.6+22 913+1.2

across all 18 subjects of the DeepConvLSTM (TS) 547 £33 69.8 £2.9 582 £33 88.6 £ 2.5

HAR70+ dataset
DeepConvLSTM (Spectr.) 593+1.9 66.2 2.1 68.8 +2.6 91.0£15
Spectr. + MLP 619125 84.5+22 634122 929+1.2
Spectr. + TE 64.5+2.5 80.2+ 1.9 652 +2.1 932+1.0
Self-supervised
SelfHAR [40] 588 £2.7 874414 59.7+2.7 89.4+1.2
SimCLR [41] 59.7+24 832+ 18 61.1+23 89.6+1.2
SelfPAB (linear eval.) 540+23 91.2+1.2 559422 90.7+1.2
SelfPAB 100k 785 +£2.1 865+ 1.1 78.7 £ 1.8 93.8 £1.2

The F1-score, the precision, and the recall are also averaged across the different activity labels. The best results
are shown in bold letters and the second-best are underlined. Spectr. is the abbreviation for Spectrograms
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Fig. 5 Average Fl-scores for each activity in the HARTH v1.2 and
HAR70+ datasets. The black lines show the corresponding standard
errors. The activities are ordered according to their amount of min-
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bottom two panels show the results when both datasets are balanced
through strong under-sampling, where each activity consists of exactly
one minute. Spectr. is the abbreviation for Spectrograms
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Spectr.+TE, and our SelfPAB on these balanced datasets and
visualize the average F1-scores per activity in Fig. 5c and d.
We observe that although the datasets are now balanced, there
is still a big difference between some activities, similar to
the full datasets. For example, for the HAR70+, shuffling,
and stair walking are still considerably worse than the other
activities, although all activities have the same number of
samples. This indicates that those activities are generally hard
to learn, independent of the method used. However, we can
observe that SelfPAB still outperforms the other methods
and exhibits comparably good performance even with only
one minute per activity. The Fl-score averaged across the
HARTH v1.2 activities is 52.7 +2.8% for XGB, 42.7+2.4%
for Spectr. + TE, and 61.5 £ 2.9% for SelfPAB. For the
HAR70+, the averaged F1-scores are 52.3 + 1.7% for XGB,
52.9£3.2% for Spectr. + TE, and 68.6 £ 3.0% for SelfPAB.
Hence, SelfPAB does not need many downstream samples
to learn the recognition of activities. Nevertheless, it is still
recommended to use more samples, especially for the more
complex classes.

5.4 Impact of the amount of unique upstream
samples

The overall increase in the average F1-score with an increas-
ing amount of pre-training hours is illustrated in Fig. 6a for
the HARTH v1.2 dataset and in Fig. 6b for the HAR70+.
The best supervised baselines are shown as references in
red. For HARTH v1.2, it is the XGB, and for HAR70+, it
is Spectr.+TE. For HARTH v1.2 (Fig. 6a), a strong perfor-
mance gain is achieved when training on 1k hours compared

g4 mmm SeclfPAB
mmm Best sup. baseline

|
82 | 81.3+1.3
N 80.811.6 so.2i1.7
g 42,
S 78
o
— 76
74.2+1.9
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Hours for pre-training
(a) HARTH v1.2

Fig. 6 The average downstream Fl-score for (a) HARTH v1.2 and
(b) HAR70+ if SelfPAB is trained on 10 hours, 100 hours, 1k hours,
10k hours, and 100k hours of the HUNT4 data. The performance of
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Fl-score

to 10 or 100 hours. Using more pre-training data improves
the performance marginally, with 10k hours being worse than
1k hours. When SelfPAB is pre-trained on at least 100 hours,
it shows better performance than the best supervised base-
line, with 78.7% compared to XGB’s 74.2%. SelfPAB 100k
has an F1-score of 81.3 4 1.3%, which is an improvement of
around 7% compared to the baseline XGB. Furthermore, it
generally attains a lower standard error than the best baseline
when pre-trained on at least 1k hours. It is also observable
that SelfPAB 10 reaches a similar high F1-score performance
compared to the XGB. In the HAR70+ experiments (Fig. 6b),
the Fl-score increases with increasing hours used during
pre-training, while the performance gain from 10 hours to
1k hours is stronger than from 1k hours to 100k hours. Self-
PAB pre-trained on only 10 hours of HUNT4 outperforms the
best supervised baseline, with 73.1% compared to 64.5%.
The best SelfPAB model (pre-trained on 100k hours) has
an improvement of around 14% compared to Spetr.+TE. It
is observable that with an increase of hours used for pre-
training, an increase in average Fl-score occurs in both
datasets. Hence, SelfPAB gets better when pre-trained on
more data. In both cases, the model pre-trained on the most
hours of unique upstream samples, SelfPAB 100k, achieves
the best average F1-score.

5.5 PAMAP2, Opportunity, and RealWorld
Downstream

Table 5 provides the average Fl-scores of the PAMAP2,
Opportunity, and RealWorld datasets. These are datasets with
partly different sensor placements and orientations. SelfPAB

84 mmm SelfPAB
82 mmm Best sup. baseline

80
78 | 775420 77.7%18 r85ee.
26 75.9i2.4/|__—r’/1
74 73, :2.1/l,
72 Fl
70
68
6o 64.5+2.5
64
62
10 100 1k 10k 100k
Hours for pre-training

(b) HART70+

the best supervised baseline is shown in red as a reference. The shaded
areas represent the standard error, and the y-axis range is between 70%
and 85% for HARTH v1.2, and between 62% and 85% for HAR70+
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Table 5 Average Fl-score
results, with standard error, of
the five-fold cross-validations
on PAMAP2, Opportunity, and
RealWorld

4559
Approach PAMAP2 Opportunity RealWorld Average
Purely supervised
SVM 71.47 +£3.63 80.96 £ 1.27 75.07 £ 6.35 75.83 £2.77
XGB 70.81 £ 3.53 82.77 £ 1.07 76.54 £ 3.15 76.71 £ 3.45
DeepConvLSTM (Spectr.) 4827 £11.34 86.77 + 1.19 79.41 £ 6.25 71.48 +11.80
Spectr. + MLP 52.63 +=7.05 77.82 £ 0.88 7595+ 1.40 68.80 = 8.10
Spectr. + TE 69.38 £ 5.11 76.09 + 1.78 86.09 4 1.93 77.19 +4.85
Self-supervised
SelfHAR [40] 62.22 +5.64 70.68 £ 1.09 72.14 £ 5.85 68.35 + 3.09
SimCLR [41] 65.29 +4.44 69.68 + 1.95 82.20 £3.22 72.39 £5.07
SelfPAB (linear eval.) 59.63 + 4.86 53.17 £ 1.37 82.68 £ 1.75 65.16 = 12.67
SelfPAB 100k 85.59 £ 4.15 86.16 = 1.27 93.61 + 1.75 88.45 +2.58

The best results are shown in bold letters, and the second-best are underlined

pre-trained on 100k hours of HUNT4 performs best on the
PAMAP2 and the RealWorld datasets. It is the second-best
for the Opportunity. The best model for the Opportunity
dataset is the purely supervised DeepConvLSTM. SelfPAB
is, on average, the best model with 88.45% F1-score and
Spetr. + TE is the second-best with 77.19%. Furthermore,
SelfPAB performs better than the other SSL methods, Self-
HAR and SimCLR, on all three datasets. However, the linear
evaluation of SelfPAB exhibits the worst results with an F1-
score of 65.16%, averaged across the three datasets. Hence,
using a two-layer MLP as the downstream head and applying
fine-tuning (SelfPAB 100k) instead of a linear classifier and
no fine-tuning (SelfPAB linear eval.) makes a considerable
difference in the performance.

6 Discussion

We show that most activities benefit from our proposed
method. However, especially the difficult and non-frequent
activities benefit from the pre-training. We showed that
SelfPAB is downstream data-efficient, as it shows the best
performances even under a limited amount of downstream
data. Spectrograms + TE performs worse than SelfPAB pre-
trained on only 10 hours, although the same architecture
is used. Ten hours are less than each of the two labeled
datasets HARTH v1.2 and HAR70+ contain. This observa-
tion indicates that the pre-training with weight freezing, as in
SelfPAB, can be seen as a helpful initialization procedure for
downstream training. It initializes the model weights to make
the downstream optimization easier compared to randomly
initialized weights as in Spectrograms + TE. We further show
that increasing the number of unique data samples for pre-
training improves the HAR downstream performance, with
100k hours leading to the best results. A similar observa-
tion was made by Kaplan et al. [20] on transformer-based

language models, where the loss scales with the amount of
training data. However, the effort of collecting that amount
of physical activity recordings is high compared to the result-
ing performance gain. Future work can tackle this aspect by
developing auxiliary tasks that can learn valuable representa-
tions from lower amounts of pre-training data. Nevertheless,
we already show that we can achieve better (on HAR70+)
and similar (on HARTH v1.2) performances than the purely
supervised baselines when only using 10 hours of unlabeled
data, which is less than both labeled datasets contain. And
we achieve better results on both datasets when using only
100 hours. Hence, our approach can already learn useful
representations even from small amounts of unlabeled data.
Furthermore, the performance increase slows down after
1k hours, indicating a convergence, similar to the work of
Haresamudram et al. [15]. Hence, a limitation of our study is
that we do not investigate more than 100k hours to examine
whether an actual convergence occurs or not. Considering
the observations of Yuan et al. [49], it is expected that a per-
formance increase can be observable when we increase the
number of subjects rather than the number of samples per sub-
ject. However, in our 100k hours model, all 35,650 subjects
are already utilized. Hence, we do not expect a considerable per-
formance improvement with, e.g., M hours since the number
of subjects will not increase, but rather similar results to the
100k hours model. Nevertheless, a further investigation is
considered an interesting direction for future works.
Although SelfPAB outperforms the XGB classifier in all
our experiments, the latter still exhibits good performances.
An additional advantage of XGB is that it is lightweight com-
pared to the proposed SelfPAB method. It has considerably
lower training time and memory requirements. Furthermore,
SelfPAB outperforms XGB mainly in non-frequent activities,
for which some even SelfPAB has non-acceptable rates for
real-world applications. This leads to the question of whether
the computational costs of pre-training SelfPAB are worth
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it. This decision depends on the goals of the user of HAR
models. If the goal is to have the best performance possible,
regardless of the training costs, SelfPAB is a good option.
However, if a slightly worse performance is acceptable, and
alightweight model is preferred, e.g., in edge devices, we rec-
ommend using the XGB model instead. Furthermore, since
SelfPAB mainly outperforms XGB on non-frequent activ-
ities, the decision of which model to choose also depends
on the activities a user is interested. If the user is inter-
ested in the frequent activities only, the XGB model is
recommended. However, if the non-frequent activities are
of interest, we recommend using SelfPAB instead. Even if it
has non-acceptable recognition rates for some of these activ-
ities, it still performs best on them compared to the other
tested methods.

A limitation of our work is that we do not further inves-
tigate the influence of the proportion of masked areas on the
upstream or downstream performance. Masking too much
during pre-training can make the reconstruction task too
difficult for the model, so it does not learn useful latent repre-
sentations. It might further cause generalization issues since
the downstream data is not masked compared to the highly
masked upstream data. Masking too little during pre-training
can make the task too straightforward, again leading to a
model that does not learn meaningful latent representations.
Hence, a good trade-off for the difficulty of the task has
to be found through empirical exploration. Our masking
hyperparameters are inspired by related works on SSL with
masked reconstruction [9, 23, 24]. Exploring more masking
hyperparameter assignments might improve SelfPAB’s per-
formance even more, but since SelfPAB already shows the
best results in our experiments and since our main focus is
the pre-training on a large unlabelled dataset, we consider an
investigation in that direction as out of the scope of this work.

Our linear evaluation revealed a further limitation of our
method. While a linear classifier can be used to achieve com-
parably good results for datasets that use the same sensor
setup as HUNT4 (HARTH v1.2 and HAR70+), datasets that
use different sensor placements (PAMAP2, Opportunity, and
RealWorld) perform worst on average using a simple lin-
ear classifier. This indicates that the latent representations
learned by SelfPAB are biased towards the HUNT4 sensor
placements. However, as our other SelfPAB results show,
using a two-layer MLP as the downstream head in combina-
tion with fine-tuning the upstream model can compensate for
the sensor placement difference. The PAMAP2, Opportunity,
and RealWorld results increase considerably when doing so,
becoming the best results in our experiments. Therefore, our
experiments indicate that SelfPAB is generalizable across
different sensor placements if fine-tuning is performed dur-
ing downstream training and a two-layer MLP is used as the
downstream head. Nevertheless, we cannot know how well
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SelfPAB performs on sensor placements that differ consider-
ably from the evaluated ones. More tests on publicly available
datasets with diverse placements are required to answer how
well SelfPAB generalizes across sensor placements. How-
ever, we consider such an investigation to be outside this
work’s scope.

Furthermore, we observe that SelfPAB has a better F1-
score than the other two investigated SSL methods, SelfHAR
and SimCLR, in all our experiments. We attribute this to two
main differences between our method and the other two. First,
SelfPAB uses a transformer encoder as architecture, while
SelfHAR and SimCLR use convolutional neural networks.
Transformers have the inherent advantage of being able to
learn temporal dependencies very well. While SimCLR and
SelfHAR have access to a single two-second window, Self-
PAB has access to 599 one-second windows at the same
time, and due to its architecture, it can learn the dependen-
cies between these 599 windows [45]. Second, transformer
models have been shown to scale very well with the amount
of training data [20]. One disadvantage of SelfPAB is the
number of parameters. SImCLR has around 200k parame-
ters, and SelfHAR has around 400k. SelfPAB, on the other
hand, has around 60M parameters, which might be too high
depending on the application. We apply our method to epi-
demiological data and perform all computations on a server.
Hence, no real-time computation is required, making Self-
PAB a good candidate. Although SelPAB shows the best
results in our experiments compared to other SSL methods, it
remains an open question of how well it performs compared
to upstream models that were trained on even more data, e.g.,
the one pre-trained by Yuan et al. [49] on the UK-Biobank
dataset. However, since their method was trained on a single
accelerometer and ours on two accelerometers, it is not pos-
sible to compare them directly. Hence, we refer to such an
investigation for future work.

With our state-of-the-art results, we lay the foundation for
more accurate public health studies using SelfPAB. There-
fore, our method not only contributes to general artificial
intelligence research with our pre-trained, publicly available
model but also has an indirect impact on society through
future epidemiological studies based on SelfPAB [19].

7 Conclusion

Inspired by the recent success of self-supervised machine
learning and the large-scale HUNT4 data corpus, we make
three contributions in this paper.

1) We implement SelfPAB, a self-supervised representa-
tion learning approach for human activity recognition. It is
trained in two steps. First, a transformer encoder network is
pre-trained on the large-scale accelerometer-based physical
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activity dataset, HUNT4. The network learns physical activity
representations by solving an auxiliary task of reconstructing
masked parts of accelerometer signal spectrograms. Second,
the pre-trained network is used as a feature extractor for
downstream human activity recognition.

2) SelfPAB achieves better results than purely-supervised
approaches, and we indicate that increasing the amount of
unique pre-training samples leads to an increase in the down-
stream HAR performance.

3) We make the new HAR70+ dataset and our pre-trained
model publicly available.

For future research, further downstream training on
datasets with sensor placements that differ considerably from
the HUNT4 ones would be interesting to investigate. Such
an investigation would reveal in more detail how robust Self-
PAB is regarding diverse sensor placements. Furthermore,
the fact that two separate sensors record the data can be used
to design more innovative pre-training objectives.

The ever-growing community of physical activity behav-
ior research based on accelerometer (attached to the thigh
and lower back) measurements will acquire new knowledge
about the influence of physical activity behavior on public
health by using our SelfPAB method.
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