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Abstract We present a vision-based approach for nav-
igation of humanoid robots in networks of corridors con-
nected through curves and junctions. The objective of
the humanoid is to follow the corridors, walking as close
as possible to their center to maximize motion safety,
and to turn at curves and junctions. Our control al-
gorithm is inspired by a technique originally designed
for unicycle robots that we have adapted to humanoid
navigation and extended to cope with the presence of
turns and junctions. In addition, we prove here that the
corridor following control law provides asymptotic con-
vergence of robot heading and position to the corridor
bisector even when the corridor walls are not parallel.
A State Transition System is designed to allow navi-
gation in mazes of corridors, curves and T-junctions.
Extensive experimental validation proves the validity
and robustness of the approach.

Keywords vision-based navigation · humanoid
robots · visual control

1 Introduction

In the last decade humanoid robots have increasingly
attracted the interest of researchers for the challenging
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scientific problems that they present and for their im-
pact in real applications. The high flexibility and dex-
terity of these systems make them particularly suitable
for real word tasks hardly executable by other kind of
robots. After an initial period during which research
has been focused on fundamental issues related, e.g., to
stability of locomotion, composition of motion and ma-
nipulation tasks, whole body motion, motion planning
and other basic problems, a big attention is now being
devoted to the exploitation of the exteroceptive sens-
ing capabilities of these complex robotic systems with
the aim of reaching their full autonomy. The current
availability of experimental platforms with reasonable
cost and built-in basic functionalities, like robust and
reactive locomotion systems, allows to investigate and
design sensor-based control paradigms that are su�-
ciently abstract to be portable on di↵erent humanoid
robots.

In this paper we address the problem of humanoid
navigation in indoor environments consisting in net-
works of corridors using visual information. Related
literature proposes vision-based methods enabling in-
door navigation of humanoids based on odometric (Ori-
olo et al, 2013) or map-based localization (Lutz et al,
2012; Back et al, 2012; Delgado-Galvan et al, 2015), re-
lying on preregistered images of the environment (Ido
et al, 2009; Delfin et al, 2014) or using known land-
marks (George and Mazel, 2013; Wei et al, 2014). Fi-
nally, other methods achieve indoor navigation among
obstacles by using planning techniques (Maier et al,
2013, 2012; Ku↵ner Jr et al, 2001; Sabe et al, 2004).

Alternative strategies need to be investigated when
no localization system nor a priori information about
the environment is available. In this paper we propose
an Image-Based Visual Servoing (IBVS) approach to
generate walking commands that force the humanoid
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to walk at the center of corridors using only visual in-
formation and natural features, and with no a priori
knowledge of the environment.

Previous work based on the visual servoing paradigm
for generating walking motion include Dune et al (2011),
where a Position-Based Visual Servoing (PBVS) has
been used to drive the humanoid to specific locations,
the work of Courty et al (2001) that proposes an Image-
Based Visual Servoing (IBVS) algorithm for the anima-
tion of human characters, or (Garcia et al, 2014), where
visual information is mapped to a walking pattern gen-
erator to achieve image features regulation through a
PBVS or an IBVS control scheme.

The goal of the present paper is to achieve naviga-
tion tasks in indoor and o�ce-like environments rep-
resented as a network of corridors through which the
humanoid should move without colliding with the cor-
ridors walls.

In a previous work (Faragasso et al, 2013) we have
used a IBVS technique to attain this goal. The method
was based on (Toibero et al, 2009), a corridor follow-
ing method with proved heading and position conver-
gence which does not require a map of the environ-
ment nor the localization of the robot inside the cor-
ridor. In (Faragasso et al, 2013) we have adapted this
algorithm to the navigation of humanoid robots and
generalized the control law to allow handling of curves
and junctions. The resulting method avoids switching
among di↵erent controllers (Vassallo et al, 2000; Cheru-
bini et al, 2008) or complex image processing (Park and
Suh, 2010; Matsumoto et al, 2000; Ohnishi and Imiya,
2013) to achieve navigation tasks like turning around
a corner. Furthermore, the exclusive use of monocu-
lar vision, prevents algorithmic complexity induced by
multi-sensor architectures (Tello Gamarra et al, 2005).

In the present paper, beside deepening the analysis
of the results presented in (Faragasso et al, 2013), we
formally prove that the visual-based control law therein
proposed for the navigation of humanoid robots in corri-
dors with parallel walls is actually robust with respect
to walls relative slopes. To show this, we derive the
dynamics of the visual features in the general case of
non-parallel corridor walls and prove that closed loop
convergence of robot heading and position is preserved.

To illustrate the e↵ectiveness of the method for nav-
igation in complex, maze-like environments we propose
the design of a State Transition System (STS) repre-
senting networks of corridors with arbitrary relative in-
clination of the wall guidelines and connected through
curves and T-junctions. The results are supported by
experimental validation.

Paper organization is as follows. In Sect. 2 we for-
mulate the problem and briefly illustrate the proposed
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Fig. 1: Conceptual illustration of the proposed control
approach for corridor navigation of humanoid robots.

approach. Section 3 presents the visual features math-
ematical model to be used in the derivation of the con-
trol law which is presented in Sect. 4, while Sect. 5
illustrates the strategy adopted to allow navigation in
maze-like environments. In Sect. 6 we explain how the
formal results reported in the previous sections, and
making reference to an ideal mobility model of the hu-
manoid corresponding to that of a unicycle, extend to
humanoid robots. The experimental validation results
are presented in Sect. 7 and in the accompanying video.
Section 8 o↵ers concluding comments and a perspective
on future work. Finally, the appendix provides the ro-
bustness proof for the proposed controller.

2 Control objective and approach

Consider a humanoid whose task requires navigation on
flat grounds and in a maze-like environment, i.e., a net-
work of rectilinear corridors connected through corners
and junctions. Our objective is to design a visual-based
controller enabling the robot to walk as close as possible
to the corridors center and to negotiate connections for
proceeding toward a desired direction possibly specified
by a higher-level module.

The proposed approach relies on a visual servoing
scheme developed for a unicycle which is adopted as the
humanoid mobility model. Experimental studies (Mom-
baur et al, 2010; Truong et al, 2010) on human locomo-
tion have, in fact, shown that, on long distance walks
in uncluttered environments, the orientation of human
sagittal plane is tangent to the path for most of the
time. In other words, this kind of human paths resem-
ble very closely those typical of nonholonomic wheeled
mobile robots such as the unicycle.

The problem considered in this paper fits exactly
the long distance walk scenario. Motivated by this, and
assuming that the walking speed and direction of the
humanoid can be controlled by sending reference ve-
locities to its locomotion system, we use, as mobility
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Fig. 2: Frames of interest for derivation of the visual features model and design of the vision-based controller:
world (Fw), robot (Fr) and camera frame (Fc).

model, the kinematics of a unicycle robot to generate
velocity commands which are sent as references to the
humanoid walking pattern generator.

The proposed method is not intended to cover the
whole locomotion ability of a humanoid but rather to
provide an e�cient locomotion modality when the con-
sidered scenario suits the conditions in (Mombaur et al,
2010; Truong et al, 2010), i.e., long distances and un-
cluttered environments.

An important feature of our method is that we will
use only visual information as feedback. As illustrated
in Fig. 1, an image processing block elaborates the in-
formation coming from the humanoid onboard camera
to determine the features used in the visual servoing
control scheme based on the unicycle mobility model.
The velocity commands issued by this controller repre-
sent the desired speed and direction of the humanoid
walking motion. These reference velocities are trans-
formed in low-level commands by the robot built-in
walking pattern generator.

With respect to the unicycle visual-based control
introduced in (Toibero et al, 2009) we prove, using ro-
bustness arguments, that it is possible to remove the
hypothesis of parallel corridor walls. As an additional
original contribution, to allow navigation of the robot
in maze-like environments, we propose a strategy that
handles the presence of corners and corridor junctions.

3 Visual features model

Consider the wheeled mobile robot with unicycle kine-
matics shown in Fig. 2. The generalized coordinates
(x, y, ✓) denote the position and orientation of the robot
frame Fr with respect to the world reference frame Fw

as illustrated in the figure. The kinematic model of this

system is readily written as

ẋ = v sin ✓

ẏ = v cos ✓ (1)

✓̇ = !

where v and ! are respectively the vehicle driving and
steering velocity. In the following, we assume that v is
constant and chosen in advance while ! is the input
available for control (a common setting for path track-
ing control of mobile robots).

Assume that a pinhole camera is rigidly mounted
on the robot, at a fixed height h with respect to the
ground, the optical axis aligned with the robot heading
and tilted of an angle equal to � (see Fig. 2, right). For
simplicity, we suppose that the camera focus lies on
the vertical axis passing through the origin of the robot
frame Fr; as a consequence, the camera moves, as Fr,
according to Eq. (1). The controller to be derived is,
however, robust with respect to non zero o↵set in the
camera position, as discussed in Sect. 6.

The transformation matrix from the (xw, yw) plane,
where the points of interest lay, to the camera image
plane can be retrieved from the matrix (Ma et al, 2003):

T i
w = T i

c · T c
r · T r

w (2)

where T r
w expresses the transformation from the world

to the robot frame and depends on the robot general-
ized coordinates only. The transformation T c

r depends
on the camera extrinsic parameters h and �, while the
camera to image transformation T i

c depends on the
camera intrinsic parameters Su,v = ↵x,yf , with f the
focal length and ↵x/↵y the pixel aspect ratio, and on
the principal point coordinates which are set to zero due
to the assumption that the optical axis passes through
the origin of the image plane. Noticing that the pur-
pose of the controller is to regulate the position of the
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Fig. 3: Representation of the corridor guidelines. In general, they are not parallel and can intersect in the Cartesian
space (a). As an e↵ect of the perspective projection, on the image plane (b) the two guidelines always intersect
at the vanishing point V; the midpoint of the segment between the intersection points of the guidelines with the
abscissa axis defines the middle point M.

robot with respect to the corridor guidelines which are
supposed to be on the ground, the z�coordinate of the
points of interest in the cartesian space are simply set to
zero. Hence, by eliminating the third column from T i

w

we obtain the projection matrix for our computations:

P =

0

@
Suc✓ �Sus✓ �Su(xc✓ � ys✓)

�Svs�s✓ �Svs�c✓ Svs�(yc✓ + xs✓) + Svhc�
c�s✓ c�c✓ hs� � c�(yc✓ + xs✓)

1

A ,

(3)

where the shorthand c⇤ (s⇤) has been used to denote
the trigonometric function cos(⇤) (sin(⇤)). Note that
the parameters Su,v and h are positive quantities, while
the rotation angles are taken as positive according to
the direction of the arrows in Fig. 2.

The visual features of interest are given by the im-
ages of the edges at the intersection of the corridor walls
with the floor which is assumed to be flat. These edges
are called corridor guidelines and are denoted by r1
and r2 in Fig. 3a1. The projections of these lines on
the image plane, illustrated in Fig. 3b, are denoted re-
spectively by r̂1 and r̂2.

Two useful features can be reconstructed from the
visual guidelines r̂1 and r̂2: (i) the vanishing point V
at the intersection of r̂1 and r̂2; (ii) the middle point
M represented by the midpoint of the segment joining
the intersection points x1 and x2 of r̂1 and r̂2 with the

1 We consider only the case of convergent corridor guide-
lines with respect to the robot direction of motion. Following
corridors with divergent guidelines is limited by the dimen-
sion of the camera field of view. The approach proposed in
this paper is still valid but the technical details of its appli-
cation are not discussed here for lack of space.

image plane abscissa axis xi. In the next sections we
derive the visual features equations in the general case
of non-parallel corridor guidelines.

3.1 Visual guidelines

The visual features actually used in the unicycle con-
troller are the abscissa coordinates of the vanishing and
middle point, respectively denoted by xv and xm. To
obtain these quantities it is necessary to compute the
projection on the image plane of the two corridor guide-
lines. Placing the world reference frame Fw on the cor-
ridor bisector, the equations of the left and right guide-
lines, respectively r1 and r2, can be defined in Fw by
the points (see Fig. 3a):

u1 = (�d, 0)T , u2 = (�d+ �, 1)T

and

u3 = (d, 0)T , u4 = (d� �, 1)T

where � = tan ⇠, 2⇠ is the angle between the two corri-
dor guidelines and 2d is the distance between the points
u1 and u3 in Fig. 3a at the intersection of xw with the
corridors guidelines. The homogenous representation of
the two guidelines is:

r̃1 = ũ1 ⇥ ũ2 = (�1,�,�d)T ,

r̃2 = ũ3 ⇥ ũ4 = (�1,��, d)T ,

where ũi are the homogenous coordinates of the i�th
point. The images of the corridor guidelines can be eas-
ily computed through the projection matrix P (Hartley
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and Zisserman, 2004):

r̂1 = P�T r̃1 = (a1, b1, c1)T ,

r̂2 = P�T r̃2 = (a2, b2, c2)T ,
(4)

where an, bn and cn, n = {1, 2}, represent the coef-
ficients of the visual guidelines expressed in the form
anx+ bny + cn = 0.

3.2 Middle point

Given the expression of the visual guidelines in Eq. (4),
the abscissa of the middle point is, by definition:

xm =
1

2
(x1 + x2) = �1

2

✓
c1
a1

+
c2
a2

◆
, (5)

which can be expressed in terms of the robot gener-
alized coordinates and of the parameters defining the
environment and the camera configuration as

xm =

k2
x
c✓

+ k3 tan ✓ + � tan ✓[k3� + k2 sec ✓(�y � d)]

1� �2 tan2 ✓
,

(6)

where k2 = �Sus�/h, k3 = �Suc� .

3.3 Vanishing point

The vanishing point abscissa is determined by the in-
tersection of the visual guidelines r̂1 and r̂2:

xv =
b1c2 � c1b2
a1b2 � a2b1

(7)

that gives:

xv =
k1 tan ✓ + �k1

1
d (x� y tan ✓)

1 + � 1
d (h tan � sec ✓ � x tan ✓ � y)

(8)

where k1 = �Su/c� .
Some comments are now in order.

– Equations (6) and (8) reduce respectively to the ex-
pression of the middle and vanishing point abscissae
given in Toibero et al (2009) when setting � = 0.

– The middle point abscissa xm depends on both the
robot distance to the corridor bisector, encoded in
the x coordinate, and on its orientation ✓. The de-
pendence on the y coordinate appears, as intuitive,
only in case of non-parallel guidelines (� 6= 0).

– The vanishing point abscissa xv depends only on the
robot orientation ✓ when the corridor guidelines are
parallel (� = 0).

4 Vision-based control

The aim of the controller is to guarantee a stable robot
motion along the corridor bisector. Specifically, the robot
x and ✓ coordinates must be stabilized to zero. In both
the cases of parallel (Eq. (6) and (8), with � = 0) and
non-parallel guidelines (Eq. (6) and (8), with � 6= 0),
this corresponds to zeroing the vanishing and middle
point abscissa, as stated in the following.

Proposition 1 Stabilization to the origin of the image
plane of both the middle point and the vanishing point
abscissa implies robot navigation along the corridor bi-
sector.

(xm, xv)
T ! (0, 0)T ) (x, ✓)T ! (0, 0)T .

Proof From Eq. (8) it is easy to verify that xv vanishes
in correspondence of all those robot configurations such
that x = tan ✓(y � yV ), where yV = d/� is the ordi-
nate of the point PV at the intersection of the corridor
guidelines in the Fw frame (see Fig. 3a). In these con-
figurations the robot heading points to PV and so does
the camera optical axis which is aligned with the robot
heading in our setting (see Fig. 2).

Setting x = tan ✓(y� yV ) in Eq. (6) and solving the
equation xm = 0 we find two possible solutions: either
✓ = 0 (and, hence, both x and ✓ converge to the desired
values) or (y�yV ) = � h

tan � cos ✓. This last solution cor-
responds to configurations such that the camera optical
axis passes through PV ; in this case, both x and ✓ could
be di↵erent from zero and such that the robot position
belongs to the arc of circle with center in PV and radius
equal to rV = h

tan � .

On the image plane this corresponds to c1 = c2 =
0, i.e., the visual guidelines passing through the origin
of the image plane. In this case vanishing and middle
point collapse to the origin of the image plane. This
point cannot be a stable equilibrium point of the closed
loop system since it would imply that either the robot
is not moving, but this is not possible since we have
assumed that the driving velocity v of the robot is a
positive constant, or that it is moving along the circle
with center in PV and radius equal to rV while pointing
to PV but this is not possible due to the nonholonomic
constraint.

In the following Sect. 4.1 we will briefly recall the
vision-based control law introduced by Toibero et al
(2009) for the nominal case of parallel guidelines. In
Sect. 4.2 we will then prove that exponential conver-
gence is preserved also in the case of non-parallel corri-
dor guidelines.
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Fig. 4: Robot x�y motion along corridors characterized by di↵erent values of the relative wall slope � and di↵erent
initial conditions.

4.1 Parallel corridor guidelines

In the case of parallel corridor guidelines, the dynam-
ics of the middle point, expressed as a function of the
unicycle driving and steering velocity v and !, is:

ẋm =
k2xv

k1
v +

✓
xmxv

k1
+ k3

◆
!.

Considering ! as the input available for control, feed-
back linearization of the xm dynamics provides the con-
trol law:

! =
k1

k1k3 + xmxv

✓
�k2
k1

vxv � kpxm

◆
(9)

where kp is a positive control gain. Toibero et al (2009)
proved that this control law stabilizes the equilibrium
point (xm, xv) = (0, 0) of the visual features dynamics
in case of parallel corridor guidelines.

Specifically, the resulting closed-loop dynamics is

ẋm = �kpxm (10)

ẋv =
�k21k2xvv � k31kpxm � k2x3

vv � k1kpxmx2
v

k1(k1k3 + xmxv)
,

where the dynamics of xm is clearly exponentially stable
while exponential convergence of xv has been proven
using Lyapunov arguments in Toibero et al (2009).

As an alternative proof, convergence of xm can be
easily shown to imply convergence of xv due to the non-
holonomic constraint.

4.2 Non-parallel corridor guidelines

Using the control law (9) also in the case of non-parallel
corridor guidelines the closed-loop dynamics can be writ-
ten as

ẋm = �kpxm + pm(xm, xv)

ẋv = fv(xm, xv) + pv(xm, xv) (11)

where pm(xm, xv) and pv(xm, xv) are the perturbations
to the nominal dynamics (10) induced by the non-null
value of � = tan ⇠.

In Sect. 9 we show that the terms pm(xm, xv) and
pv(xm, xv) are vanishing and locally Lipschitz around
the equilibrium (xm, xv)T = (0, 0)T of the nominal sys-
tem. This implies that there exists a candidate Lya-
punov function guaranteeing that the origin is still an
exponentially stable equilibrium point provided that
the perturbation satisfies a linear growth bound (Kahlil,
2001)

||p||  �||x||,

where p = (pm pv)T and x = (xm xv)T , for su�ciently
small �. In Sect. 9 we show that the perturbation terms
can be written as pm = �p̃m and pv = �p̃v and then it is
possible to write ||p|| = �||p̃||, with p̃ = (p̃m p̃v)T van-
ishing and locally Lipschitz around the equilibrium of
the nominal system. Therefore by limiting the pertur-
bation � it is possible to satisfy the su�cient condition
of Lemma 9.1 in Kahlil (2001).

However, considering that in general it is not possi-
ble to bound �, because it is a priori unknown, and that
the conditions of Lemma 9.1 in Kahlil (2001) are only
su�cient and might be too conservative, having been
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obtained through worst case analysis, it is of no prac-
tical interest to push the analysis further and to deter-
mine the interval of � values for which local asymptotic
stability is guaranteed.

The relevant result here is that the relative slope of
the corridor guidelines translates in additive perturba-
tions of the xm and xv dynamics with respect to which
the control law is robust. Nonetheless, we have run sim-
ulations for di↵erent � values and di↵erent initial con-
ditions. Figure 4 shows that convergence was obtained
for a wide range of � values from almost parallel corri-
dor walls to walls forming a relative angle 2⇠ equal to
45�, with the robot initial condition set to x0 = 0.2 m,
✓0 = 0.25 rad (first three snapshots, from left to right).
In the last snapshot the robot motion diverges due to
an initial condition (x0 = 0.82 m, ✓0 = 0.625 rad) far
from the nominal equilibrium.

5 Navigation in maze-like environments

The control law derived in the previous section allows
navigation along corridors enclosed with parallel or non-
parallel walls. The feedback signal is provided by the
image plane abscissa of the vanishing and middle point,
respectively xv and xm, computed from the visual guide-
lines, i.e., the images of the corridor guidelines.

A corridor navigation algorithm based on this con-
trol implicitly assumes that the visual features are al-
ways defined, i.e., that both the corridor guidelines re-
main in the camera field of view. This is, however, not
true when approaching corners and junctions or even for
particular starting robot configurations. In these situa-
tions it is always possible to define virtual (i.e., not cor-

responding to images generated by the corridor walls)
visual guidelines so as to steer the robot in the desired
direction. Once the visual guidelines are defined, fea-
ture computation follows according to Eq. (5)–(7).

The whole process of feature extraction from the
camera images is synthetically illustrated in Fig. 5: the
line detector extracts from the robot camera images the
lines of interest, i.e., the lines candidate to be classified
as visual guidelines. A State Transition System (STS)
first exploits the output of the line detector to obtain
a sort of robot placement classifier. In particular, de-
pending on the number of detected lines, on their slope
and position in the image plane, it is possible to deter-
mine where the robot is (e.g., along a corridor, in front
of a corner, etc.). Based on the robot placement in the
environment, the guideline selector determines two vi-
sual guidelines among the detected lines or artificially
defines one or both the guidelines used in the feature
computation block to determine xm and xv.

5.1 Line detector

The line detector extracts from images all the non-
vertical lines, i.e., the lines whose slope is below a given
threshold. The resulting set will, in fact, contain the
lines that most likely represent the images of the corri-
dor guidelines (Fig. 6a).

The line detector has a quite standard structure (La-
ganière, 2011) and its implementation is based on the
OpenCV library (OpenCV, 2012). In particular, it uses
(i) Canny’s algorithm for edge detection (white con-
tours in Fig. 6b), (ii) probabilistic Hough transform
for line segments extraction (Fig. 6c), and (iii) a merg-
ing procedure to fuse similar segments. This last op-
eration was needed because, due to image noise, the
Hough transform can generate many segments actually
belonging to the same line. This phenomenon is par-
ticularly evident in Fig. 6c where the dots on the blue
lines represent the barycenters of the segments found
by application of the Hough transform.

The merging procedure can be described by the fol-
lowing steps:

– group the segments issued by the Hough transform
(Fig. 6c) based on their slope and y�intercept and
discard segments with slopes greater than a thresh-
old (i.e., “vertical” segments);

– for each group of segments, build a mask, i.e., a
black-and-white image where the white pixels draw
the single line;

– apply the logic conjunction operator between each
mask and the Canny output; this provides a set of
points for each group of segments, whose interpo-
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(a) Raw image. (b) Canny output. (c) Hough output. (d) Lines. (e) Guidelines.

Fig. 6: The main steps of the image processing. On the gray-scale image caught by the robot camera (a), a Canny
algorithm extracts the edges (b), the Hough transform detects the line segments (c), and a merging operation
provides the real lines (d). Among these, two guidelines are selected, shown in red in (e). Finally, the vanishing
and middle point are computed (the cyan and green circles drawn in (e)).

lation gives the lines of interest (see Fig. 6d) to be
sent to the guideline selector.

5.2 State Transition System

The procedure described in the previous section selects
the lines in the image which are candidate to represent
the corridor guidelines.

In the normal straight corridor navigation, the vi-
sual features used in the control law (9) are directly
computed from the detected lines because, in this case,
they correspond to the images of the corridor guidelines.
In the presence of corners or junctions, it is necessary
to add artificial visual guidelines to steer the robot in
the desired direction. To this aim we propose the use of
a State Transition System (STS) that extends the cor-
ridor following control law (9) to navigation in a net-
work of corridors. In fact, by properly defining the vi-
sual guidelines, through the guideline selector, the robot
is steered through corridor connections using the same
control law with an adjusted feedback signal.

The STS that describes the behavior of the nav-
igation algorithm, is modeled through label functions,
states and actions (Baier and Katoen, 2008). The states
are used to describe the placement of the robot inside a
network of corridors during the navigation. Label func-
tions and actions model the input/output relationships
between states.

For illustration purposes, we have defined an STS
modeling the robot navigation in a network of corridors
connected by corners and T-junctions. The set of states
{si} of the STS is the following:

– s1 = empty space. The robot is very close to a cor-
ridor wall or its field of view is narrower than the
corridor. In this case no line segment can be detected
and the robot has free space on both the right and
left side (see Fig. 7a).

– s2 = facing a wall. The robot is pointing toward a
wall either because it is not aligned with the cor-

ridor bisector or because it is at a corner or at a
T-junction. Typically, the camera can detect just
one line segment (see Fig. 7c).

– s3 = corridor. The robot is along a straight corridor
and the two corridor guidelines are visible in the
camera image plane (see Fig. 7e).

– s4 = dangerous turn. This state models the am-
biguous situation that occurs when the robot is not
aligned with the corridor bisector close to a turn.
The two detected lines are not the correct visual
guidelines since they are the images of guidelines
belonging to two di↵erent corridor segments (see
Fig. 7g). In this case, the two detected line segments
do not intersect.

– s5 = facing an edge. The robot is in front of an
edge and, similarly to s4, the two detected lines do
not correspond to the correct visual guidelines (see
Fig. 7i). Di↵erently from s4, the two line segments
intersect within the image plane.

– s6 = approaching a turn. The robot is close to a
curve or a T-junction and three line segments are
detected (see Fig. 7k).

Each of the above states can be an initial state, i.e., the
algorithm can start with the robot placed everywhere
inside the maze.

In the designed STS, the set of actions {ai} is used
to model the states output. These actions correspond to
the appropriate definition of the two visual guidelines
according to the robot position inside the maze. Indeed,
the actions of the STS implement the guideline selec-
tor: according to the particular state (position of the
robot inside the maze), a proper action is taken, i.e.,
two visual guidelines are appropriately defined. Note
once again that the visual guidelines used to compute
the middle and vanishing points in Eq. (9) can be di-
rectly defined by the image of the corridor guidelines,
or by ad hoc defined artificial lines. The STS possible
actions are:

– a1 = add two artificial guidelines respectively on the
left and right side of the image plane (see Fig. 7d).
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(a) s1: empty space (b) a2 action

(c) s2: facing a wall (d) a1 action

(e) s3: corridor (f) a4 action

(g) s4: dangerous turn (h) a3 action

(i) s5: facing an edge (j) a3 action

(k) s6: approaching a turn (l) a4 action

Fig. 7: States and actions of the STS used by the guide-
line selector during the navigation in corridors con-
nected by turns and T-junctions. At the center, the
top view of the robot placements in the environment
with the camera field of view highlighted in gray shad-
ows. On the left, the corresponding camera views with
the typically detected lines in bold green. On the right,
the selected visual guidelines (dashed red) and the cor-
responding visual features (xm is the green disk with
dashed boundary, xv is the cyan disk with continuous
boundary).

This suggests the robot to proceed straight because
there is just one line with slope below a given thresh-
old and intercept close to the superior border of the
image plane. Typically this happens when the robot
is close to a turn, but it is not yet the time to steer.

– a2 = add two artificial guidelines, one vertical and
one oblique (see Fig. 7b). The introduction of such
visual guidelines forces the robot to turn and is used
when there are no detected lines or when the only
line on the image plane has a slope below a given
threshold and intercept close to the inferior border
of the image plane.

– a3 = select as guideline one of the detected segments
in the image plane and add a vertical artificial one.
This action is used to manage the ambiguous situa-
tions described by states s4 and s5 (see Fig. 7h–7j)
or when just one oblique line is detected.

– a4 = select the two detected oblique lines as guide-
lines. Both the corridor guidelines are detected and
chosen as guidelines (like in the situations depicted
in Figures 7f and 7l).

To complete the STS definition, it is necessary to
model the state inputs, i.e., the conditions according
to which the robot placement inside the maze can be
classified as one of the states si. To this end, we use the
labeling function L(si) that relates the set of states {si}
to a set of atomic propositions {pi}, i.e., proposition
that can be simply false or true and do not depend on
any other proposition.

We defined the following atomic propositions eval-
uated on the output of the line detector:

p1 = no line segment is detected
p2 = one line segment is detected
p3 = two line segments are detected
p4 = three line segments are detected
p5 = the lines supporting the detected segments

intersect outside the image plane
p6 = the detected line segments intersect

As an example, proposition p5 is true in the situation
depicted in Fig. 7e, while Fig. 7i reports a case in which
p6 is true.

L(si) is the set of atomic propositions that are true
at the state si. The following labeling functions have
been defined for the designed STS:

L(s1) = L(empty space) = {p1}
L(s2) = L(facing a wall) = {p2}
L(s3) = L(corridor) = {p3, p5}
L(s4) = L(dangerous turn) = {p3, p̄5, p̄6}
L(s5) = L(facing an edge) = {p3, p̄5, p6}
L(s6) = L(approaching a turn) = {p4}.
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s1 s2

s3

s6

s4

s5

a2
a2 a1,2,3

a3

a3

a3

a3

a4

a4

a3

a3

a3

a3

a4

a4

a4

{p1} {p2}

{p3, p5}

{p3, p̄5, p̄6}

{p3, p̄5, p6}

{p4}

Fig. 8: The STS describing the generation of the feed-
back signal through the appropriate definition of the
visual guidelines. A place classifier defines the current
state of the robot while a guideline selector actually
defines the action to be taken by defining the visual
guidelines.

A bar over the variables denotes the negation of the
corresponding atomic proposition.

The STS is graphically illustrated in Fig. 8. Gray
circles represent the states si, while transitions between
states are illustrated through black arrows. The output
of the state si is modeled by the action ai, while the
input is determined by the labeling function L(si).

Note that the STS guarantees a deterministic be-
havior provided that the assumptions of the method
are satisfied, i.e., flat ground, corridor-like environment
with curves and T-junctions. In particular, the open-
loop phase that could occur at the transition from one
state to the other ends as soon as a corridor guideline
enters the camera field of view (if this does not happen,
then the robot is navigating in the free space). At this
point the visual feedback drives the robot away from
the wall, thus guaranteeing its safety.

5.3 Feature computation

Once selected the two guidelines, the vanishing and the
middle point are easily computed: xm is the midpoint of
the segment connecting the intersections of the two vi-
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Fig. 9: Simulation results of the corridor navigation al-
gorithm in a maze-like environment.

sual guidelines with the image plane abscissa axis given
by Eq. (5), while xv is the image plane abscissa of the
intersection point between the visual guidelines and it
is computed through (7). Figure 6e shows the vanishing
and the middle point with cyan (continuous boundary)
and green (dashed boundary) circles respectively. For
visualization, the value of the vanishing point ordinate
has been saturated to the border of the image plane.

5.4 Simulation results

To validate the e↵ectiveness of the whole navigation
algorithm we have run dynamic simulations with a uni-
cycle robot in a network of corridors connected by cor-
ners and T-junctions. A 8 Hz low-pass filter smooths
the features discontinuities due to the introduction of
the virtual guidelines by the STS. The filtered signals
are used to compute the control action (9) at 10 Hz.

Figure 9 reports the 2D map of the simulated envi-
ronment with the plot of the path traveled by the unicy-
cle robot (blu continuous line). The black dashed lines
represent the corridor segments bisector. The exponen-
tial convergence of the unicycle to the corridor bisector
can be appreciated in correspondence of long enough
corridor segments. The accompanying video shows the
3D robot motion within the Cyberbotics-Webots (2012)
dynamic simulation environment.

6 From unicycles to humanoids

The unicycle dynamics (1) represent an abstract math-
ematical model of mobility. For wheeled mobile robots,
this model accounts for the nonholonomic constraints
deriving from the rolling wheels; i.e., it has a physical
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motivation due to the mechanical nature of the motion
generation system. In real robots, however, the actual
control inputs could be di↵erent from the velocity com-
mands v and ! in (1). For di↵erential-drive vehicles,
for example, these commands must be transformed to
rotational speed for the wheels. By analogy, we need to
convert the unicycle feedback commands in admissible
inputs for the locomotion system of a humanoid.

Humanoid robots are endowed with omnidirectional
walk capability. The mobility model (1) is therefore ad-
missible for these systems and appropriate in long dis-
tance navigation (Mombaur et al, 2010; Truong et al,
2010). The velocity commands v and ! generated for
the unicycle control can be converted in admissible in-
puts for the low-level locomotion controller so that the
humanoid follows the same path as the unicycle.

For the humanoid robot NAO, adopted as experi-
mental platform, this paradigm can be instantiated by
using the built-in method move allowing direct specifi-
cation of the driving and steering velocity of the robot.
Since the most recent command overrides all previous
commands, this function can be called with arbitrary
frequency, thus providing the reactive behavior required
by visual-based control.

The input arguments sent to move are the con-
stant driving velocity v of the virtual unicycle and the
steering velocity ! determined through Eq. (9). These
commands are translated by a low-level walking pat-
tern generator in desired step length, direction and fre-
quency. Alternatively, it is possible to directly control
these gait parameters using the function setWalkTar-
getVelocity, as done in Faragasso et al (2013). The two
methods are equivalent from the navigation performance
point of view but the second requires additional com-
putations to transform the reference velocities v and !
in walking gait parameters. Using move these compu-
tations are done very e�ciently by the built-in walking
motion generator.

The complete control scheme is illustrated in Fig. 10.
The visual information provided by the robot onboard
camera is used in the feedback control law (9) designed
on the nominal system. In Sect. 4.2 this controller has,
in fact, be shown to be robust with respect to the per-
turbation induced by non-parallel corridor walls on the
nominal closed-loop dynamics.

The control action is computed at the average fre-
quency of 10 Hz using as feedback signals the vanish-
ing and middle point obtained from the robot camera
images as illustrated in Sect. 5. The raw visual infor-
mation is a↵ected by the the sway motion due to walk-
ing, an event assessed at 1 Hz. Following the frequency-
based approach to sway motion cancellation illustrated
in (Oriolo et al, 2013), a low-pass filter with cuto↵

unicycle
control with

� = 0

!

features
extraction

v

camera
images

visual
features

Fig. 10: The control loop for the humanoid robot NAO.
The block features extraction contains a STS for maze
navigation and a low-pass filter to smooth the feedback
signal and cancel the oscillatory motion due to walking
and the discontinuities.

frequency of 0.8 Hz is used in the line detection pro-
cess to mitigate the e↵ect of walking on the visual fea-
tures motion. The experimental results in (Oriolo et al,
2013) show that this approach is more e↵ective than a
kinematic-based cancellation in the case of NAO. Our
approach can be considered as a decoupled method like,
e.g., (Dune et al, 2010) in which the sway motion is iso-
lated and used to correct the measured features motion
by computing the di↵erence between the walking pat-
tern generator reference velocity and the real velocity
of the robot. Methods like (Garcia et al, 2015), embed-
ding the visual servoing in the walking pattern gener-
ator could not be applied in the case of NAO because
access to the walking pattern generator is not granted
by the built-in control software.

This filter used in the line detection process, how-
ever, is not e↵ective in smoothening the features discon-
tinuities due to the introduction of the virtual guide-
lines, because these lines are artificially defined by the
STS when a transition is necessary. As for the simula-
tions reported in Sect. 5.4, a 8 Hz low-pass filter was
necessary to eliminate the discontinuities due to the
transitions at curves and junctions. This filter does not
alter the output of the line detection algorithm while
making the feedback signal provided by the visual fea-
tures motion smoother.

To show the nature of the signals involved in the
navigation process and the e↵ect of the filtering ac-
tion, we report in Fig. 11 the features evolution and
the control action from an experiment in which NAO
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negotiates a left curve. The plots of Fig. 11 report both
the raw (black dashed lines) data and the signal ob-
tained by filtering them (red continuous line) with a 8
Hz low-pass filter.

For the first 27 seconds, the robot navigates in a
straight corridor, and the visual features motion is kept
close to zero by the control action. At about 27 s, the
STS adds a left artificial guideline because the robot is
approaching the curve and the real left guideline dis-
appears from the camera image plane. As a result, the
vanishing point rapidly moves towards the left border of
the image plane, this corresponds to the negative step
in Fig. 11(b). Around 40 s, also the right guideline
disappears for few seconds and the STS correspond-
ingly adds a right artificial guidelines (positive peak at
⇠40 s). The measurement noise induces some oscilla-
tions in the features motion until the corridor guideline
in front of the robot becomes of interest for the STS
that recovers it as the guideline allowing the negotia-
tion of the left curve at about 43 s. After recovering the
overshoot between 53 s and 60 s, the robot recovers the
corridor bisector.

Note how the filtering action allows to smooth the
peaks of the signals due to the transitions between the
STS states and also to reduce the measurement noise.
As a result, also the angular velocity command does not
present excessive peaks. It is, however, worth emphasiz-
ing that the commanded angular velocity is naturally
“filtered” by the robot slow dynamics and the peaks
due to noise have actually e↵ect on the robot motion
at a di↵erent scale as it might appear in the time plots.
The live feature evolution on the image plane shown in
the video accompanying the paper is, in fact, more in-
formative of the actual robot motion. Both the feature
evolution (directly) and the control action (indirectly)
can be better appreciated from these clips.

Finally, it is worth noticing that through the func-
tion move it is possible to control the path of a point
between the feet and the position and orientation of the
feet along the averaged (i.e, after sway motion cancella-
tion) path of this point. Using our mobility model, the
feet are always oriented along the path tangent. Due
to its kinematics NAO’s torso follows the orientation of
the feet with reasonable approximation and so does the
camera placed in the robot head if the neck yaw is kept
in its zero configuration, i.e., the head oriented as the
torso. The error due to the approximation mentioned
above is corrected by the feedback action, as confirmed
by our experiments.

It should also be noted that, due to its position,
the motion of NAO’s camera, after cancellation of the
sway motion, does not correspond exactly to the mo-
bility model expressed by Eq. (1). The camera focus

is, in fact, slightly displaced, along the sagittal plane,
with respect to the point controlled through the func-
tion move. This results in a vanishing perturbation of
the features dynamics the analysis of which is analogous
to that induced by the non-zero relative inclination of
the corridor walls and is omitted for lack of space. Note
however that, for a more realistic model of mobility,
the unicycle simulations have been run with a camera
placed at a distance of about 15 cm from the wheel axis
midpoint along the robot sagittal plane.

7 Experimental results

The proposed visual navigation controller has been ex-
perimentally validated on the robot NAO. This small-
sized humanoid is equipped with a CMOS camera with
a 72.6� diagonal field of view mounted on its forehead.
The camera intrinsic parameters have been determined
using the MATLAB calibration toolbox. In the experi-
ments, the head does not move with respect to the torso
and its pitch angle has been set to 29.5�. Considering
that the focal axis is slightly tilted (1.2�) with respect
the forward axis of the head, we have set � = 30.7� in
the control law (9). The measure of the distance be-
tween the camera and the feet, with the robot at the
walking posture configuration, has given h = 0.53 m.

The video stream has been captured with a resolu-
tion of 320⇥240 pixels and sent to a remote computer
(3.4 GHz Intel i7 processor and 8 GB RAM), through
Wi-Fi connectivity, to perform the image processing de-
tailed in Section 5 at a frequency of 10 Hz (the control
runs at the same rate). The driving velocity has been
set to v = 0.055 m/s and the proportional gain in the
! expression has been chosen as kp = 0.75.

The presented experiments have been performed in
environments tailored to the size of NAO. In the first
experiment, NAO starts walking o↵ the center of a
straight corridor enclosed with non-parallel walls. Fig-
ure 12 reports four snapshots from the video accompa-
nying the paper and showing NAO’s convergence to the
corridor center. The convergence to the corridor bisec-
tor can be appreciated from the movie clip accompany-
ing the paper, also in the case of corridor with parallel
walls.

The second and third experiments aim at assessing
the e↵ectiveness of the guidelines selector approach in
handling the absence of real visual guidelines to drive
the robot in presence of corners and junction. Snap-
shots of the second experiment (Fig. 13) show NAO
negotiating a left turn. According to the STS described
in Sect. 5.2, NAO correctly approaches the turn (first
snapshot), faces the corner (second snapshot) and turns
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Fig. 11: NAO turning at a left curve: time evolution of the middle (a) and vanishing point (b), and the computed
angular velocity (c).

Fig. 12: First experiment: vision-based corridor navigation with o↵-centered start. The first two snapshots show
NAO starting away from the corridor center but rapidly recovering it. The last two snapshots illustrate how NAO
is able to keep walking at the center of the corridor.

Fig. 13: Second experiment: negotiating a turn. In the first snapshot NAO is approaching a left turn. The subsequent
snapshots show how the robot correctly detects the corner and keeps the center of the corridor also during the
turn.

(third snapshot); finally, it restores the corridor navi-
gation (last snapshot). Figure 14 shows NAO keeping
the center of the corridor after turning right at a T-
junction.

The last experiment shows the robustness of the
proposed navigation algorithm. NAO continuously walks
for 15 minutes in a closed track, composed of four cor-
ridors and corners. Four snapshots of this endurance
navigation experiment are shown in Fig. 15.

All the experiments are shown integrally in the video
accompanying this paper. In particular, the live video
feed from the robot camera with the reconstructed xv

and xm is included in the clips.

8 Conclusions

We have presented a visual control approach for hu-
manoid indoor navigation. In particular, the control
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Fig. 14: Third experiment: turning at a T-junction. The first snapshot shows NAO approaching the junction. When
the junction is detected the robot takes the specified direction (second and third snapshot) and resumes walking
at the center of the corridor (fourth snapshot).

Fig. 15: Endurance navigation experiment: NAO walks for 15 minutes in a closed track.

objective is to follow a corridor by walking as close as
possible to its center and executing safe turns at corners
and junctions.

The proposed algorithm is based on a controller
for corridor navigation designed for unicycle-like mo-
bile robots, which was extended to e↵ectively handle
the presence of turns and junctions without changing
the control strategy. Assuming that the robot is cruis-
ing at constant speed, the controller provides the an-
gular velocity that corrects its position and orientation
based on the visual feedback. The feedback signal is
then transformed into inputs that are compatible with
the locomotion system of the humanoid producing a
natural, human-like walking behavior.

A State Transition System has been implemented
to experimentally prove the validity of the approach
for the navigation of NAO in a network of corridors
connected by curves and T-junctions.

An additional contribution of this work was to show
that the exponential convergence of the vision-based
control law is preserved also in case of non-parallel cor-
ridor guidelines provided that the relative slope of the
guidelines is within given bounds. For the reasons dis-
cussed in Sect. 4.2 the derivation of these bounds has a
very limited practical interest and, therefore, the algo-
rithm was rather tested for a wide range of guidelines
inclinations compatible with the camera field of view.

Future work will include:

– quantitative assessment of performance in terms of
actual robot motion using a motion capture system
currently not available at our lab;

– validation of the controller on real-sized humanoid
moving in full-scale maze-like environments;

– avoidance of obstacles possibly present in the corri-
dor;

– place recognition and categorization for other kind
of intersections.

9 Appendix

In this section we analyze the perturbtion terms in
Eq. (11) to prove that they are vanishing and locally
Lipschitz around the equilibrium point (xm, xv) = (0, 0).

Computing the time derivative of the visual features
expressions (6) and (8) in the case of non-parallel cor-
ridor walls and using the unicycle model (1) and the
control designed on the nominal system (9) we obtain,
for the middle point xm the closed-loop dymanics

ẋm = �kpxm + pm = �kpxm +Am +Bm + Cm +Dm,

where the perturbation pm is composed by the terms

Am = � (xm! + k2v)
1

dk1

xv(h tan � sec ✓�(xv/k1)x)�k1x
1�(�/d)(y�(xv/k1)x)

,

Bm = Em tan2 ✓(k3! + k2v tan ✓),
Cm = Em tan ✓

�
2xm sec2 ✓! + k2v

�
,

Dm = Em✓
�
k3 + k2 sec3 ✓(y � d/�)

�
!,
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(12)

with

Em =
�2

1� �2 tan2 ✓
.

To show that the perturbation is vanishing we should
invert the map (x, ✓) ! (xm, xv) so as to express the
perturbation term as a function of (xm, xv) only. How-
ever, in Proposition 1 we have shown that at the equi-
librium (xm, xv)T = (0, 0)T ) (x, ✓)T = (0, 0)T except
on points of the circle with center PV , the intersec-
tion point of the two corridor guidelines, and radius
rV = h

tan � .
These points, however, cannot be stable equilibria

of the closed loop dynamics, as also shown in Proposi-
tion 1. In addition, considering the robot footprint with
respect to the corridor width, these points can hardly
be reached in practical situations. Hence, by ignoring
these points, we can evaluate the perturbation terms
at the equilibrium of the nominal system by setting
(xm, xv) = (0, 0) and (x, ✓) = (0, 0).

A quick inspection of Eq. (12) provides evidence
that pm is null at the equilibrium point (xm, xv) =
(0, 0), implying that the perturbation induced by the
non-parallel corridor guidelines on the closed loop nom-
inal dynamics is non-persistent.

The perturbation term is composed by sums and
products of functions that are locally Lipschitz around
the equilibrium of the nominal system with the excep-
tion of the terms Am and Em which present, respec-
tively, the singularities analyzed below.

– y�yV = xv
k1
x: this singularity cannot be met around

the equilibrium point since this would imply that
the robot is very close to the point PV at the inter-
section point of the corridor guidelines, a situation
physically impossible;

– tan ✓ = ±1/�: is verified if the robot heading is
perpendicular to the corridor walls, a situation not
possible around the origin of the system if � 6= 0.

Finally, given the terms in (12), pm can be easily
expressed as pm = �p̃m.

To prove that the perturbation of the vanishing point
closed-loop dynamics is non-persisting and locally Lip-
stchiz at the equilibrium of the nominal system we pro-
ceed in a way analogous to the case of the middle point.
The closed loop dynamics of xv in case of non-parallel
corridors guidelines is

ẋv = fv(xm, xv) +Dv + Ev = fv(xm, xv) + pv,

where fv(xm, xv) represents the nominal closed-loop
dynamics in Eq. (10), while the perturbation pv is com-

posed of the following terms

Ev = �2 1
k1d2

⇣
xv(h tan � sec ✓�(xv/k1)x)�k1x

1�(�/d)(y�(xv/k1)x)

⌘2
!

Dv = (Ḃv�ȦvCv)(1+Cv)�Ċv(Av+Bv)
(1+Cv)2

where

Av = k1 tan ✓,

Ȧv = k1(tan
2 ✓ + 1)!,

Bv = �k1
1

d
(x� y tan ✓),

Ḃv = ��

d
yȦv,

Cv = �
1

d
(h tan � sec ✓ � x tan ✓ � y) ,

Ċv = �
1

d
sec ✓ ((h tan �s✓ � x) sec ✓! � v) .

As in the previous case, we can prove that the pertur-
bation vanishes if we set (xm, xv) = (0, 0) and (x, ✓) =
(0, 0). Also in this case, the perturbation term has some
singularities. In particular, the term Ev presents the
same singularity as Am in Eq. (12) discussed above.
The term 1+Cv at the denominator of Dv is null if the
following equation is verified

(yV � y) cos ✓ � x sin ✓ = �h tan �.

The simple geometric construction in Fig. 16 shows that
the term on the left represents the signed distance of the
robot to the line orthogonal to the optical axis (directed
as the robot heading) and passing through the point PV

where the corridor guidelines intersects. This distance
becomes negative, and eventually equal to h tan �, if the
robot crosses this line. Around the equilibrium point
this would mean that the robot would intersect this
line close to PV , again a non-operative condition.

We can then state that around the equilibrium the
perturbation term pv is locally Lipschitz being given
by sums and products of locally Lipschitz functions.
Analogously to the perturbation of the nominal middle
point dynamics, pv can be written as pv = �p̃v.

Wrapping up, the perturbation terms generated by
the non-parallel wall corridor condition have been shown
to be vanishing and locally Lipschitz around the equi-
librium of the nominal dynamics. Furthermore, the per-
turbation term is proportional to the perturbation pa-
rameter � representing the corridor walls relative slope.
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PV

Fr

θ
yV − y

x

(yV − y) cos θ − x sin θ

x tan θ

corridor
bisector

robot
heading

line orthogonal to
the robot heading and
passing through PV

Fig. 16: Geometric interpretation of the Dv singularity.
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