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Abstract Traditional approaches for Visual Simultaneous
Localization and Mapping (VSLAM) rely on low-level vi-
sion information for state estimation, such as handcrafted lo-
cal features or the image gradient. While significant progress
has been made through this track, under more challenging
configuration for monocular VSLAM, e.g., varying illumi-
nation, the performance of state-of-the-art systems gener-
ally degrades. As a consequence, robustness and accuracy
for monocular VSLAM are still widely concerned. This pa-
per presents a monocular VSLAM system that fully exploits
learnt features for better state estimation. The proposed sys-
tem leverages both learnt local features and global embed-
dings at different modules of the system: direct camera pose
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estimation, inter-frame feature association, and loop closure
detection. With a probabilistic explanation of keypoint pre-
diction, we formulate the camera pose tracking in a direct
manner and parameterize local features with uncertainty taken
into account. To alleviate the quantization effect, we adapt
the mapping module to generate 3D landmarks better to guar-
antee the system’s robustness. Detecting temporal loop clo-
sure via deep global embeddings further improves the ro-
bustness and accuracy of the proposed system. The proposed
system is extensively evaluated on public datasets (Tsukuba,
EuRoC, and KITTI), and compared against the state-of-the-
art methods. The competitive performance of camera pose
estimation confirms the effectiveness of our method.

Keywords Visual simultaneous localization and mapping
(SLAM), visual-based navigation, mapping

1 INTRODUCTION

Visual Simultaneous Localization and Mapping (VSLAM)
is a fundamental building block for robotic state estima-
tion [1], providing critical information for high-level appli-
cations. With the recent progress in this field, VSLAM has
been well developed for various real-world applications, e.g.,
visual-based navigation for autonomous vehicles, ranging
from path planning to decision making. Moreover, VSLAM
can model the environment and build a corresponding map
apart from ego-motion estimation. This capability can fur-
ther benefit the robots in scene understanding and object
recognition.

Despite the impressive progress under moderate scenar-
ios, it is noticeable that diverse challenges [2], for instance,
adverse illumination conditions [3], could cause failure to
most of the current VLSAM systems. Therefore, the robust-
ness and accuracy under challenging situations remain a prob-
lem demanding further investigation. Emerging advances in
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deep learning (DL) provide an alternative perspective in re-
solving the aforementioned challenges. For examples, lever-
aging learning-based depth prediction [4], object recogni-
tion [5], or high-level semantics [6] benefits the visual state
estimation in several aspects, varying from local reconstruc-
tion [7], scale recovery [8, 9] to dynamic environment han-
dling [10]. Especially in recent years, the exploration of learn-
ing local feature extraction and description is prevailing [11].
Following a detect-and-describe scheme to predict the re-
peatability and description within one forward pass, several
works [12–14] demonstrate a superior efficiency against the
traditional detect-then-describe pipelines, e.g., SIFT [15].
The larger receptive fields from convolutional neural net-
works (CNNs) and metric learning techniques further con-
tribute to the competitive performance of learning-based meth-
ods in both detection and description. These evolutions pave
the way for the introduction of deep features into VSLAM
systems. While some existing works generally recover pose
in an end-to-end manner [16,17], limiting the generalization
ability for different scenarios, we consider a more practical
approach to utilize the deep feature.

Built on top of ORB-SLAM2 [18], we propose a monoc-
ular SLAM system powered by learnt local and global em-
beddings. Leveraging the repeatability probability predicted
from a CNN, the initial camera pose can be tracked robustly
in a direct manner. Pre-triangulated landmarks can then be
associated with local observations efficiently, which estab-
lishes correspondences for the pose refinement. We discuss
the parameterization of local features to facilitate different
modules from pose estimation to mapping. To achieve global
consistency, we further leverage deep global embeddings to
detect temporal loop closure.

Experimental results on public datasets, especially accu-
rate pose estimations on challenging scenarios where state-
of-the-art methods fail, demonstrate the effectiveness of the
proposed system. Fig. 1 provides an overview of our system.
Our contributions are summarized as follows:

– A monocular visual SLAM system leveraging learned
local and global embeddings.

– A hybrid tracking scheme along with uncertainty mod-
eling based on the network predictions.

– A mapping module adapted from the traditional pipeline
to fit the nature of the frontend.

– Extensive evaluations on public datasets to demonstrate
the accuracy and robustness of the proposed method.

Some parts of this work has been presented in [19], In this
paper, we extend the conference paper [19] with the follow-
ing contributions:

– We improve the camera tracking scheme and provide a
probabilistic explanation.

– We extend the previous visual odometry system into a
complete SLAM system with global features predicted
by a neural network.

– We perform more experiments to verify the effectiveness
of different modules and the overall system.

The rest of the article is organized as follows: In Sec. 2,
we review recent progress and challenges in VSLAM along
with methods integrating deep learning. In Sec. 3, we demon-
strate commonly used notations for simplicity. Then, Sec. 4,
Sec. 5 and Sec. 6 describe the three main modules in our sys-
tem, namely feature extraction, camera tracking and associ-
ation and mapping and loop closing, respectively. In Sec. 7,
we report the experimental results for the ablation and com-
parative studies. Finally, Sec. 8 concludes this paper.

2 Related Works

2.1 Monocular Visual SLAM and its Challenges

The state-of-the-art approaches for monocular VO/VSLAM
can be categorized into two dominant classes, namely indi-
rect and direct methods. Indirect, or feature-based methods
[20–22], generally extract points of interest along with their
descriptors as a sparse representation of the input image.
With multiview correspondence association, camera motion
and sparse structure are recovered via minimizing the re-
projection error. Among these works, ORB-SLAM [22] ex-
ploits the covisibility relationships to strengthen the map
reuse and frame management, balancing the accuracy and
the computational demand.

Direct methods [23–25], on the contrary, directly min-
imize the photometric error on input images to track cam-
era poses. In particular, DSO [25] optimizes camera poses,
sparse scene structure, and camera model parameters jointly.
To combine the advantages of both methods, Froster et al.
propose SVO [26], which tracks the camera poses via sparse
image alignment and utilizes hierarchical bundle adjustment
(BA) as the backend for optimizing the structure and cam-
era motion. Inspired by these works, we propose a hybrid
scheme for the camera motion estimation, which tracks the
pose initially on the predicted repeatability map and then
refines it in an indirect manner. In the context of challeng-
ing conditions, robust VO/VSLAM remains unsolved [1, 3,
27]. Potential solutions to these issues can be found in [28–
30]. These works typically specialize in a particular problem
(e.g., handling high dynamic range (HDR) environment),
which would introduce certain overhead under common sce-
narios [28]. In contrast, our system is developed for a gen-
eral VSLAM system, which does not require any prepro-
cessing on the camera input for the image quality enhance-
ment. At the same time, in the experiments, it works well
under most conditions.
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Fig. 1: System overview. Our system leverages deep net-
works to predict both local and global features. We follow
the systematic design of ORB-SLAM2 [18], which can be
divided into three modules: tracking, mapping and loop-
closure. In the frontend, we propose a hierarchical scheme
to recover the camera poses with network predictions. The
mapping module generates new landmarks and maintains a
covisibility graph. We further leverage learnt global embed-
dings to predict loop-closure and correct the global incon-
sistency.

2.2 Deep Learning in Visual SLAM

With the emergency of DL, recent researches demonstrate
significant benefits by introducing relevant techniques into
VSLAM systems. Compared with traditional methods in lo-
cal feature detection [31–33] and description [15, 34, 35],
learning-based approaches [12–14,36,37] exhibit a compet-
itive performance in both matching accuracy and efficiency.
Several works propose to use deep features in the camera
pose estimation. Tang et al. [38] proposed BA-Net, where a
feature-metric objective function is used for the direct image
alignment, and the camera poses and predicted depth maps
can be optimized in an end-to-end manner. In [39], Stum-
berg et al. proposed GN-Net, which introduced a Gauss-
Newton loss for training the feature maps to be more in-
variant in the direct camera tracking. Works attempting to
combine learnt local features with VO/VSLAM have been
brought to our view [14, 40]. In [40], with labels from a
VO backend, the original SuperPoint [12] is extended to
predict the stability of local keypoints. In [14], to enhance
the frontend efficiency for onboard RGB-D VO, Tang et al.
proposed GCNv2. They supervise the detector with ground-
truth keypoint locations labeled by Shi-Tomasi score. To fur-
ther train the descriptor with triplet loss, positive and nega-
tive matches are retrieved via the projective geometry. The
above works generally focus on leveraging traditional meth-
ods (e.g., multiview geometry) to train a more practical and

efficient frontend. On the contrary, here we consider bridg-
ing the gap of exploiting learned features to alleviate the
challenges in monocular VSLAM.

3 Notations

Throughout the paper, we denote the image collected at the
k-th time as Ik and the corresponding frame as Fk. The
world frame Fw is set to be identical to the first camera
frame F0.

For Ik, the rigid transform Tk ∈ SE(3) maps a 3D land-
mark xi ∈ R3 in Fw to Fk using:

ckxi = Rkxi + tk, (1)

where Tk = [Rk|tk]. Rk and tk are the rotational and trans-
lational components of Tk, respectively. Accordingly, ckxk
denotes a 3D point in Fk.

We denote a 2D pixel projected from a 3D landmark as
ũi,k. We use π : R3 → R2 to denote the projection function:
ũi,k = π(ckxi), where ũi,k is the coordinate in the pixel
coordinate. π is defined as π(ckxi) = Kckxi, where K is
the intrinsic matrix for pinhole model.

The update of a camera pose is parameterized as an in-
cremental twist ξ ∈ se(3). We use a left-multiplicative for-
mulation⊕ : se(3)×SE(3)→ SE(3) for the update of Tk,
which is denoted as:

ξ ⊕Tk := exp(ξ∧) ·Tk, (2)

where the mapping SE(3)→ R6 is defined by T = exp(ξ∧),
where (·)∧ is the wedge operator.

4 Learning-based Feature Extraction

Here we adopt SuperPoint [12] as the feature extraction front-
end. Recall the pipeline of SuperPoint, it first encodes the
input image I ∈ RH×W with a single, shared encoder. Then
two different heads decode a repeatability volume H′ ∈
RHc×Wc×(C2+1) and a dense descriptionD′ ∈ RHc×Wc×256,
respectively. C is the size of the grid cell, which is 8 in our
system, and Hc = H/C,Wc = W/C. H′ is then normal-
ized by channel-wise softmax:

H(hc, wc, y) =
exp (H′(hc, wc, y))∑65
k=1 exp (H′(hc, wc, k))

. (3)

In this architecture, the keypoint detection problem is then
formulated as a classification problem. Specifically, forH(hc, wc, :

) ∈ RC2+1, the firstC2 channels represent the probability of
a pixel in a C×C grid to be a keypoint, while the last chan-
nel stands for the probability that no interest point lies in the
current patch. For the details we refer the readers to [12].
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We define the repeatability map, in patch-wise (Rd) and
in pixel-wise (R) as:

Rd = H(., ., C2 + 1), R = − log(s(H(·, ·, : −1))). (4)

where ’.’ denotes the omitted channels, while ’:’ denotes
“from the first channel to the last channel”. s() denotes the
function that shuffles a feature vector into a 2D patch. In
other words, it flattens the 3D volume to a 2D map. Here we
further define the patch location where the pixel u belongs
to as up. Then a probabilistic explanation is given by:

p(u|I,w) = R(u), (5)

p(up|I,w) = 1−Rd(u), (6)

where Rd ∈ RHc×Wc , the last channel of H, stands for
nonexistence of interest point in current patch. Accordingly,
we reinterpretRd as the patch-wise repeatability prediction,
which is used for the initial camera tracking, described in
Sec. 5.1. R ∈ RH×W is the repeatability map with full-
resolution and s : RHc×Wc×C2 → RH×W maps the volume
to a 2D heatmap. In the above formulation, we negate the re-
peatability response, so that a pixel u (or patch up) is more
leaning to be a keypoint (or to contain a keypoint) if it has a
smaller responseR(u) (orRd(up)).

In a non-maximum suppression (NMS) scheme, the lo-
cations of 2D features along with the final 2d grid O ∈
RHc×Wc are extracted from R. A single cell in O stores
the index of the interest point in the current patch, zero if no
salient point exists. For a local feature ui, the corresponding
descriptor di is sampled from D ∈ RH×W , which is in-
terpolated from D′. In addition, for the keyframes selected
in our system, we predict the global embedding vector with
NetVLAD [41], which is used to measure the image simi-
larity across different frames for detecting the loop closure.

5 Camera Tracking and Association

5.1 Camera Pose Tracking

Assuming an initial sparse structure built from the back-
end, the frontend recovers the camera pose and associates
3D landmarks with 2D observations, which is illustrated in
Fig. 2.

Initially, we track the current camera pose in a direct
manner. The direct method of the camera pose estimation
advances in their correspondence-free formulation, where
there is no need for heuristic design of matching strategies.
To take both the advantage of direct method and the network
predictions, we propose to hierarchically track the camera
pose on the repeatability map. Our intuition behind is that

Hierarchical Scheme

reshape

Coarse Tracking

Fine Tracking

Association

Fig. 2: Tracking scheme of the proposed system. We reinter-
pret the local feature detection as a two-level feature proba-
bility heatmap. Our method then tracks the repeatability map
in a coarse-to-fine manner. With the tracking result, we as-
sociate the features with landmarks locally.

3D landmarks triangulated from 2D observations are con-
sistently repeatable in different views. In other words, the
reprojection location of a 3D landmark in R(·) should be
the local extremum.

For the simplicity, here we denote the set of visible land-
marks as X = {x0,x1 . . .xn}. The current camera pose is
denoted as Tk and is parameterized as ξk. Given a landmark
position xi and the current camera motion parameter ξk, the
likelihood of local observation can be derived as:

p(ũik|w, ξk,xi) = R(ũik) = R(π(exp(ξ∧k ) · xi)). (7)

To estimate ξk, our method seeks to minimize the total like-
lihood, which is given by:

ξ̂k = arg max
ξk

∏
xi∈X

p(·) = arg min
ξk

−
∑
xi∈X

log(p(·))

= arg min
ξk

−
∑
xi∈X

log
(
R(π(exp(ξ∧k ) · xi))

)
,

(8)

where we abbreviate p(ũik|w, ξk,xi) to p(·). With a robust
kernel function denoted as ‖ · ‖γ , the total energy function is
given by:

E =
∑
xi∈X

‖ − log(R(π(exp(ξ∧k ) · xi)))‖γ . (9)

In the implementation, we choose Huber norm as the loss
function. Based on the above derivation, this problem is con-
verted into a standard least-squares problem, which can be
solved using Gauss-Newton method.

Direct method is considered very sensitive to the ini-
tial guess. A common strategy to alleviate this issue is to
leverage a pyramidal implementation. In our case, gener-
ating pyramidal prediction results require multiple forward
passes, prohibiting its real-time performance. However, we
disassemble the prediction into two levels, which represents
the repeatability from coarse to fine, as described in Sec. 4
and shown in the Fig. 2. Therefore, similar to the pyrami-
dal implementation in the optical flow estimation or direct
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Algorithm 1: Tracking and Feature Association
Data: Ik, ξ̃k,Ok,R,Rd,M.

1 ξ̃k = applyConstantVelocity(ξ̃k)
2 X = collectVisibleLandmarks(M)
3 //M denotes the local map.

4 ξ̂k = coarseTracking(ξ̃k, X )
5 foreach ũi,k do
6 Vi,k = checkAdjacentPatches(ũi,k, Ok)
7 if |Vi,k| ≡ 1 then
8 associate(xi, Vi,k[0])
9 else

10 j = findBestAssociation(xi, Vi,k)
11 associate(xi, Vi,k[j])
12 end
13 end
14 ξ̂k = poseRefinement(ξ̂k, X )
15 outlierFiltering(ξ̂k, X )
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Fig. 3: Cost surface for camera pose tracking of photometry-
based residual (left) and repeatability-based residual (right).
For each plot, the x-y plane stands for different translational
offsets to the ground-truth pose and the value on z-axis is
the total cost with the corresponding transform.

image alignment, we hierarchically track the current camera
in a coarse-to-fine manner. For estimating the camera pose
in the coarsest level, oppositely we minimize the probabil-
ity that a patch does not contain keypoint, causing a little
subtlety in the formulation. This gives:

ξ̂k = arg min
ξk

p(up|ξk,xi,w),

= arg min
ξk

Rd(πd(exp(ξ∧k ) · xi)).
(10)

For each residual term, the jacobian can be derived as:

Ji = Jrepeat · Jproj · Jpose

=
∂R(·)(ũi,k)

∂ũi,k
· ∂ũi,k
∂xci

· ∂ ((ξk ⊕Tk) xi)

∂ξk
,

(11)

where similar to direct tracking methods, Jrepeat is the gradi-
ent of the corresponding repeatability map, which is evalu-
ated at the projected pixel ũi,k and is calculated by bilinear
interpolation at each iteration. Jproj and Jpose are the Jaco-
bian of projection function w.r.t transformed point and the
left-compositional derivative of the the transformed point
w.r.t the twist update ξk, respectively.

In practice, we find that tracking on the coarse level al-
ready produces a relatively good pose estimation result. When
this estimation is fed to the fine level, our tracking module
is able to fine-tune it for better accuracy. Analogous to the
traditional optical flow pipeline, the pyramidal implementa-
tion is a significant design to alleviate the convergence basin
issue and make the tracking module work better with pre-
dicted repeatability. Fig. 3 compares the cost surfaces of our
method and the classical direct method. The cost surface of
photometry-based tracking suffers from non-convexity re-
sponsible for the sensitivity to initial guess, the narrowness
of convergence basin, and potential numerical issues in the
optimization. In contrast, tracking on repeatability exhibits
a smoother cost surface, which in practice yields better con-
vergence property.

5.2 Feature Association

With the initial tracking, Here we propose a local feature as-
sociation scheme, which minimizes the computational over-
head by avoiding the descriptor matching as much as pos-
sible. Our observation is that, with the initial tracking, the
reprojection location is considered to have an accuracy at
sub-pixel level. That is to say, if the optimization converges,
the reprojection location ũi,k of an inlier xi is supposed to
have sub-patch accuracy. In addition, as we described be-
fore, we perform NMS or griding to store one feature in a
8× 8 patch. Under these observations, the 2D association of
xi should belonging to the four adjacent patches or grid cells
of ũik. Therefore, instead of exhaustively matching descrip-
tors or adopting some heuristics for tracking, we actively
attempt to associate features in four adjacent patches. Based
on the actual number of adjacent patches which contain a
keypoint, we associate landmarks and local features as fol-
lows:

– If there is only one keypoint candidate, we directly asso-
ciate it with the landmark.

– If there are multiple keypoint candidates, we then asso-
ciate it according to descriptor distance, which is equiv-
alent to finding the best local association.

It is noticeable that this association step is achieved with
minimal computational overhead, which might be caused by
matching high-dimensional descriptors.

5.3 Feature Parameterization and Pose Refinement

For the indirect methods, the reprojection error is generally
used for pose estimation or Bundle Adjustment. A generic
formulation is given by:

ui,k = hi,k(xi, ξk) + ni,k, (12)
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where hi,k is the measurement function between the i-th
landmark position xi and k-th keyframe pose ξk; and ni,k is
zero-mean white Gaussian noise that perturbs the measure-
ment, i.e., ni,k ∼ N (0,Σi,k). In other words, this formula-
tion models local observations as 2D Gaussian components,
i.e., ũi,k ∼ N (ūi,k, Σ̄i,k). As long as the majority of meth-
ods follow this generic formulation, the problem is how to
define the parameters for each local feature, i.e., ūi,k and
Σ̄i,k. Previous works resolve this issue in two approaches.
In the early stage, methods model local features as 2D Gaus-
sian distributions with anisotropic covariance. Some inter-
esting discussions can be found in [42, 43], where the au-
thors generally conclude modelling such anisotropic covari-
ance can improve the visual state estimation. On the con-
trary, modern SLAM systems [18, 22, 26] generally assign
an isotropic covariance for each feature. This gives Σ̄i,k =

σ2I2×2, with σ proportional to the pyramidal level of the
corresponding feature. However, as described above, gener-
ating a pyramidal prediction is prohibitive, making this pa-
rameterization method not practical in our implementation.

Following previous works, we seek to weigh the con-
tribution of different local features to the overall estima-
tion. Compared to traditional feature extraction techniques,
CNNs have a larger receptive field and are capable of gen-
erating more consistent local features. Therefore, we model
their 2D distribution from keypoint prediction heatmap with
a probabilistic explanation. Considering the prediction as a
mixture of multivariate Gaussian distributions, to approxi-
mate the single variate parameters, we have:

ū = E[u] =
∑
u∈P

u · p(u|w) (13)

Σ̄ = E[(u− ū)(u− ū)]

=
∑
u∈P

(p2iΣu + piuiu
T
i )− uuT (14)

For the simplicity of implementation, here we represent P
as a 3 × 3 patch. This parameterization scheme is further
verified by Sec. 7.2.

After associating landmarks with the local observations,
the current camera pose Tk is refined by minimizing the
reprojection error. For xi, the error function is defined as:

erepro
i,k = π (Rkxi + tk)− ũi,k. (15)

Similar to the initial tracking, the refined pose is solved by
iterative least-squares. The overall energy function to mini-
mize is defined as:

Erepro =
∑
i∈Pk

‖
(
erepro
i,k

)T
Σ−1i,kerepro

i,k ‖γ , (16)

where Σi,k is the covariance of 2D feature location ũi,k for
weighting different features’ contribution to the optimiza-
tion. The total pipeline of our tracking and association mod-
ule is also demonstrated in algorithm 1.

6 Mapping and Loop Closing

6.1 Mapping

6.1.1 Landmark Creation

When a new keyframe is constructed, the mapping mod-
ule first creates new landmarks with previous observations.
For correspondence search, the top-n keyframes sharing the
most covisibility score with the current keyframe are cho-
sen to be the candidate frames. ORB-SLAM2 [18] exploits
bag-of-words (BoW) [44] to accelerate feature matching be-
tween keyframes for the landmark generation. Inevitably,
this strategy introduces quantization effect that fewer corre-
spondences would be found compared to brute-force search.
For original ORB-SLAM2, we observe that such effect is
affordable as it extracts quantities of features (e.g., 1000 for
a image with VGA resolution). However, in our case, two
factors amplify this quantization effect: first, we only ex-
tract the most representative features, limiting the number
of total local features; second, float descriptors lie in a much
larger space than binary descriptors, making quantization ef-
fect more significant as more clusters are required for a rep-
resentative quantization. This degrades both the robustness
and the accuracy in practice. Therefore, two methods are
adopted for feature association between keyframes. The first
one is the approximate nearest neighbor (ANN) search. At
the creation of each keyframe, a database of untracked local
features is established. In the association step, we query each
feature from the databases of candidate keyframes. More-
over, after the association step, the database is reindexed to
guarantee the search efficiency with future keyframes. The
problem of ANN-based association is that for the repetitive
pattern (e.g. checkboard), ambiguity exists and increases the
number of outliers in the triangulation step.

To resolve this problem, we further search the epipolar
line of the 2d grid Oj of the target keyframe Fj to associate
the features. For an untracked local feature ui,k in the cur-
rent keyframe Fk, the epipolar line ilk,j = [l0, l1, l2]

T on
the image plane of Fj is derived as:

(ilk,j)
T = uTi,kK

−T t∧k,jRk,jK
−1,

with Rk,j = RkR
−1
j tk,j = −RkR

T
j tj + tk,

where K is the projection matrix. We search Oj along the
entire epipolar line ilk,j . If current grid has an unmatched
feature, we further check the epipolar distance di,k,l,j as the
geometry constraint:

di,k,l,j =
1

det(Σi,k)

uTl,j · ilk,j√
l20 + l21

,

which is weighed by 1/det(Σi,k) for the consideration of
uncertainty. The inlier with the best descriptor distance is
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frame 1 frame 44 frame 187 frame 450 frame 65 frame 100 frame 150 frame 200

Fig. 4: Convergence radius and accuracy of different direct image alignment methods (indicated by color). All frames of the
respective sequence are tracked on frame 1 (left) and frame 150 (right), using the identity as initialization. The bottom plots
show for which frames tracking succeeds; the top plots show the final translational error. We observe that apart from the
traditional photometry-based direct tracking (svo), the proposed repeatability-based tracking advances in larger convergence
basin and better tracking precision.

considered as a successful match for the candidate feature.
Finally, the 3D positions are recovered via mid-point trian-
gulation. For rejecting outliers in the triangulation, we fol-
low [22] to further verify the sign of depth and the reprojec-
tion error in both keyframes.

6.1.2 Backend Optimization

Similar to ORB-SLAM2, batched BA is utilized for backend
optimization and map management. The variables in the lo-
cal map for optimization consisting of updates to keyframe
poses T = [ξk0 , ξk1 , ..., ξkn ] and positions of landmarks
M = [xi0 ,xi1 , ...,xim ]. We denote the full state vector as
X = [T ,M], which is solved by:

X = arg min
X

∑
Tk

∑
xi

obs(i, k)‖(erepro
i,k )TΣ−1i,kerepro

i,k ‖γ , (17)

where obs(i, k) = 1 if xi is observed by Fk, obs(i, k) = 0

otherwise. Note that, as in ORB-SLAM2 [18], the poses of
keyframes that share no observations of visible landmarks
with the current keyframe are fixed to maintain a consis-
tent scale estimation. The map management operations are
inherited from [18]. Briefly, it culls redundant keyframes,
removes outliers in the local BA and fuses the landmarks.

6.2 Loop Closing

We extend the built-in loop-closure module to work with
learnt global embeddings. When a keyframe is created, we
generate the global embedding from NetVLAD [41]. The
advantage of using traditional BoW is that we can leverage

the inverted file formulation for efficient keyframe retrieval.
Yet in our case, the network directly outputs a global embed-
ding vector instead of preserving the visual words informa-
tion. Therefore, in our implementation, we directly compare
the l2-distance between the global embeddings between the
current keyframe and the past keyframes that does not share
any common observations with the current keyframe. Then
loop-closure candidates are considered to have embeddings
close to that of the current keyframe. With the loop closure
candidates, we further adopt the built-in modules of ORB-
SLAM2 [18] to perform candidate verification and loop clo-
sure correction. Briefly, if the loop closure is detected suc-
cessfully, it first corrects the Sim(3) pose graph generated
by the minimal spanning tree from the global covisibility
graph. Then, global BA is performed with a similar pipeline
described in Sec. 6.

7 Experimental Results

In this section, we first perform ablation studies on differ-
ent modules in our system, including the proposed direct
tracking frontend and the feature parameterization. Then,
we report the general state estimation accuracy on several
public datasets and compare our system against other pop-
ular methods. Finally, we provide several qualitative results
along with runtime analysis to further demonstrate the ef-
fectiveness of the proposed method.
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7.1 Evaluation on the Camera Tracking

In this section, we validate the proposed direct tracking scheme.
For the baselines to compare with, we first select the front-
end of SVO [26]. The tracking front-end of SVO detects
FAST corners in a grid, and tracks recovered 3D landmarks
in a sparse image registration manner, which shares a sim-
ilar scheme to our system and is considered to be a good
competitor. In addition, inspired by the recently proposed
GN-Net in [39], we propose another baseline as competitor,
which tracks the current frame with deep features as input
in a direct manner. The objective function is given by:

Efeat =
∑
‖Fk′(ui,k′)− Fk(π(Rkxi + tk))‖, (18)

where Fk is the feature map of the k-th frame. This formu-
lation is based on the insight that CNNs can produce invari-
ant feature for the correspondence across different frames.
Similarly, we add this feature-metric constraint into our re-
peatability formulation. In the implementation, we leverage
the feature volume predicted by SuperPoint and reduce its
dimension using PCA to achieve an applicable real-time im-
plementation on CPU. We denote this baseline as rdvo (w/
conv) and our method as rdvo.

Here we mainly evaluate the convergence radius and pose
estimation accuracy of the tracking module. For the evalua-
tion, given a test sequence, we first generate a sparse point-
cloud with a pair of RGB image and depth map. Then, we
evaluate different methods by registering the sparse visual
structure to each frame in the sequence. The experiments are
conducted on the ICL-NUIM [45] and TUM Dataset [46].
The results are shown in Fig. 4. We observe that compared
to SVO, the proposed method generally enlarges the con-
vergence radius for direct tracking. In other words, starting
from the same initialization point, more frames with larger
translation and rotation variances are successfully registered
by our method. This confirms the effectiveness of the pro-
posed direct tracking scheme with predicted repeatability.

It is also interesting that, introducing high-level descrip-
tions from the convolutional feature, rdvo (w/ conv) pro-
vides a close localization accuracy and robustness against
rdvo. While both of them outperform the tracking scheme
in SVO, rdvo (w/ conv) enlarges the convergence radius a
little on the ICL-NUIM dataset, which indicates that using
the feature-metric constraints can increase the robustness
of direct tracking to some extend. Despite that the conver-
gence radius is increased as expected, we notice that, rdvo
(w/ conv) does not consistently outperform rdvo and svo.
We think the reason could be that the image alignment gen-
erally requires a subpixel accuracy for an accurate align-
ment result. Unlike repeatability predictions that implicitly
provide pixel-level keypoint location, convolutional feature
slices of correspondences in different frames and have some
subtleties with viewpoint variances. These subtleties yield
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Fig. 5: Relative improvement on different methods com-
pared to the baseline method. The dashed line represents
mean error of the corresponding method.

Table 1: Translational RMSE (cm) and tracking success rate
(%) on the New Tsukuba dataset. The tracking success is
defined as (#tracked frame/#frame in the sequence).

Sequence Name Ours DSO ORB-SLAM
w/o loop

fluorescent 10.9 ± 5.7 59.0 ± 39.0 (18.2 ± 15.3)
87.6 ± 0.3 98.2 ± 0.0 88.4 ± 11.6

daylight 9.4 ± 4.9 50.0 ± 29.7 14.7 ± 9.7
96.2 ± 0.2 98.1 ± 0.0 82.4 ± 16.9

lamps 9.3 ± 4.6 × ×
94.5 ± 7.1 44.5 ± 37.4 0.0 ± 0.0

flashlight 18.3 ± 10.3 × ×
94.4 ± 0.1 58.4 ± 10.9 0.0 ± 0.0

some degradation to the registration results. Besides, although
we interpolate between feature slices, the convolutional fea-
ture map is considered to provide patch-level information,
which is downsampled 8 times in our case. As the residual
dimension is very large (256 in our case), implementing it on
CPU leads to significant computational overhead, especially
for interpolating the feature map.

There exist some image alignment methods based on
raw gradient input [47–50]. However, these methods differs
from baselines in the experiments in that they densely se-
lect pixels with high gradient and generally transform the
gradient map into another space, e.g., Distance Transform
(DT), for smoother gradient information [48,50]. Some also
assume structural constraints between landmarks for better
structural representation [24]. As a consequence, we only
focus on sparse image alignment methods here.

7.2 Evaluation on the Local Feature Parameterization

In this section, we evaluate the effectiveness of different fea-
ture parameterization methods in pose estimation. As the lo-
cal feature is parameterized as a gaussian distribution, with
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Fig. 6: (a) and (b): excerpts of sequnce Machine Hall 01 and 02 the EuRoC dataset, keypoints are colored by the inverse
depth. (c) and (d): trajectories of ours against the ground truth on Machine Hall 01 and 02.

Table 2: Translational RMSE (cm) on the EuRoC dataset. Left column: performances of pure visual odometry. Right column:
performance of SLAM system, where results on sequences without explicit loop-closure are excluded.

Sequence Ours DSO ORB-SLAM2 Ours ORB-SLAM2w/o loop w/o loop

easy

Machine Hall 01 1.63 ± 0.86 5.73 ± 2.28 1.77 ± 0.91 - -
Machine Hall 02 1.46 ± 0.77 4.53 ± 2.71 1.72 ± 0.81 - -
Machine Hall 03 3.20 ± 1.53 20.89 ± 10.23 3.19 ± 1.52 - -
Vicon Room 1 01 3.34 ± 4.34 13.52 ± 8.72 3.28 ± 1.20 - -
Vicon Room 2 01 1.85 ± 0.83 4.70 ± 2.41 2.59 ± 1.34 1.60 ± 0.15 4.44 ± 1.31
Vicon Room 2 02 4.73 ± 2.49 12.31 ± 6.37 (5.08 ± 2.95) 2.59 ± 0.37 1.69 ± 0.10

hard

Machine Hall 04 8.59 ± 3.37 20.03 ± 8.96 9.78 ± 4.05 - -
Machine Hall 05 4.34 ± 2.09 10.47 ± 3.78 (12.67 ± 5.86) - -
Vicon Room 1 02 23.82 ± 9.38 32.83 ± 27.41 (14.06 ± 5.27 ) 1.45 ± 0.11 1.59 ± 0.35
Vicon Room 1 03 (17.17 ± 10.71) 94.15 ± 39.78 × 4.44 ± 1.31 7.26 ± 5.78

different combination of mean and variance, we mainly com-
pare four different parameterization methods, given by:

– EXTREMA IDENTITY (EI): u = upeak,Σ = I2×2
– EXTREMA COVARIANCE (EC): u = upeak,Σ = Σ̄

– MEAN IDENTITY (MI): u = ū,Σ = I2×2
– MEAN COVARIANCE (MC): u = ū,Σ = Σ̄

where the ū and Σ̄ are described in Sec. 5.1.
For the dataset selection, we notice that the accuracy of

SLAM system (or BA) is mainly bounded by the data asso-
ciation, and thus the local feature parameterization is not the
most important factor. Therefore, using a real-world dataset
can hardly compare the effectiveness of different parameter-
ization methods. This is also because of the systematic er-
ror in the real-world dataset, for example, the uncertainty of
calibration between cameras and sensors providing absolute
pose measurements. As a consequence, here we perform the
evaluations on the ICL-NUIM dataset.

To examine how different parameterization methods work
in the SLAM system, for each frame in a sequence, we back-
project the detected keypoints to the 3D space as landmarks.

Then these landmarks are associated with N (5 in the ex-
periment) adjacent frames. Combining the poses along with
the landmark positions, we jointly optimize these variables
following a standard pipeline of BA. We maintain an opti-
mization problem with identical optimizable parameters and
constraints, and introduce different local feature parameter-
ization methods to examine their effectiveness.

The results are represented in Fig. 5, from which we
have the following conclusions: First, the results show that
considering the prediction with an anisotropic covariance as-
signing to different keypoints could generally increase the
bundle adjustment accuracy. For methods that do not con-
sider the uncertainty (EI and MI), the covariance matrices
are all set to be identity. This means that in the optimiza-
tion, different residual factors contribute to the final results
equally. On the contrary, for methods taking uncertainty into
account (EC and MC), the anisotropic covariance serve as a
reflection of keypoint prediction uncertainty. Through mod-
elling the prediction uncertainty, different factors are weighed
in the joint optimization according to their observation con-
fidence. In other words, factors with higher uncertainty should
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Table 3: Translational RMSE (m) on the KITTI Odometry Dataset.

Sequence Environment Ours DSO ORB-SLAM2 Ours ORB-SLAM2w/o loop w/o loop

00 Urban 96.23 ± 44.76 118.58 ± 0.51 73.39 ± 32.66 5.31 ± 0.57 6.11 ± 0.32
01 Highway × 105.14 ± 204.86 × - -
02 Urban+Country 76.94 ± 50.34 122.67 ± 6.93 27.14 ± 14.04 22.54 ± 1.46 28.92 ± 4.26
03 Country 1.34 ± 0.29 2.08 ± 0.08 0.96 ± 0.53 - -
04 Country 0.21 ± 0.08 0.99 ± 0.01 1.14 ± 0.58 0.51 ± 0.18 0.87 ± 0.31
05 Urban 48.74 ± 26.33 50.93 ± 0.69 39.42 ± 21.05 4.75 ± 0.61 5.65 ± 1.04
06 Urban 54.37 ± 25.51 65.81 ± 1.29 54.45 ± 25.21 10.16 ± 1.74 16.13 ± 0.83
07 Urban 16.96 ± 9.37 18.37 ± 0.54 16.71 ± 9.47 4.16 ± 0.63 2.45 ± 0.31
08 Urban+Country 64.82 ± 39.95 119.12 ± 12.74 51.55 ± 31.78 - -
09 Urban+Country 60.82 ± 31.60 61.21 ± 7.72 47.31 ± 25.96 9.52 ± 0.47 51.63 ± 12.70
10 Urban+Country 8.27 ± 0.86 34.84 ± 38.41 9.56 ± 1.02 - -

have less contribution to the optimization framework. As a
consequence, comparing EC and MC against EI and MI, the
accuracy of BA is increased with modelling the uncertainty.
Second, comparing methods that consider keypoint location
as extrema (EI and EC) or weighted mean (MI and MC),
we find that the pose accuracy is improved slightly. This in-
dicates that most of the keypoint predictions are already of
good quality, so that in a BA framework, considering the
refinement of keypoint location with prediction uncertainty
can only provide trivial improvement in the pose estimation.
Accordingly, these experimental results guide us to finally
choose the local feature parameterization in our system de-
scribed in Sec. 5.1.

7.3 Evaluation on Trajectory Estimation

In this section, we evaluate our system on several public
datasets, the New Tsukuba [51], the EuRoC Mav dataset
[52] and KITTI Odometry dataset [53]. We compare our
method to both the state-of-the-art indirect (ORB-SLAM2
[18]) and direct (DSO [25]) VO/VSLAM algorithms. GCN-
SLAM [14], the recently proposed method using a learned
binary descriptor, is expected to be one of the competitors.
However, the monocular version adapted from the open-source
implementation1 fails to produce competitive results. Thus
we exclude it for further evaluation. A major reason for the
failure of GCN-SLAM is that it is designed for RGB-D in-
puts, while for the monocular VO, maintaining the scale
consistency and estimating the depth of local feature raise
more challenges.

All the experiments are done using the same desktop
with i7-8700K and NVIDIA 1080Ti. For quantitative evalu-
ation, translational RMSE of absolute trajectory error (ATE)
[46] is used. We run different algorithms on each sequence 5
times and average the evaluation metrics. The tracking fail-
ure is either reported by the system itself or determined af-

1 https://github.com/jiexiong2016/GCNv2 SLAM

terward if the error is larger than 1 meter (typically caused
by scale inconsistency). If tracking failure exists for one or
more runs, the corresponding result is shown in parentheses
(·), while failure for all runs is marked as ×. The results on
both datasets are reported in Table. 1, Table. 2 and Table. 3,
respectively.

7.3.1 The New Tsukuba Dataset

The New Tsukuba dataset provides synthetic images ren-
dered by computer graphics techniques. It is challenging for
monocular visual odometry as 1) the illumination condition
of sequences lamps and flashlight is extreme, and 2) the
camera rotation is relatively aggressive. As ORB-SLAM2
does not provide the setting for the Tsukuba dataset, we use
the setting of another indoor dataset with the same image
resolution and adjust the camera parameters accordingly. Note
that the New Tsukuba Dataset does not contain any loopy
motion, therefore all methods can be considered as pure vi-
sual odometry rather than full SLAM systems.

Table. 1 reports the translational RMSE and success rate
of tracking for each sequence. As expected, challenging il-
lumination conditions of the lamps and flashlight lead both
ORB-SLAM and DSO to tracking failure. Besides, to ac-
celerate feature association for camera pose tracking, ORB-
SLAM searches correspondences in a local window with
a motion prior, making it sensitive to aggressive rotation
change. As a consequence, it occasionally fails even under
the fluorescent with a moderate illumination configuration.

Besides the robustness and accuracy under these test sce-
narios, our system is capable of maintaining a relatively con-
sistent trajectory estimation accuracy, regardless of the illu-
mination variances. Especially on lamps, the RMSE is even
slightly smaller than on daylight. Larger error under flash-
light over other sequences indicates that learning-based de-
scriptors share a similar characteristic with hand-crafted ones
in degradation under photometric noise [25].

https://github.com/jiexiong2016/GCNv2_SLAM
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7.3.2 EuRoC Mav Dataset

The EuRoC dataset contains several sequences that are chal-
lenging for monocular ego-motion estimation. Accordingly,
for the comparison, we divide the dataset into moderate (easy)
and challenging (hard) sequences. For the sequences MH01,
MH02, MH03, V101, V201 and V202, the camera motion
is slow, and the illumination conditions are moderate, mak-
ing them relatively easy for monocular VO/VSLAM. On
the contrary, in MH04, MH05, and V103, the illumination
varies in a wide range. In V102, V103, and V203, the camera
motion is aggressive, including nearly pure rotation or fast
movement. Additionally, for that currently a pinhole camera
model is assumed by our system, we pre-rectify all the im-
ages in the evaluation, which limits the field-of-view (FOV)
of the camera and brings more challenges for monocular
VO/VSLAM, especially indirect methods.

Here we report performances for both VO/VSLAM sys-
tems. Due to all the methods fail on V203, the correspond-
ing results are not included. For the pure VO, as shown in
Table. 2, for the moderate sequences, the proposed system
has comparable accuracy with the state-of-the-art methods.
For the challenging sequences, our method increases the ro-
bustness and accuracy compared to the baselines. Especially
for V103, ORB-SLAM is unable to track the camera motion
with severe exposure change and aggressive motion contin-
uously, while our method only fails in 1/10 runs, indicating a
more robust performance. Considering the full SLAM sys-
tem, the proposed system successfully increase the robust-
ness and accuracy compared to the VO-only solution. It is
noticeable that for the difficult sequence V103, we achieve
an RMSE of 4.44 cm, which significantly improves the re-
sult from the pure VO system. Compared our method against
ORB-SLAM2, we observe our system generally provides a
comparable performance with improvement on V103.

7.3.3 KITTI Odometry Dataset

The KITTI Odometry Dataset [53] is commonly used for
evaluating visual state estimation systems in large-scale out-
door scenario. The result comparisons are reported in Ta-
ble. 3 for both pure odometry and SLAM. As in Table. 3,
the pure visual odometry results do not outperform ORB-
SLAM2 while the full SLAM results is more competitive,
which validate the improvement on introducing loop closure
with NetVLAD. Our system takes more time in data associ-
ation due to the usage of floating descriptors, which limits
the computation time for batched optimization. However, as
more representative local features are selected, our system
manages a more lightweight map and advances in global
BA with loop closure. We notice that for the sequences with
loops (e.g., 00, 02, 05-07, 09, 10), generally the proposed
system performs better than ORB-SLAM2. Especially for
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Fig. 7: Excerpts on the TUM Dataset, keypoints are colored
by the inverse depth.
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Fig. 8: Qualitative results on TUM Dataset.

sequence 09, we notice that ORB-SLAM2 failed to detect
loop-closure with BoW, leading the trajectory to be incon-
sistent globally. On the contrary, our system successfully
detects the loop with learnt global embedding. Along with
global BA to optimize the trajectory, not surprisingly we
achieve a better estimation result. Exception occurs on 08,
where our system exhibits more severe scale drift in trajec-
tory estimation, resulting in larger trajectory error. For the
sequence 01, both methods fail to maintain a correct scale
estimation, while only DSO succeeds.

7.4 Qualitative Results

Here we also provide some qualitative results in Fig. 6, Fig. 7
and Fig. 8. They show the reconstructed sparse map and esti-
mated trajectories on several sequences. In Fig. 6, even some
repetitive features can be well associated and triangulated
with relatively accurate depth, for example, features on the
floor. As in Fig. 7, in this indoor environment, we notice that
our estimated trajectory has only trivial drift without using
loop-closure. In addition, the sparse map well recovers the
geometry in the test desk scene. Fig. 8 shows that the trajec-
tory along with recovered visual structure on TUM Dataset,
where we notice the estimated trajectory is well aligned with
the ground truth.
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the percentage of points towards a zero distance the better.

7.5 Evaluations on Local Reconstruction

To evaluate the reconstruction accuracy, the sparse point-
clouds generated by different methods are scaled and trans-
formed via the alignment results. The error metric is de-
fined as the RMSE of distances to the nearest neighborhood.
The similar evaluation process can be found in [54]. Three
sequences V101, V201, and V202 of EuRoC that provide
dense ground-truth structure are selected for the evaluation.

As shown in Fig. 9, our method recovers a more accu-
rate local structure, which in turn guarantees the accuracy of
local trajectory estimation. Additionally, in V101, although
the ATE of our method does not outperform ORB-SLAM2,
the local structure is more accurate than ORB-SLAM2, in-
dicating fewer outliers in our system. One advantage of in-
direct methods over direct ones is the covisibility connec-
tions established by powerful descriptors, with which lo-
cal map is fully reused and the VO drift can be reduced
[25]. ORB-SLAM2 does a great job of associating features
cross views and fusing redundant points. However, under the
cases of wider baseline, our system better associates land-
marks with local features. Especially, comparing the sparse
reconstruction of certain objects in the scene (e.g. the check-
board), drastically fewer outliers and redundancies are gen-
erated from our system.

8 Conclusions and Future Work

In this paper, we presented a monocular SLAM system lever-
aging learnt description, repeatability and global embedding.
Different from previous work, we focused on tightly cou-
pling the learning-based frontend with indirect multiview
geometry to fully exploit the network predictions. By inter-
preting the repeatability prediction in a probabilistic man-
ner, w proposed a two-step tracking scheme to estimate the
camera pose: direct tracking on the repeatability maps and
refining the pose with the patch-wise association. We fur-
ther discuss the local feature parameterization to consider
the uncertainty in the network prediction. With loop closure
detection from deep global embeddings, we maintain the
consistency via global bundle adjustment. The experimen-

tal results demonstrated that the proposed system is capable
to handle challenging situations, where both the state-of-the-
art indirect and direct methods suffer from strong degrada-
tion.

In the future, we would like to investigate more lightweight
network architectures or binary descriptor learning to accel-
erate our system. In the current system implementation, de-
scriptor matching causes certain overhead for the map man-
agement, which we believe can be further optimized. In ad-
dition, supervising the learning frontend in an end-to-end
manner might help our system better exploit from data-driven
approaches. For example, using learnt relative pose as a prior
for camera pose tracking could boost the general robustness
under challenging conditions, in which cases direct formu-
lations could not work well. Last but not least, extending the
current system into a stereo or visual-inertial system is con-
sidered to be of much more practical value. As they can pro-
vide absolute scale information, such extension could better
help robotic navigation in the long-term operations.
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