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Abstract
Task planning can require defining myriad domain knowledge about the world in which a robot needs to act. To ameliorate
that effort, large language models (LLMs) can be used to score potential next actions during task planning, and even generate
action sequences directly, given an instruction in natural language with no additional domain information. However, such
methods either require enumerating all possible next steps for scoring, or generate free-form text that may contain actions
not possible on a given robot in its current context. We present a programmatic LLM prompt structure that enables plan
generation functional across situated environments, robot capabilities, and tasks. Our key insight is to prompt the LLM with
program-like specifications of the available actions and objects in an environment, as well as with example programs that
can be executed. We make concrete recommendations about prompt structure and generation constraints through ablation
experiments, demonstrate state of the art success rates in VirtualHome household tasks, and deploy our method on a physical
robot arm for tabletop tasks. Website and code at progprompt.github.io
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1 Introduction

Everyday household tasks require both commonsense under-
standing of the world and situated knowledge about the
current environment. To create a task plan for “Make din-
ner,” an agent needs common sense: object affordances, such
as that the stove and microwave can be used for heating;
logical sequences of actions, such as an oven must be pre-
heated before food is added; and task relevance of objects
and actions, such as heating and food are actions related to
“dinner” in the first place. However, this reasoning is infea-
sible without state feedback. The agent needs to know what
food is available in the current environment, such as whether
the freezer contains fish or the fridge contains chicken.

Autoregressive large language models (LLMs) trained
on large corpora to generate text sequences conditioned on
input prompts have remarkable multi-task generalization.
This ability has recently been leveraged to generate plau-
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Fig. 1 ProgPrompt leverages LLMs’ strengths in both world knowl-
edge and programming language understanding to generate situated
task plans that can be directly executed

sible action plans in context of robotic task planning (Ahn et
al., 2022; Huang et al., 2022b, a; Zeng et al., 2022) by either
scoring next steps or generating new steps directly. In scoring
mode, the LLMevaluates an enumeration of actions and their
arguments from the space of what’s possible. For instance,
given a goal to “Make dinner” with first action being “open
the fridge”, the LLM could score a list of possible actions:
“pick up the chicken”, “pick up the soda”, “close the fridge”,
. . . , “turn on the lightswitch.” In text-generation mode, the
LLM can produce the next few words, which then need to be
mapped to actions and world objects available to the agent.
For example, if the LLM produced “reach in and pick up
the jar of pickles,” that string would have to neatly map to
an executable action like “pick up jar.” A key component
missing in LLM-based task planning is state feedback from
the environment. The fridge in the house might not contain
chicken, soda, or pickles, but a high-level instruction “Make
dinner” doesn’t give us that world state information. Our
work introduces situated-awareness in LLM-based robot
task planning.

We introduce ProgPrompt, a prompting scheme that
goes beyond conditioning LLMs in natural language. Prog-
Prompt utilizes programming language structures, leverag-
ing the fact that LLMs are trained on vast web corpora that
includes many programming tutorials and code documen-
tation (Fig. 1). ProgPrompt provides an LLM a Pythonic
program header with an import statement for available
actions and their expected parameters, a list of environ-
ment objects, and function definitions like make_dinner
whose bodies are sequences of actions operating on objects.
We incorporate situated state feedback from the environment
by asserting preconditions of our plan, such as being close
to the fridge before attempting to open it, and responding
to failed assertions with recovery actions. What’s more, we

show that including natural language comments in Prog-

Prompt programs to explain the goal of the upcoming action
improves task success of generated plan programs.

2 Background and related work

2.1 Task planning

For high-level planning, most works in robotics use search
in a pre-defined domain (Fikes and Nilsson, 1971; Jiang et
al., 2018; Garrett et al., 2020). Unconditional search can be
hard to scale in environments with many feasible actions
and objects (Puig et al., 2018; Shridhar et al., 2020) due to
large branching factors. Heuristics are often used to guide
the search (Baier et al., 2007; Hoffmann, 2001; Helmert,
2006; Bryce and Kambhampati, 2007). Recent works have
explored learning-based task&motion planning, usingmeth-
ods such as representation learning, hierarchical learning,
language as planning space, learning compositional skills
andmore (Akakzia et al., 2021; Eysenbach et al., 2019; Jiang
et al., 2019; Kurutach et al., 2018; Mirchandani et al., 2021;
Nair and Finn, 2020; Shah et al., 2022; Sharma et al., 2022;
Silver et al., 2022; Srinivas et al., 2018; Xu et al., 2018, 2019;
Zhu et al., 2020). Our method sidesteps search to directly
generate a plan that includes conditional reasoning and error-
correction.

We formulate taskplanning as the tuple 〈O,P,A, T , I,G,

t〉.O is a set of all the objects available in the environment,P
is a set of properties of the objects which also informs object
affordances, A is a set of executable actions that changes
depending on the current environment state defined as s ∈ S.
A state s is a specific assignment of all object properties, and
S is a set of all possible assignments. T represents the tran-
sition model T : S × A → S, I and G are the initial and
goal states. The agent does not have access to the goal state
g ∈ G, but only a high-level task description t.

Consider the task t = “microwave salmon”. Task rele-
vant objects microwave, salmon ∈ O will have properties
modified during action execution. For example, action a =
open(microwave) will change the state from closed
(microwave) ∈ s to ¬closed(microwave) ∈ s′ if a is
admissible, i.e., ∃(a, s, s′) s.t . a ∈ A∧s, s′ ∈ S∧T (s, a) =
s′. In this example a goal state g ∈ G could contain the con-
ditions heated(salmon) ∈ g, ¬closed(microwave) ∈ g
and ¬switchedOn(microwave) ∈ g.

2.2 Planning with LLMs

A Large Language Model (LLM) is a neural network with
many parameters—currently hundreds of billions (Brown
et al., 2020; Chen et al., 2021)—trained on unsupervised
learning objectives such as next-token prediction or masked-
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language modelling. An autoregressive LLM is trained with
a maximum likelihood loss to model the probability of a
sequence of tokens y conditioned on an input sequence x,
i.e. θ = argmaxθ P(y|x; θ), where θ are model param-
eters. The trained LLM is then used for prediction ŷ =
argmaxy∈S P(y|x; θ), whereS is the set of all text sequences.
Since search space S is huge, approximate decoding strate-
gies are used for tractability (Holtzman et al., 2020; Luong
et al., 2015; Wiseman et al., 2017).

LLMs are trained on large text corpora, and exhibit multi-
task generalization when provided with a relevant prompt
input x. Prompting LLMs to generate text useful for robot
task planning is a nascent topic (Ahn et al., 2022; Jansen,
2020;Huang et al., 2022a, b; Li et al., 2022; Patel andPavlick,
2022). Prompt design is challenging given the lack of paired
natural language instruction text with executable plans or
robot action sequences (Liu et al., 2021). Devising a prompt
for task plan prediction can be broken down into a prompting
function and an answer search strategy (Liu et al., 2021).
A prompting function, fprompt(.) transforms the input state
observation s into a textual prompt. Answer search is the
generation step, in which the LLM outputs from the entire
LLM vocabulary or scores a predefined set of options.

Closest to our work, Huang et al. (2022a) generates open-
domain plans using LLMs. In that work, planning proceeds
by: 1) selecting a similar task in the prompt example ( fprompt);
2) open-ended task plan generation (answer search); and
3) 1:1 prediction to action matching. The entire plan is
generated open-loop without any environment interaction,
and later tested for executability of matched actions. How-
ever, action matching based on generated text doesn’t ensure
the action is admissible in the current situation. Inner-
Monologue (Huang et al., 2022b) introduces environment
feedback and state monitoring, but still found that LLM
planners proposed actions involving objects not present in
the scene. Our work shows that a programming language-
inspired prompt generator can inform the LLM of both
situated environment state and available robot actions, ensur-
ing output compatibility to robot actions.

The related SayCan (Ahn et al., 2022) uses natural lan-
guage prompting with LLMs to generate a set of feasible
planning steps, re-scoring matched admissible actions using
a learned value function. SayCan constructs a set of all admis-
sible actions expressed in natural language and scores them
using an LLM. This is challenging to do in environments
with combinatorial action spaces. Concurrent with our work
are Socratic models (Zeng et al., 2022), which also use code-
completion to generate robot plans. We go beyond (Zeng et
al., 2022) by leveraging additional, familiar features of pro-
gramming languages in our prompts. We define an fprompt

that includes import statements to model robot capabilities,
natural language comments to elicit common sense reason-
ing, and assertions to track execution state.Our answer search

is performed by allowing the LLM to generate an entire, exe-
cutable plan program directly.

2.3 Recent developments following PROGPROMPT

Vemprala et al. (2023) further explores API-based planning
with ChatGPT1 in domains such as aerial robotics, manipula-
tion and visual navigation. They discuss the design principles
for constructing interaction APIs, for action and perception,
and prompts that can be used to generate code for robotic
applications. Huang et al. (2023) builds on SayCan (Ahn et
al., 2022) and generates planning steps token-by-token while
scoring the tokens using both the LLM and the grounded
pretrained value function. Cao and Lee (2023) explores gen-
erating behavior trees to study hierarchical task planning
using LLMs. Skreta et al. (2023) proposes iterative error
correction via a syntax verifier that repeatedly prompts the
LLM with previous query appended with a list of errors.
Mai et al. (2023), similar in approach as Zeng et al. (2022),
Huang et al. (2022b), integrates pretrainedmodels for percep-
tion, planning, control, memory, and dialogue zero-shot, for
active exploration and embodied question answering tasks.
Gupta and Kembhavi (2022) extends the LLM code gen-
eration and API-based perceptual interaction approach for a
variety of vision-langauge tasks. Some recentworksXie et al.
(2023a), Capitanelli and Mastrogiovanni (2023) use PDDL
as the translation language instead of code, and use the LLM
to generate either a PDDL plan or the goal. A classical plan-
ner then plans for the PDDL goal or executes the generated
plan. This approach ablated the need to generate precondi-
tions using the LLM, however, needs the domain rules to be
specified for the planner.

3 Ourmethod: PROGPROMPT

We represent robot plans as pythonic programs. Following
the paradigm of LLM prompting, we create a prompt struc-
tured as pythonic code and use an LLM to complete the code
(Fig. 2). We use features available in Python to construct
prompts that elicit an LLM to generate situated robot task
plans, conditioned on a natural language instruction.

3.1 Representing robot plans as pythonic functions

Plan functions consist of API calls to action primitives,
comments to summarize actions, and assertions for tracking
execution (Fig. 3). Primitive actions use objects as arguments.
For example, the “put salmon in the microwave” task includes
API calls like find(salmon).

1 https://openai.com/blog/chatgpt/
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Fig. 2 Our ProgPrompts include import statement, object list, and
example tasks (PROMPT for Planning). The Generated Plan is for
microwave salmon. We highlight prompt comments, actions as
imported function calls with objects as arguments, and assertions with
recovery steps. PROMPT for State Feedback represents example asser-

tion checks. We further illustrate the execution of the program via a
scenario where an assertion succeeds or fails, and how the generated
plan corrects the error before executing the next step. Full Execution is
shown in bottom-right. ‘...’ used for brevity

Fig. 3 Pythonic ProgPrompt plan for “put salmon in the microwave”

We utilize comments in the code to provide natural
language summaries for subsequent sequences of actions.
Comments help break down the high-level task into logi-
cal sub-tasks. For example, in Fig. 3, the “put salmon in
microwave” task is broken down into sub-tasks using com-
ments “# grab salmon” and “# put salmon in microwave”.
This partitioning could help the LLM to express its knowl-
edge about tasks and sub-tasks in natural language and aid
planning. Comments also inform the LLM about immedi-
ate goals, reducing the possibility of incoherent, divergent,
or repetitive outputs. Prior work Wei et al. (2022) has also
shown the efficacy of similar intermediate summaries called

‘chain of thought’ for improving performance of LLMs on a
range of arithmetic, commonsense, and symbolic reasoning
tasks.We empirically verify the utility of comments (Table 1;
column Comments).

Assertions provide an environment feedback mechanism
that encourages preconditions to be met, and allow error
recovery possibility when they are not. For example, in
Fig. 3, before the grab(salmon) action, the plan asserts
the agent is close to salmon. If not, the agent first exe-
cutes find(salmon). In Table 1, we show that such assert
statements (column Feedback) benefit plan generation, and
improve success rates.

3.2 Constructing programming language prompts

We provide information about the environment and primitive
actions to the LLM through prompt construction. As done in
few-shot LLM prompting, we also provide the LLM with
examples of sample tasks and plans. Figure2 illustrates our
prompt function fprompt which takes in all the information
(observations, action primitives, examples) and produces a
Pythonic prompt for the LLM to complete. The LLM then
predicts the <next_task>(.) as an executable function
(microwave_salmon in Fig. 2).

In the task microwave_salmon, a reasonable first step
that an LLM could generate is take_out(salmon, grocery
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bag). However, the agent responsible for executing the plan
might not have a primitive action to take_out. To inform
theLLMabout the agent’s action primitives,we provide them
as Pythonic import statements. These encourage the LLM
to restrict its output to only functions that are available in the
current context. To change agents, ProgPrompt just needs a
new list of imported functions representing agent actions. A
grocery bag object might also not exist in the environment.
We provide the available objects in the environment as a list
of strings. Since our prompting scheme explicitly lists out
the set of functions and objects available to the model, the
generated plans typically contain actions an agent can take
and objects available in the environment.

ProgPrompt also includes a few example tasks—fully
executable program plans. Each example task demonstrates
how to complete a given task using available actions and
objects in the given environment. These examples demon-
strate the relationship between task name, given as the
function handle, and actions to take, aswell as the restrictions
on actions and objects to involve.

3.3 Task plan generation and execution

The given task is fully inferred by the LLM based on the
ProgPrompt prompt. Generated plans are executed on a
virtual agent or a physical robot system using an interpreter
that executes each action command against the environment.
Assertion checking is done in a closed-loop manner during
execution, providing current environment state feedback.

4 Experiments

We evaluate our method with experiments in a virtual house-
hold environment and on a physical robot manipulator.

4.1 Simulation experiments

We evaluate our method in the Virtual Home (VH) Environ-
ment (Puig et al., 2018), a deterministic simulation platform
for typical household activities.AVHstate s is a set of objects
O and properties P . P encodes information like in(salmon,
microwave) and agent_close_to(salmon). The action
space is A = {grab, putin, putback, walk, find,

open, close, switchon, switchoff, sit, standup}.
We experiment with 3 VH environments. Each environ-

ment contains 115 unique object instances (Fig. 2), including
class-level duplicates. Eachobject has properties correspond-
ing to its action affordances. Some objects also have a seman-
tic state like heated, washed, or used. For example, an
object in the Food category can become heated whenever
in(object, microwave) ∧ switched_on(microwave).

We create a dataset of 70 household tasks. Tasks are posed
with high-level instructions like “microwave salmon”. We
collect a ground-truth sequence of actions that completes the
task from an initial state, and record the final state g that
defines a set of symbolic goal conditions, g ∈ P .

When executing generated programs, we incorporate
environment state feedback in response to assertions. VH
provides observations in the form of state graph with object
properties and relations. To check assertions in this environ-
ment, we extract information about the relevant object from
the state graph and prompt the LLM to return whether the
assertion holds or not given the state graph and assertion as a
text prompt (Fig. 2 Prompt for State Feedback). We choose
this design over a rule-based checking since it’smore general.

4.2 Real-robot experiments

We use a Franka-Emika Panda robot with a parallel-jaw grip-
per. We assume access to a pick-and-place policy. The policy
takes as input two pointclouds of a target object and a tar-
get container, and performs a pick-and-place operation to
place the object on or inside the container. We use the sys-
tem of Danielczuk et al. (2021) to implement the policy, and
useMPPI formotion generation, SceneCollisionNet (Daniel-
czuk et al., 2021) to avoid collisions, and generate grasp poses
with Contact-GraspNet (Sundermeyer et al., 2021).

We specify a single import statement for the action
grab_and_putin(obj1, obj2) for ProgPrompt.We
use ViLD (Gu et al., 2022), an open-vocabulary object detec-
tion model, to identify and segment objects in the scene and
construct the available object list for the prompt.Unlike in the
virtual environment, where object list was a global variable in
common for all tasks, here the object list is a local variable for
each plan function, which allows greater flexibility to adapt
to new objects. The LLM outputs a plan containing function
calls of form grab_and_putin(obj1, obj2). Here,
objectsobj1 and obj2 are text strings that wemap to point-
clouds using ViLD segmentationmasks and the depth image.
Due to realworld uncertainty,we donot implement assertion-
based closed loop options on the tabletop plans.

4.3 Evaluationmetrics

We use three metrics to evaluate system performance: suc-
cess rate (SR), executability (Exec), and goal conditions
recall (GCR). The task-relevant goal-conditions are the set
of goal-conditions that changed between the initial and final
state in the demonstration. SR is the fraction of executions
that achieved all task-relevant goal-conditions. Exec is the
fraction of actions in the plan that are executable in the envi-
ronment, even if they are not relevant for the task. GCR is
measured using the set difference between ground truth final
state conditions g and the final state achieved g′ with the
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Table 1 Evaluation of generated programs on Virtual Home

# — Prompt Format and Parameters —
Format Comments Feedback LLM Backbone SR Exec GCR

* ProgPrompt ✓ ✓ GPT4 0.37 ± 0.06 0.87 ± 0.01 0.64 ± 0.02

* ProgPrompt ✓ ✓ Davinci- 003 0.470.470.47± 0.15 0.85 ± 0.02 0.740.740.74±0.07

1 ProgPrompt ✓ ✓ Codex 0.40 ± 0.11 0.900.900.90± 0.05 0.72 ± 0.09

2 ProgPrompt ✓ ✓ Davinci 0.22 ± 0.04 0.60 ± 0.04 0.46 ± 0.04

3 ProgPrompt ✓ ✓ GPT3 0.34 ± 0.08 0.84 ± 0.01 0.65 ± 0.05

4 ProgPrompt ✓ ✗ GPT3 0.28 ± 0.04 0.82 ± 0.01 0.56 ± 0.02

5 ProgPrompt ✗ ✓ GPT3 0.30 ± 0.00 0.65 ± 0.01 0.58 ± 0.02

6 ProgPrompt ✗ ✗ GPT3 0.18 ± 0.04 0.68 ± 0.01 0.42 ± 0.02

7 LangPrompt – – GPT3 0.00 ± 0.00 0.36 ± 0.00 0.42 ± 0.02

8 Baseline from Huang et al. GPT3 0.00 ± 0.00 0.45 ± 0.03 0.21 ± 0.03

ProgPrompt uses 3 fixed example programs, except the Davinci backbone which can fit only 2 in the available API. Huang et al. (2022a) use
1 dynamically selected example, as described in their paper. LangPrompt uses 3 natural language text examples. Best performing model with
a GPT3 backbone is shown in italic (used for our ablation studies); best performing model overall shown in bold. ProgPrompt significantly
outperforms the baseline Huang et al. (2022a) and LangPrompt. We also showcase how each ProgPrompt feature adds to the performance of
the method

Table 2 ProgPrompt

performance on the VH
test-time tasks and their ground
truth actions sequence lengths
|A|

Task desc |A| SR Exec GCR

watch tv 3 0.20 ± 0.40 0.42 ± 0.13 0.63 ± 0.28

turn off light 3 0.40 ± 0.49 1.00 ± 0.00 0.65 ± 0.30

brush teeth 8 0.80 ± 0.40 0.74 ± 0.09 0.87 ± 0.26

throw away apple 8 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00

make toast 8 0.00 ± 0.00 1.00 ± 0.00 0.54 ± 0.33

eat chips on the sofa 5 0.00 ± 0.00 0.40 ± 0.00 0.53 ± 0.09

put salmon in the fridge 8 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00

wash the plate 18 0.00 ± 0.00 0.97 ± 0.04 0.48 ± 0.11

bring coffeepot and cupcake to the coffee table 8 0.00 ± 0.00 1.00 ± 0.00 0.52 ± 0.14

microwave salmon 11 0.00 ± 0.00 0.76 ± 0.13 0.24 ± 0.09

Avg: 0 ≤ |A| ≤ 5 0.20 ± 0.40 0.61 ± 0.29 0.60 ± 0.25

Avg: 6 ≤ |A| ≤ 10 0.60 ± 0.50 0.95 ± 0.11 0.79 ± 0.29

Avg: 11 ≤ |A| ≤ 18 0.00 ± 0.00 0.87 ± 0.14 0.36 ± 0.16

generated plan, divided by the number of task-specific goal-
conditions; SR= 1 only if GCR= 1.

5 Results

We show that ProgPrompt is an effective method for
prompting LLMs to generate task plans for both virtual and
physical agents.

5.1 Virtual experiment results

Table 1 summarizes the performance of our task plan gen-
eration and execution system in the seen environment of
VirtualHome. We utilize a GPT3 as a language model back-
bone to receive ProgPrompt prompts and generate plans.

Each result is averaged over 5 runs in a single VH envi-
ronment across 10 tasks. The variability in performance
across runs arises from sampling LLM output. We include
3 Pythonic task plan examples per prompt after evaluating
performance on VH for between 1 prompt and 7 prompts
and finding that 2 or more prompts result in roughly equal
performance for GPT3. The plan examples are fixed to be:
“put the wine glass in the kitchen cabinet”, “throw away the
lime”, and “wash mug”.

We also include results on the recent GPT4 backbone.
Unlike the GPT3 language model,GPT4 is a chat-bot model
trained with reinforcement learning with human feedback
(RLHF) to act as a helpful digital assistant OpenAI (2023).
GPT4 takes as input a systemprompt followedbyoneormore
user prompts. Instead of simply auto-completing the code
in the prompt, GPT4 interprets user prompts as questions
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and generates answers as an assistant. To make GPT4 auto-
complete our prompt, we used the following system prompt:
You are a helpful assistant.. The user prompt is the same
fprompt as shown in Fig. 2.
We can draw several conclusions from Table 1. First,

ProgPrompt (rows 3–6) outperforms prior work (Huang
et al., 2022a) (row 8) by a substantial margin on all metrics
using the same large language model backbone. Second, we
observe that the Codex (Chen et al., 2021) and Davinci

models (Brown et al., 2020)—themselves GPT3 variants—
show mixed success at the task. In particular, Davinci, the
original GPT3 version, does not match base GPT3 perfor-
mance (row 2 versus row 3), possibly because its prompt
length constraints limit it to 2 task examples versus the 3
available to other rows. Additionally, Codex exceeds GPT3
performance on every metric (row 1 versus row 3), likely
because Codex is explicitly trained on programming lan-
guage data. However, Codex has limited access in terms of
number of queries per minute, so we continue to use GPT3
as our main LLM backbone in the following ablation experi-
ments. Our recommendation to the community is to utilize a
program-like prompt for LLM-based task planning and exe-
cution, for which baseGPT3works well, and we note that an
LLMfine-tuned further on programming language data, such
as Codex, can do even better. We additionally report results
onDavinci- 003 andGPT4 (row *), which is the latest GPT3
variant and the latest GPT variant in the series respectively
at the time of this submission. Davinci- 003 has a better SR
and GCR, indicating it might have an improved common-
sense understanding, but lower Exec compared to Codex.
The newest model, GPT- 4 does not seem to be better than
latest GPT3 variant, on our tasks. Most of our results use
the Davinci- 002 variant (that we refer to as GPT3 in this
paper), which was the latest model available when this study
was conducted.

We explore several ablations of ProgPrompt. First, we
find that Feedback mechanisms in the example programs,
namely the assertions and recovery actions, improve perfor-
mance (rows 3 versus 4 and 5 versus 6) across metrics, the
sole exception being that Exec improves a bit without Feed-
back when there are no Comments in the prompt example
code. Second, we observe that removing Comments from
the prompt code substantially reduces performance on all
metrics (rows 3 versus 5 and 4 versus 6), highlighting the
usefulness of the natural language guidance within the pro-
gramming language structure.

We also evaluate LangPrompt, an alternative to Prog-

Prompt that builds prompts from natural language text
description of objects available and example task plans
(row 7). LangPrompt is similar to the prompts built
by Huang et al. (2022a). The outputs of LangPrompt

are generated action sequences, rather than our proposed,
program-like structures. Thus, we finetune GPT2 to learn a

Table 3 ProgPrompt results onVirtualHome in additional scenes.We
evaluate on 10 tasks each in two additional VH scenes beyond scene
Env- 0 where other reported results take place

VH scene SR Exec GCR

Env- 0 0.34 ± 0.08 0.84 ± 0.01 0.65 ± 0.05

Env- 1 0.56 ± 0.08 0.85 ± 0.02 0.81 ± 0.07

Env- 2 0.56 ± 0.05 0.85 ± 0.03 0.72 ± 0.09

Average 0.48 ± 0.13 0.85 ± 0.02 0.73 ± 0.10

policy P(at |st ,GPT3 step, a1:t−1) to map those generated
sequences to executable actions in the simulation environ-
ment. We use the 35 tasks in the training set, and annotate
the text steps and the corresponding action sequence to get
400 data points for training and validation of this policy. We
find that while this method achieves reasonable partial suc-
cess through GCR, it does not match (Huang et al., 2022a)
for program executability Exec and does not generate any
fully successful task executions.
Task-by-Task Performance ProgPrompt performance for
each task in the test set is shown in Table 2. We observe
that tasks that are similar to prompt examples, such as throw
away apple versus wash the plate have higher GCR since
the ground truth prompt examples hint about good stop-
ping points. Even with high Exec, some task GCR are low,
because some tasks havemultiple appropriate goal states, but
we only evaluate against a single “true” goal. For example,
after microwaving and plating salmon, the agent may put the
salmon on a table or a countertop.
Other Environments We evaluate ProgPrompt in two
additional VH environments (Table 3). For each, we append
a new object list representing the new environment after the
example tasks in the prompt, followed by the task to be com-
pleted in the new scene. The action primitives and other
ProgPrompt settings remain unchanged.We evaluate on 10
tasks with 5 runs each. For new tasks like wash the cutlery in
dishwasher, ProgPrompt is able to infer that cutlery refers
to spoons and forks in the new scenes, despite that cutlery
always refers to knives in example prompts.

5.2 Qualitative analysis and limitations

Wemanually inspect generated programs and their execution
traces from ProgPrompt and characterize common fail-
ure modes. Many failures stem from the decision to make
ProgPrompt agnostic to the deployed environment and its
peculiarities, which may be resolved through explicitly com-
municating, for example, object affordances of the target
environment as part of the ProgPrompt prompt.

• Environment artifacts: the VH agent cannot find or inter-
act with objects nearby when sitting, and some
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Fig. 4 Robot plan execution rollout example on the sorting task show-
ing relevant objects banana, strawberry, bottle, plate and box, and a
distractor object drill. The LLM recognizes that banana and straw-

berry are fruits, and generates plan steps to place them on the plate,
while placing the bottle in the box. The LLM ignores the distractor
object drill. See Fig. 1 for the prompt structure used

common sense actions for objects, such as open tvs-
tand’s cabinets, are not available in VH.

• Environment complexities: when an object is not acces-
sible, the generated assertions might not be enough. For
example, if the agent finds an object in a cabinet, it may
not plan to open the cabinet to grab the object.

• Action success feedback is not provided to the agent,
which may lead to failure of the subsequent actions.
Assertion recovery modules in the plan can help, but
aren’t generated to cover all possibilities.

• Incomplete generation: Some plans are cut short by LLM
API caps. One possibility is to query the LLM again with
the prompt and partially generated plan.

In addition to these failure modes, our strict final state
checking means if the agent completes the task and some,
we may infer failure, because the environment goal state will
not match our precomputed ground truth final goal state. For
example, after making coffee, the agent may take the cof-
feepot to another table. Similarly, some task descriptions are
ambiguous and have multiple plausible correct programs.
For example, “make dinner” can have multiple possible
solutions. ProgPrompt generates plans that cooks salmon
using the fryingpan and stove, and sometimes the agent adds
bellpepper or lime, or sometimeswith a side of fruit, or served
in a plate with cutlery. When run in a different VH environ-
ment, the agent cooks chicken instead. ProgPrompt is able
to generate plans for such complex tasks as well while using
the objects available in the scene and not explicitly men-
tioned in the task. However, automated evaluation of such
tasks requires enumerating all valid and invalid possibilities
or introducing human verification.

Furthermore, we note that while the reasoning capabilities
of current state LLMs are impressive, our proposed method
does not make any claims of providing guarantees. However,
the evaluations reported in Table 1 offer insights into the
capabilities of different LLMswithin our task settings.While
our method effectively prevents the LLM from generating
unavailable actions or objects, it is worth acknowledging that
depending on the LLM’s generation quality and reasoning
capabilities, there is still a possibility of hallucination.

Table 4 Results on the physical robot by task type

Task description Distractors SR Plan SR GCR

put the banana in the bowl 0 1 1 1/1

4 1 1 1/1

put the pear on the plate 0 1 1 1/1

4 1 1 1/1

put the banana on the plate 0 1 1 2/2

and the pear in the bowl 3 1 1 2/2

sort the fruits on the plate 0 0 1 2/3

and the bottles in the box 1 1 1 3/3

2 0 0 2/3

5.3 Physical robot results

The physical robot results are shown in Table 4. We evaluate
on 4 tasks of increasing difficulty listed in Table 4. For each
task we perform two experiments: one in a scene that only
contains the necessary objects, andwith one to four distractor
objects added.

All results shown use ProgPrompt with comments, but
not feedback. Our physical robot setup did not allow reliably
tracking system state and checking assertions, and is prone
to random failures due to things like grasps slipping. The
real world introduces randomness that complicates a quan-
titative comparison between systems. Therefore, we intend
the physical results to serve as a qualitative demonstration
of the ease with which our prompting approach allows con-
straining and grounding LLM-generated plans to a physical
robot system. We report an additional metric Plan SR, which
refers to whether the plan would have likely succeeded, pro-
vided successful pick-and-place execution without gripper
failures.

Across tasks, with and without distractor objects, the sys-
tem almost always succeeds, failing only on the sort task.
The run without distractors failed due to a random gripper
failure. The run with 2 distractors failed because the model
mistakenly considered a soup can to be a bottle. The exe-
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cutability for the generated plans was always Exec=1. An
execution rollout example is illustrated in Fig. 4.

After this studywas conducted, we re-attempted plan gen-
eration of the failed plan withGPT- 4, using the same system
prompt as in Sect. 5.1. GPT- 4 was able to successfully pre-
dict the correct plan and not confuse the soup can for a bottle.

6 Conclusions and future work

We present an LLM prompting scheme for robot task
planning that brings together the two strengths of LLMs:
commonsense reasoning and code understanding. We con-
struct prompts that include situated understanding of the
world and robot capabilities, enabling LLMs to directly gen-
erate executable plans as programs. Our experiments show
that ProgPrompt programming language features improve
task performance across a range of metrics. Our method is
intuitive and flexible, and generalizes widely to new scenes,
agents and tasks, including a real-robot deployment.

As a community, we are only scratching the surface of task
planning as robot plan generation and completion.Wehope to
study broader use of programming language features, includ-
ing real-valued numbers to represent measurements, nested
dictionaries to represent scene graphs, and more complex
control flow. Several works from the NLP community show
that LLMs can do arithmetic and understand numbers, yet
their capabilities for complex robot behavior generation are
still relatively under-explored.

7 FAQs and discussion

Question 1 How does this approach compare with end-
to-end robot learning models, and what are the current
limitations?

ProgPrompt is a hierarchical solution to task planning
where the abstract task descriptions leverage LLM’s reason-
ing and maps the task plan to the grounded environment
labels. On the other hand, in end-to-end approaches, gen-
erally the model implicitly learns reasoning, planning, and
grounding, while mapping the abstract task description to the
action space directly.

Pros:

• LLMs can do long-horizon planning froman abstract task
description.

• Decoupling the LLM planner from the environment
makes generalization to new tasks and environments fea-
sible.

• ProgPrompt enables LLMs to intelligently combine the
robot capabilities with the environment and their own

reasoning ability to generate an executable and valid task
plan.

• The precondition checking helps recover from some fail-
ure modes that can happen if actions are generated in the
wrong order or are missed by the base plan.

Cons:

• Requires action space discretization, formalization of
environments and objects.

• Plan generation is open-loop,with commonsense precon-
dition checking-based environment interaction.

• Plan generation doesn’t consider low-level continuous
aspects of the environment state, and only reasons with
the semantic state for planning as well as precondition
checking.

• The amount of information exchange between language
models and other modules such as the robot’s perceptual
or proprioceptive state encoders is limited, since API-
based access to these recent LLMs only allows textual
queries. However, this is still promising as it indicates
the need for a multimodal encoder that can work with
input such as vision, touch, force, temperature, etc.

Question 2 How does it compare with the concurrent work:
Code-as-Policies (CaP) (Liang et al., 2023)?

• We believe that the general approach is quite similar to
ours. CaP defines Hints and Examples which may corre-
spond to Imports/Object lists and Task Plan examples in
ProgPrompt .

• CaP uses actions as API calls with certain parameters for
the calls such as robot arm pose, velocity, etc. We use
actions as API calls with objects as parameters.

• CaP uses APIs to obtain environment information as
well, like object pose or segmentation, for the pur-
pose of plan generation. However, ProgPrompt extracts
environment information via precondition checking on
current environment state, to ensure plan executability.
ProgPrompt also generates the prompt conditioned on
information from perception models.

Question 3 During “PROMPT for State Feedback”, it seems
that the prompt already includes all information about the
environment state. Is it necessary to prompt the LLM again for
the assertion (compared to a simple rule-based algorithm)?

• The environment state input to the model is not the full
state for brevity. Thus, checking pre-conditions with the
full state separately helps, as shown in Table 1.

• The environment state could change during execution.
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• Using LLM as opposed to a rule-based algorithm is a
design choice made to keep the approach more general,
instead of using a hand-coded rule-based algorithm. The
assertion checking may also be replaced with a visual
state conditioned module, when a semantic state is not
available, such as in the real-world scenario. However,
we leave these aspects to be addressed in future research.

Question 4 Is it possible that the generated code might lead
the robot to be stuck in an infinite loop?

LLM code generation could lead to loops by predicting
the same actions repeatedly as a generation artifact. LLMs
used to suffer from such degeneration, but with latest LLMs
(i.e. GPT-3) we have not encountered it at all.

Question 5 Why are real-robot experiments simpler than vir-
tual experiments?

The real-robot experiments were done as a demonstration
of the approach on a real-robot, while studying the method
in depth in a virtual simulator, for the sake of simplicity and
efficiency.

Question 6 What’s the difference between various GPT3
model versions used in this project?

We name GPT3, which is the latest available version of
GPT3 model on OpenAI at the time the paper was written:
text- davinci- 002. We name davinci as the original ver-
sion of GPT3 released: text- davinci.2

Question 7 Why not a planning language like PDDL (or
other planning languages) be used to construct Prog-

Prompt? Any advantages of using a pythonic structure?

• GPT-3 has been trained on data from the internet. There
is a lot of python code on the internet, while PDDL is a
language of much more narrow interest. Thus, we expect
the LLM to better understand python syntax.

• Python is a general purpose language, so it has more
features than PDDL. Furthermore,wewant to avoid spec-
ifying the full planning domain, instead relying on the
knowledge learned by the LLM to make common-sense
inferences. A recent work Xie et al. (2023b) uses LLMs
to generate PDDL goals, however, it requires full domain
specification for a given environment.

• Python is an accessible language that a larger community
is familiar with.

Question 8 How to handle multiple instances of the same
object type in the scene?

2 More info on GPT3 models variations and naming can be found here:
https://platform.openai.com/docs/models/overview

ProgPrompt doesn’t tackle the issue, however, Xie et al.
(2023b) shows thatmultiple instances of the same objects can
be handled by using labels with object IDs such as “book_1,
book_2”.

Question 9 Why doesn’t the paper compare the performance
of the proposed method to InnerMonologue, SAYCAN, or
Socratic models?

At the time of writing, the dataset or model from the
above papers were not public. However, we do compare with
a proxy approach, similar in underlying idea to the above
approaches, in the VirtualHome environment. LangPlan in
our baselines, uses GPT3 to get textual plan steps, which are
then executed using a GPT-2 based trained policy.

Question 10 So the next step in this direction of research is
to create highly structured inputs and outputs that could be
compiled, since eventually we want something that compiles
on robotic machines?

The disconnect and information bottleneck between LLM
planning module and skill execution module might make it
less concrete on “howmuch” and “what” information should
be passed through the LLM during planning. That said, we
think that this would be an interesting direction to pursue and
test the limits ofLLM’shighly structured input understanding
and generation.

Question 11 How does it compare to a classical planner?

• Classical planners require concrete goal condition speci-
fication.AnLLMplanner reasons out a feasible goal state
from a high level task description, such as “microwave
salmon”. From a user’s perspective, it is desirable to not
have to specify a concrete semantic goal state of the envi-
ronment and just be able to give an instruction to act on.

• The search space would also be huge without common
sense priors that an LLM planner leverages as opposed
to a classical planner. Moreover, we also bypass the need
to specify the domain knowledge needed for the search
to roll out.

• Moreover, the domain specification and search space will
grow non-linearly with the complexity of the environ-
ment.

Question 12 Is it possible to decouple high-level language
planning from low-level perceptual planning?

It may be feasible to an extent, however we believe that a
clean decoupling might not be “all we need”. For instance,
imagine an agent being stuck at an action that needs to be
resolved at semantic level of reasoning, and probably very
hard for the visual module to figure out. For instance, while
placing a dish on an oven tray, the robot may need to pull the
dish rack out of the oven to be successful in the task.
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Question 13 What are the kinds of failures that can happen
with ProgPrompt-like 2 stage decoupled pipeline?

A few broad failure categories could be:

• Generation of a semantically wrong action.
• Robotmight fail to execute the action at perception/action
/skill level.

• Robot needs to recover from a failure by taking a different
high-level action, i.e., a precondition needs to be satisfied.
The challenge is to identify that precondition from the
current state of the environment and the agent.

Question 14 What are the assumptions made about the
actions used for ProgPrompt?

We assume a set of available action APIs that are imple-
mented on the robot, without assuming the implementation
method (e.g. motion planning or reinforcement learning).
ProgPrompt abstracts over and complements other research
on developing flexible robot skills. This assumption is sim-
ilar to those made in classical TAMP planners, where the
planning space is restricted by the available robot skills.

Question 15 Can the ProgPrompt planner handle more
expressive situations when “the embodied agent has to grasp
an object in a specific way in order to complete an aspect of
the task”?

This is possible, provided the deployed robot is capable of
handling the requested action. For example, one can specify
‘how’ along with ‘what’ parameters for an action as function
arguments, which may be discrete semantic grounded labels
affecting the low-level skill execution, e.g. to select between
different modes of grasping intended for different task pur-
poses. However, it is an open question as to what the right
level of abstraction is between high-level task specification
and continuous control space actions, and the answer might
depend on the application domain.
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