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Abstract Biodiversity information is contained in countless digitized and unpro-

cessed scholarly texts. Although automated extraction of these data has been

gaining momentum for years, there are still innumerable text sources that are poorly

accessible and require a more advanced range of methods to extract relevant

information. To improve the access to semantic biodiversity information, we have

launched the BIOfid project (www.biofid.de) and have developed a portal to access

the semantics of German language biodiversity texts, mainly from the 19th and 20th

century. However, to make such a portal work, a couple of methods had to be

developed or adapted first. In particular, text-technological information extraction

methods were needed, which extract the required information from the texts. Such
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methods draw on machine learning techniques, which in turn are trained by learning

data. To this end, among others, we gathered the BIOfid text corpus, which is a

cooperatively built resource, developed by biologists, text technologists, and lin-

guists. A special feature of BIOfid is its multiple annotation approach, which takes

into account both general and biology-specific classifications, and by this means

goes beyond previous, typically taxon- or ontology-driven proper name detection.

We describe the design decisions and the genuine Annotation Hub Framework
underlying the BIOfid annotations and present agreement results. The tools used to

create the annotations are introduced, and the use of the data in the semantic portal

is described. Finally, some general lessons, in particular with multiple annotation

projects, are drawn.

Keywords BIOfid � Biodiversity � Annotation � Semantic portal �
Specialized information service � Inter-annotator agreement � Taxon �
Named entity recognition

1 Introduction

Anthropocene biodiversity loss has been one of the core issues in earth and life

sciences for years (Cardoso et al., 2020; Hallmann et al., 2017; Johnson et al., 2017;

Seddon et al., 2016). Data on species occurrences and their adaptations to changing

environmental conditions serve as an important basis for studying their distribution

patterns and potential threats. FAIR data principles (Wilkinson et al., 2016) should

therefore ensure a sustainable research data management to make data findable,
accessible, interoperable and reusable. Even though scientists adopt these

principles gradually as best practices, many studies will remain ‘‘below radar

level’’ for various reasons. Legacy scientific literature, for example, usually falls

into the latter category, because historical writings are often only available in

printed form. But even if natural language texts are digitized, efficient information

extraction (extracting mentions of entities and the relations between them) may not

be available, since current natural language processing tools in biodiversity science

have limited application range and still require testing (Thessen et al., 2012).

With regard to life sciences articles, there are also some special features that

should be taken into account in semantic text analysis. A central problem is the

naming of biological organisms (Akella et al., 2012; Koning et al., 2005). That

naming follows an internationally accepted taxonomic nomenclature but names can

also be given in vernacular forms, which often varies both regionally and

temporally. There is also the practice of abbreviating scientific names (e.g., ‘‘F.
sylvatica’’ instead of ‘‘Fagus sylvatica’’) or even using their full length version

including the authority and the year of publication (‘‘Fagus sylvatica L., 1753’’).

Additionally, due to numerous taxonomic revisions, a large number of synonyms

and homonyms have emerged in the course of history, further affecting the

(automatic) assignment of taxonomic names from texts to biological taxa.

Which species occurred when and where? This is a basic question to understand

the biogeography of a species, to define its ecological preferences, and to estimate
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its adaptability and abundance in certain habitats.1 However, information on species

characteristics and occurrences does not necessarily follow a standard vocabulary,

nor can it usually be found coherently in narrative texts. Since existing biodiversity

literature, both historical and modern, incorporates a considerable amount of

unstructured data with research-relevant content, there is a high demand to make

these data retrospectively more FAIR (Thessen et al., 2012).

So far, bioannotation schemes and data mining tools have been prevalently

developed for and applied to information extraction in biomedicine and molecular

biology (e.g., Corney et al., 2004; Miyao et al., 2008). Meanwhile, data aggregators

like the Biodiversity Heritage Library,2 Encyclopedia of Life,3 Pangaea,4 or Plazi5

provide various options for making biodiversity resources freely available. Methods

range from digitization and encoding of taxonomic literature over data enrichment

and compilation to machine readable data archiving. However, practical guidance

on semantic annotation of biodiversity literature are few and far between and

usually refer to English-language text corpora with a focus on taxonomy (see, e.g.,

Sautter et al., 2007). Beyond mere taxonomic tagging, more recent workflows also

cover a much broader thematic range of biodiversity entities, but do not allow multi-

label annotation, that is, (possibly) assigning more than one annotation tag to an

annotation unit (Löffler et al., 2020; Nguyen et al., 2019; Thessen et al., 2018).

Enhancing content retrieval and information fusion by multi-label annotation has

since found its way into the biomedical domain, e.g. to detect multiple core

scientific concepts at the sentence level or multi-functional genes in cancer

pathways (Guan et al., 2018; Ravenscroft et al., 2016). In the first example, it was

simply taken into account that a single sentence can cover different aspects of a

scientific discourse, as for example the goal, the method and the result of a study.

Consequently, if this sentence is only assigned to the core scientific concept ‘‘goal’’,

the presence of other concepts would remain unconsidered despite their relevance to

the content. With regard to the word-level, mapping a single term to more than one

annotation category could prove helpful to specify its meaning (pollination as

reproductive process of a plant) or to resolve ambiguities (trunk as an anatomical

feature of an animal or a plant). Thus, by assigning both annotation categories

MORPHOLOGY and PLANT, the term trunk can be clearly identified as a plant

characteristic. Multi-label annotations are also useful in the field of biological

nomenclature for classifying homonyms. The genus name Agathis is found among

insects and conifers. Adding the appropriate kingdom (PLANT respectively ANIMAL) to

TAXON can resolve this ambiguity. However, biodiversity literature does not only

deal with the taxonomy and morphology of plants and animals, but also those of

other kingdoms (fungi, bacteria, etc.). Furthermore, biological texts can address

behavioral patterns, biological processes and stages of development, which in turn

also require a more distinct resolution. Instead of providing a single annotation

1 See also the mission of the Global Biodiversity Information Facility, http://www.gbif.de.
2 https://www.biodiversitylibrary.org.
3 https://eol.org.
4 https://www.pangaea.de.
5 http://plazi.org
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category for each specific term, (see Sect. 2.2) a higher specificity of the annotation

can also be achieved by multi-labeling, while the total number of annotation

categories remains limited and manageable. However, the suitability for machine

learning-based classification using multi-labeling on biodiversity-related content

has yet to be verified. In this article, we describe a framework in which a multi-label

annotation scheme has been developed and coupled to ML fine-tuning, and finally

applied to biodiversity texts within a semantic search portal.

Combining natural language processing (NLP) and machine learning (ML)

techniques is the method of choice to improve automatic findability and

accessibility of mentions of entities within content-rich legacy biodiversity

literature. The multitude of existing methodological approaches and tools demon-

strates how the underlying data and text resources influence the applied annotation

schemes and information retrieval process and outcomes (cf. the different

approaches to parsing of biological texts of, e.g., Krauthammer et al., 2000; Lenzi

et al., 2006; Nasr & Rambow, 2004). Since the English-language literature clearly

predominates in the natural sciences, there are currently no applications aiming

specifically at the data mobilization of German-language full-text articles. In view

of the foregoing, the German Specialized Information Service Biodiversity Research
BIOfid (Koch et al., 2017) develops new, and (mostly) freely available,6 routines and

tools for text tagging and semantic annotation to meet the scientific community

needs as well as the specifications required for biodiversity-related data with special

emphasis on German-language, Central European literature of the 19th and 20th

century (see www.biofid.de). This includes, in particular, a combination of named

entity recognition and general ontological classification—a multiple label annota-

tion approach which is couched in a genuine annotation framework and models texts

in both a technical and a vernacular perspective.

The structure of this article is as follows: In Sect. 2, the BIOfid annotation

scheme is introduced. BIOfid ’s central textual challenges in regard to the focal

annotation categories TAXON, TIME, and SPACE are described. Since we are dealing

with texts, we discuss some advanced linguistic distinctions and follow-up issues

which have to be considered. The overall structure of the annotation process and the

interaction of automatic and manual annotation—the Annotation Hub Framework—
is summarized in Sect. 3. Section 4 introduces the annotation tools which we use to

carry out the annotation work. While the tools are generic in their nature, we

examine some BIOfid specific adjustments and innovations as well as the built-in

agreement calculation. The section concludes with the discussion of the results of

the BIOfid annotation scheme, which are fed into the semantic search web portal of

BIOfid. The web portal is designed for bio-scientist users to easily access the

annotated texts and extracted data and is introduced in Sect. 5. We conclude in

Sect. 6.

6 https://github.com/texttechnologylab.
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2 Developing the BIOfid annotation scheme

As pointed out in Sect. 1, for the purposes of BIOfid, a general annotation scheme is

required that covers taxonomic names as well as ‘‘mundane’’ description of (at least)

organisms and their temporal and spatial relationships, and that for German-

language texts. This section describes the design of an annotation scheme that aims

to fulfill this purpose. The annotated data gained in this way can be used as (a part

of) a training corpus for large-scale ML methods for automatic text processing

(Ahmed et al., 2019), methods which can be regarded a standard in bioinformatic

contexts by now (Blaschke et al., 2002). The development of an annotation

scheme has to be put to test and should be regimented by annotation guidelines,

since annotation is a data generating rather than a data documenting process

(Consten & Loll, 2012). Accordingly, in BIOfid, annotation guidelines are collected

as part of an annotation manual (Lücking et al., 2020). The main annotation classes

and the rationale of their application are covered in the following subsections.

2.1 Ontological classification

2.1.1 Taxon names

One of the most conspicuous features of biological texts is the use of a certain class

of proper names, namely taxonomic names. These are names that refer to kinds.7

Accordingly, the first task for automatic processing of biological texts is to identify

such kind-denoting proper names. Thus, there is a straightforward starting point of

biological and text-technological collaboration within BIOfid, namely Named Entity
Recognition (NER), a sub-task of information extraction (for a survey see, e.g.,

Nadeau & Sekine, 2007).

With regard to the term ‘‘entity’’, we have to distinguish two usage traditions

(Prechtl & Burkard, 2008, p. 138), a ‘‘classical’’ and a ‘‘logical’’ one. Classically,

‘‘entity’’ is a basic ontological notion, referring to something of independent

existence—an individual. In logical semantics, however, an entity is ontologically

unspecific and refers to any kind of extralinguistic object (things, concepts,

propositions, events, sets, etc.). This is also the view of semantic data models (e.g.

UML, ER model etc.) in computer science, where an entity is an instance of a

concept. Despite that, in our annotation framework, entity and concept are two

disjoint ranks; each annotation unit (that is, words) has to be specified whether it

refers to something of the rank entity or concept.

Why are these digressions relevant to BIOfid and the annotation scheme developed

therein? The reason is that taxonomical names are proper names, but they do not

refer to an entity in the sense of an individual; rather, they can be conceived as

referring to collections of individuals. Thus, from the classical perspective, taxa

cannot be the referents of names, because they simply are no individuals, while

7 To be more precise, those biological names refer to any level of the actual biological taxonomy, that is,

for instance, to species, genus, family, order, class, phylum, or kingdom. Unless we want to address a

certain level on this hierarchy, we simply speak of kinds in the following.
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logical semantics is much more permissive in this respect. Of course, this has not

gone unnoticed and the semantics of kind reference is a well-known fact about

languages (see, e.g., Chierchia, 1998). Taxon names are therefore annotated to be of

rank concept.

2.1.2 Common nouns and WordNet categories

As aforementioned, taxonomic names are not the only part of speech that is central

to the questions addressed by BIOfid (cf. Sect. 1). Additionally we focus on common

nouns. Let us make things more concrete with an example from the BIOfid corpus8:

There has been a sleeping place of Corvidae in the outskirts of Bad Salzungen

for more than two decades. The birds use a small forest with old deciduous

trees near the city park for their night roost. From 1985 to 1988, once a week,

the author had checked the sleeping place and noted the quantity of birds. The

sleeping place is used the whole year, in summer by Jackdaws (Corvus
monedula) and Carrion Crows (Corvus c. corone), in winter by Rooks (Corvus
frugilegus), too. The maximum crowds of sleeping birds varied from 2500 to

9000 individuals. Circadium rhythm of approaching is nearly the same in

every winter evening. Arrival and departure are determined by light intensity

and weather. The Corvidae are very sensitive regarding disturbance at their

sleeping place, but in spite of many injuries they don’t change their sleeping

trees.

This example highlights that biological texts do not content themselves with

appellatives (e.g., birds) and taxonomic kind reference (e.g., Corvus monedula), but
also contain mundane common nouns of biological impact (e.g., outskirts). In order

to account likewise for genre-specific, scientific or vernacular names as well as for

everyday descriptions, we employ a mixed classification system. ‘‘All-purpose

categories’’ are derived from the lexical database WordNet (Fellbaum, 1998; Miller,

1995) and are used for a general ontological annotation. However, some caution is

appropriate in this respect (cf. Sanfilippo et al., 2006), since WordNet includes

proper name entries (e.g., ‘‘Ludwig van Beethoven’’) but has no instance_of
relation at its disposal. Instead, WordNet uses lexical or sense relations throughout.

This leads to a confusion between common nouns and proper names (what

Oltramari et al., 2002, p. 18 call a ‘‘[c]onfusion between concepts and individu-

als’’). In other words: WordNet is rather a lexical database or ‘‘terminological

ontology’’ (Sowa, 2000) than an ontology simpliciter. However, since we

distinguish ‘‘entities’’ from ‘‘concepts’’, we meet the pre-requirement for using

WordNet’s 26 top-level entity categories (i.e., the unique beginner synset for nouns)

for ontological classification. WordNet distinguishes the following top-level

categories:

8 English summary of Klaus Schmidt (1999), ‘‘Mehrjährige Beobachtungen an einem Krähen-Dohlen-

Schlafplatz in Bad Salzungen, Südwest-Thüringen’’. In: Mitteilungen des Vereins Sächsischer
Ornithologen 8, Sonderheft 2, pp. 77–93.
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WordNet

Categories:

{PERSON, HUMAN BEING}, {ANIMAL, FAUNA}, {PLANT, FLORA}, {GROUP,

COLLECTION}, {SOCIETY}, {LOCATION, PLACE}, {TIME}, {COMMUNICATION},

{QUANTITY, AMOUNTS}, {EVENT, HAPPENING}, {NATURAL OBJECT},

{POSSESSION, PROPERTY}, {ATTRIBUTE, PROPERTY}, {BODY, CORPUS},

{FOOD}, {ARTIFACT}, {ACT, ACTION, ACTIVITY}, {PROCESS}, {NATURAL

PHENOMENON}, {COGNITION, IDEATION}, {FEELING, EMOTION}, {MOTIVE},

{RELATION}, {SHAPE}, {STATE, CONDITION}, {SUBSTANCE}

2.1.3 Biology-specific categories

The WordNet categories are complemented by additional biology-specific cate-

gories, though. Since WordNet distinguishes only two realms of living beings:

plants and animals, we have to extend its categories to include the whole variety of

biological taxonomic entities. Specifically, we added the composite organism group

of lichens as well as all missing taxonomic kingdoms, including Archaea, Bacteria,
Chromista, Fungi, Protozoa, and Viruses. These are the accepted kingdoms

according to one of the leading repositories on biodiversity data, the Global
Biodiversity Information Facility (GBIF).9 To distinguish between organism names

that correspond to a taxonomic entity from those used in a more general sense, we

introduced the annotation category TAXON. Based on our initial explorations of the

BIOfid text corpus, we also considered it necessary to implement biology-specific

annotation categories that exhibit a more refined meaning than those of related

WordNet categories. In particular, for the WordNet categories to the left of the

arrows, we introduced the biological category on the right of the arrow: ATTRIBUTE

? MORPHOLOGY, BODY ? MORPHOLOGY, LOCATION ? HABITAT, PROCESS ? REPRODUC-

TION. This enables the differentiation of more general annotations from biology-

specific terms and is intended to promote the adaptation and enrichment of the

ontologies underlying the semantic search in the BIOfid portal. For instance, while

every habitat is a location, not every location needs to be a habitat. All categories

are considered first-class citizens of the ontology, however.

Biology-specific

Categories:

{TAXON}, {ARCHAEA}, {BACTERIA}, {CHROMISTA}, {FUNGI},

{PROTOZOA}, {VIRUSES}, {LICHENS}, {HABITAT}, {MORPHOLOGY},

{REPRODUCTION}

These 37 annotation categories are all on the same level and constitute the basic

ontological annotation grid of BIOfid. Each category comes with a description which

guides its application—in case of the WordNet categories, the description is

obtained from the entries in the WordNet database; descriptions of biology-specific

categories are given in Appendix. However, it turned out that WordNet’s beginner

synset for nouns (i.e., the above-given 26 top-level categories for entities) is highly

anthropocentric. For instance, artifact is described as ‘‘a man-made object taken as a

whole’’.10 This definition leaves open of how to deal with objects like a bird’s nest,

9 https://www.gbif.org/.
10 http://wordnetweb.princeton.edu/perl/webwn?s=artifact, accessed August 31, 2020.
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which seem to be an animal artifact. Following philosophical theories of action

(Gould, 2007; Steward, 2009), we also conceive animals as agents. Thus, contrary to

(or relaxing) the WordNet descriptions, we assume that any category that involves

an agent applies to non-human agents as well.

Now, basically, any instance of any of the above-listed categories can be either

referred to by means of a proper name, or described by means of predication. In the

sentence Lassie is a dog, for example, Lassie is a proper name according to the

classical notion: it picks out a specific individual (a dog, in this case). The common

noun dog, as well as the corresponding technical taxon term Canis lupus familiaris,
lacks such a discerning power. Hence, we distinguish between proper names

referring to single individuals (‘‘Lassie’’) from proper names and common nouns

referring to other ontological classes such as sets (‘‘dog’’). For this purpose, we

assign any application of an annotation label to either ENTITY (an individual referred

to by a proper name) or concept (a class, or set of entities). Typographically,

annotation categories that refer to a classical entity are typeset in small caps while

concepts are additionally indicated by an overbar—for instance, PERS is the label for

a proper name whose bearer is a human being (Alfred Russel Wallace), animal
labels a noun that denotes a set of entities of the kingdom of animals such as dogs.
We employ this typographic convention in the examples given throughout the

paper.

2.2 Multiple classification

The ontological annotation categories outlined in the preceding section comprise

both very general and more specific labels. For instance, presumably any object

from the physical world can be said to be a naturalobject, including animals and

plants. So, for a given animal, what is the correct annotation label: naturalobject or

animal? Since this does not seem to be an either-or question, we decided to employ

a multi-label annotation.11 In fact, annotation units receive multiple annotation

labels as a rule, not as an exception.

The following examples illustrates the multiple annotation approach of BIOfid by

means of a couple of ‘‘real world’’ data:

• The most common multiple annotation within BIOfid probably is the annotation

of taxonomic names. Each taxonomic name is marked as such (i.e., taxon) and

coupled with a label indicating the biological kingdom of the taxon, such as

plant, animal, or fungi.

• The category MORPH(ology) explicitly mentions parthood.12 Accordingly, when

morph is used in addition to some other label, it is interpreted as ‘‘morphological

part of [that other label]’’. For instance, a combination of morph and plant

11 In fact, such general inclusion relations as that between naturalobject and animal are ‘‘outsourced’’ to

specific conventions, saving annotation time.
12 ‘‘The annotation unit is about the outward appearance or inwards structure of an organism’’ (Lücking

et al., 2020).
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characterizes a part of a plant (say, its stem). That is, MORPH implements a

minimal mereology.

• A garden is an artificially created location that also provides a living

environment for plants and animals. Its heterogeneity is captured by the

following multiple categorization: location, habitat, artifact. However, since

‘‘*’’garden is also a GeoNames entity (see Sect. 2.3), namely S/GDN (read: sub-

category GDN in main category S), it is sufficient to use the GeoNames

classification, which can be mapped onto the more elaborate multiple

annotation.

• A report can be categorized as ARTIFACT, COMMUNICATION, and COGNITION, since it

is man-made (ARTIFACT), conveys information (COMMUNICATION), and is the result

and possibly the trigger of mental processes (COGNITION).13

A multiple annotation approach avoids the decision problem of choosing just one

ontological label. However, it poses problems on its own, most notably, the

difficulty of keeping annotations consistent. On the one hand, too permissive

annotations have to be avoided. Although there is not just one ‘‘correct’’ ontological

label in most of the cases (what is the true, single category of, say, peduncle or

inquiry?), classification is by no means arbitrary. Re-using a previous example: a

garden involves plants,14 but is not a plant itself. Hence, it would go too far to label

garden with the category plant.

On the other hand, annotation should be as informative as possible. For instance,

classifying a report merely as artifact would be correct, but not very informative.

This approach would simply group together reports with other kinds of artifacts

(that is, man-made objects), such as shoes, cooking spoons, or space ships. Rather, a

report is also an instance of communication, and multiple annotation should reflect

this. One challenge for multiple annotation projects therefore is to find the right

level of granularity. Within BIOfid, this challenge is met by means of three

measures:

1. Annotators discuss extracts of their annotations and highlight difficult examples

at regular annotation meetings.

2. Such a meeting can result in finding annotation conventions (like the previous

examples), which are compiled in the annotation manual.

3. Tool-wise, a consistent annotation is supported by a recommendation function,
which is described in Sect. 4.1 (roughly speaking, a recommendation assigns

the annotation categories chosen by the annotator for a given token to all tokens

of the same lemma within a certain text span).

13 This multilayered sortal structure of text objects is well known in lexical semantics (Pustejovsky,

1991).
14 As mostly, if not always, one can find exceptions: a rock garden is a garden that goes without plants.
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2.3 Time and space

Following the basic question posed in Sect. 1—Which species occurred when and
where?—two categories receive special attention, namely LOC(ation) and TIME.15 To

this end, we apply GeoNames16 locations, which subdivide WordNet’s category LOC

into nine major categories, while TIME is coded according to the ISO standard

ISOTimeML (ISO, 2012).

GeoNames categories include geographical entities like cities, lakes, countries, or

landmarks. Thus, any location is assigned to one of the following main categories,

which are addressed in terms of an alphabetic character:

�A : fcountry, state, region,. . .g �S : fspot, building, farmg
�H : fstream, lake,. . .g �T : fmountain, hill, rock,. . .g
�L : fparks, area,. . .g �U : funderseag
�P : fcity, village,. . .g �V : fforest, heath,. . .g
�R : froad, railroadg

In addition to the nine GeoNames main classes, there are 680 sub-categories (ex-

cluding unavailable), which allow a very finegrained categorization.17

The TIME-annotation unit is about temporal entities, ‘‘the fourth coordinate that is

required (along with three spatial dimensions) to specify a physical event’’

(WordNet18), including clock times (‘‘a reading of a point in time as given by a

clock’’, WordNet19). Following ISO-TimeML (ISO 2012), we distinguish DATE

(referring to calendric time units), time (referring to daytimes, even in an unspecific

way), DURATION/duration (referring to temporal intervals), and SET/set (quantifying

over time points or intervals, say as a result of repetition).

In addition to the above-mentioned categories, a document exhibits both a

distinguished location and a distinguished date, namely the document creation
location (DCL) and the document creation time (DCT), respectively (Pustejovsky,

2017a, b). DCL and DCT are used to label those locational or temporal expressions

that refer to the place and time of the author writing the text. Note that DCL and

DCT may be given as part of the metadata of a given text, or that they may be

unknown. An example of a DCT mentioned at beginning of the main text is given in

(1) (from document 3673151).

(1) Herr cand . iur. Hepp hat Isoetes lacustris L. am 17. Juli dieses Jahres (1898)

im Steinsee bei Grafing angetroffen.

15 It should be noted that the BIOfid annotation focuses on the descriptive dimension of speech, not on its

expressive one (Potts, 2007). That is, no contrast is made between calling a dog dog or mutt (cf.

Zimmermann, 1991, p. 165). As a matter of fact, the expressive dimension is not very often referred to in

the texts considered so far, as one would expect from academic writings.
16 https://www.geonames.org/.
17 See https://www.geonames.org/export/codes.html for a complete list.
18 http://wordnetweb.princeton.edu/perl/webwn?s=time, the fourth dimension sense, accessed September

4, 2020.
19 http://wordnetweb.princeton.edu/perl/webwn?s=time, the clock time sense, accessed September 4,

2020.
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(Mr. Hepp found Isoetes lacustris L. on July 17 of this year (1898) in the
Steinsee near Grafing.)

By using the demonstrative noun phrase dieses Jahr ‘‘*’’this year the author

refers to the year when he or she was actually writing the sentence. This indexical

reference is resolved by the DATE given in parenthesis (viz. 1898). That is, 1898 can

be tagged ‘‘DCT’’. Having applied this label, it is at disposal for resolving further

indexically given temporal expressions. Later in the text we find jetzt ‘now’:

(2) Die von Schmidt bezeichnete Stelle nimmt jetzt eine kultivierte Wiese ein.

(The place designated by Schmidt is now occupied by a cultivated meadow.)

By identifying jetzt ‘now’ with the DCT within the annotation tool (see Sect. 4.1)

we receive the information that there is a cultivated meadow as of 1898.

2.4 Beyond words

In BIOfid, we pursue basically a word-based annotation.20 However, there are a

couple of phenomena that go beyond words, but nonetheless affect word

annotations. We exemplarily discuss compounds, possessives, speaker’s reference,

and anaphora in the following.

2.4.1 Compounds

The main language of the texts investigated in BIOfid is German. Ever since Mark

Twain’s ‘‘The Awful German Language’’, German is famously known to be a

compounding language. A nominal compound is a noun which consists of several

other modifying components (Matthews, 1991, Sect. 5). A modifying component

can be an adjective (green tea), a verb (swimming pool), or another noun (football)).
Most nominal compounds are determinative, meaning that the modifying expression

determines the head noun. From a taxonomic perspective, the head noun determines

the compound’s category. Hence, a compound is labeled only according to its head.

For instance, football is labeled as an artifact, and not (additionally) as body.

2.4.2 Possessives

Genitive noun phrases raise the question of how to deal with possessives and

relational nouns in general. Take, for instance, the following example: the foodplant
of the monophagous moorland clouded yellow [which is Colias palaeno]. Here we

have two nouns, the head noun foodplant and the modifying compound noun

moorland clouded yellow (which itself is modified by the adjective monophagous).
Genitives can be thought of as functions in the mathematical sense: the head noun

applies to the modifying noun and returns a value. However, although the referent

type is uniquely determined, the returned value does not need to be a specific

20 Though in future extensions also role-based annotations will be added (cf. Sect. 6).
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individual. Accordingly, the example sentence calls for a nested annotation, which,

in this case, is on the level of concepts: [foodplant of the monophaguous [moorland
clouded yellow]taxon,animal]plant.

2.4.3 Speaker’s reference

Definite noun phrases show an interesting feature: Their usage can pick out an

individual—just like a proper name does—even if this individual is unknown to the

speaker. Suppose the speaker listens to a radio broadcast that announces that the

jackpot was hit. Then the speaker can assert The lottery winner must be happy,
referring to the jackpot winner, whoever he or she is. This usage contrasts to the

noun phrase in, e.g., Yesterday, my sister hit the jackpot, where the genitive noun

phrase my sister refers to a particular individual known to the speaker.21 Within the

BIOfid text corpus, there are descriptions such as every morning, I saw the swallow
leaving its bird-nest, which are about a specific bird the author observed. However,

there are also general statements such as the swallow builds its bird-nest in March,
where the noun phrase receives a kind reading. We want to capture these two

different usages of nouns within BIOfid. To this end, the distinction between SPECIFIC

and UNSPECIFIC is introduced. As a rule of thumb, the following question guides the

specific/unspecific distinction: Is the author speaking as an eyewitness? If yes, the
annotation unit is a specific one; if no (e.g., if the author refers to general

knowledge), the annotation unit is unspecific.

2.4.4 Anaphora

So far we have only considered nouns and noun phrases which are used by text

authors as part of their real-world observations. This leads to the question of how to

deal with nominal expressions that are used in other ways, most importantly

anaphorically ones (nominals whose interpretation rest on their linguistic context).

We have to consider two main classes in this respect, namely pronouns and

anaphorically used definite noun phrases. Both kinds of expressions refer back to

some preceding noun phrase in the text.22 We can find examples of both types of

nominal expression in the example extract in Sect. 2.1. In the final sentence, the

plural pronoun their occurs, referring back to The Corvidae. The second sentence

starts with The birds, referring back to Corvidae from the initial sentence. Hence,

there are two mentions of Corvidae without using that name! However, a pronoun

receives its interpretation from its antecedent, a computational linguistics task

known as anaphora resolution (Mitkov, 2013). For that reason, pronouns are

ignored, they do not constitute a markable in BIOfid.
In contrast to pronouns, anaphoric noun phrases exhibit a descriptive content that

can be annotated. Although the noun phrase The birds picks up Corvidae, it

21 Such issues of reference have for long been discussed in (philosophical) semantics (Donnellan, 1966;

Kripke, 1977; Russell, 1905, 1910/1911).
22 We ignore cataphoric uses here for the sake of simplicity, where an expression ‘‘refers forward’’.

Except for direction, cataphoric and anaphoric uses work very similar.
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nonetheless is about birds and can be labeled accordingly (i.e., animal). Hence,

anaphoric noun phrases are labeled according to their descriptive information.

As of the time writing, there are 79,813 ‘‘net’’ annotations (5877 of rank ENTITY

and 73,936 of rank concept, cf. Table 1 in Sect. 4.2). These annotations have been

carried out according to an annotation hub procedure.

3 The annotation hub framework

‘‘Annotation [...] can be a complex process potentially involving many people,

stages, and tools [...]’’ (Finlayson & Erjavec, 2017, p. 168). Since in BIOfid, tool
development and the interaction of manual and automatic (i.e., machine learned)

annotations are intertwined, the annotation process involves a more complex

infrastructure than acknowledged in usual annotation process models. We will

sketch the annotation process in the following.

In this work, we follow MATTER (Pustejovsky & Stubbs, 2012), a conceptual

framework for annotation projects. MATTER is an acronym derived from Model,
Annotate, Train and Test, Evaluate, and Revise. The MATTER framework describes an

annotation project cycle that focuses on machine learning (hence the ‘‘TT’’). The

‘‘A’’ phase of MATTER includes a so-called MAMA cycle (Model-Annotate-Model-
Annotate; Pustejovsky & Stubbs, 2012, Chap. 6).23 Within MAMA, data annotation,

guideline specification, and evaluation are re-iterated until a reasonable agreement

scores are achieved. However, BIOfid starts with externally trained classifiers which

are progressively refined by manual annotation.

MATTER has been extended soon, namely acknowledging additional phases called

Idea (before Model), Procure (after model), and Distribute (final step of data

distribution) (Finlayson & Erjavec, 2017). With respect to BIOfid, the Idea is

introduced in Sect. 1, Distribution is covered in Sect. 5, where the semantic search

portal is described which provides access to biological retrieval. In the following we

describe our divergence from extended MATTER and the specific organization of the

modified MAMA cycle in terms of what we call the Annotation Hub Framework.
Both MATTER and extended MATTER provide a revision step only after evaluation

(MATTER) and eventually also during annotation (extended MATTER)—see the left

panel in Fig. 1. From the practical perspective of annotation projects, in particular

more complex ones, this is far too late. To make this clear: late revision would mean

that after having done thousands of annotations (recall that machine learning is a

goal) and getting an evaluation that is below the project standard, the annotation

process has to start again in the Model stage (e.g., resource selection, guidelines,

specification language, etc). All that can easily take a year and in the end it is

unclear which results will be achieved.

A slightly different view is taken by the iterative reliability testing model of

Artstein (2017), where full-scale annotation only starts after a reliable annotation

schema has been established. Iterative reliability testing can straightforwardly be

integrated in a slightly modified extended MATTER model, namely in terms of an

23 We are thankful to an anonymous reviewer for pointing out the incorporation of MAMA into MATTER.
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extended Procure stage. Since in BIOfid the annotation scheme is mainly fixed on

the Idea and Model stage, and NLP routines draw on classic NER, it was opted for a

dynamic combination of procuration and annotation: In parallel to the Annotate
stage, meetings and sessions took place to build up annotation conventions (cf.

Table 1 The number of net

annotations for each class, that

is, the number of annotation

after merging the different

annotation views and resolving

conflicts between overlapping

annotations of the same class

from different annotators

Note that this table also includes

annotations from documents that

have only been annotated by a

single annotator. This is why the

total numbers differ between this

table and Table 2

Class Entities Concepts Words

Act, action, activity 21 1961 2196

Animal, fauna 4 1843 2532

Archaea 4 0 4

Artifact 305 1915 3439

Attribute, property 150 13,496 19,285

Bacteria 1 78 100

Body, corpus 7 2320 2580

Chromista 1 1 2

Cognition, ideation 28 2103 2591

Communication 84 866 1568

Event, happening 16 1499 1668

Feeling, emotion 9 811 909

Food 12 439 468

Fungi 3 414 1078

Group, collection 329 2473 3686

Habitat 0 777 859

Location, place 1655 3700 6938

Morphology 8 4659 6902

Motive 2 437 617

Natural object 57 967 1085

Natural phenomenon 22 686 752

Person, human being 2461 1112 5565

Plant, flora 146 8497 15,058

Possession, property 2 207 223

Process 6 861 940

Protozoa 0 5 5

Quantity, amount 28 4225 5940

Relation 52 3983 4978

Reproduction 5 658 671

Shape 3 1096 1238

Society 8 176 194

State, condition 17 2508 2861

Substance 25 1585 1717

Taxon 117 5808 13,006

Time 287 1768 3548

Viruses 2 2 4

Total 5877 73,936 115,207
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Sect. 2.2). Simultaneously, classifiers obtained from machine learning are used to

pre-process the texts to be annotated. The classifiers are updated by the manual

annotations, so that a bootstrapping cycle is initiated which should lead to an

iterative improvement of annotations in both quantity and quality. This Annotation
Hub Framework is sketched in Fig. 1. As we discuss in Sect. 4.3, we obtained

mixed results from this strategy, however. In the following, we focus on manual

annotation. The output of ML is fed in the publicly accessible BIOfid-portal (cf.
Sect. 5).

In the Idea and Model stages some annotation scheme has to be chosen as a

starting point. The starting point is not (or should not be) changeable anymore, since

changes of this basic level amount to a re-start of the whole project. The starting

point can be extended, though (in ISO annotation standards this is achieved by plug-
ins, see Bunt, 2019). This approach is also followed in BIOfid. The starting point is

the general WordNet-based classification and the biology-specific extension (cf.

Sect. 2.1). The according annotation is the first layer annotation. Since temporal and

location information turned out to be too underspecified in terms of broad categories

Time and Space, a second annotation layer has been implemented on top of the first

one. To this end, GeoNames and ISOTimeML have been chosen as more fine-

grained representation formats (see Sect. 2.3). They constitute another layer of

annotation, not a re-start of annotation, since the first layer annotation remains

untouched, except that annotation units carrying a Time or Loc tag have additionally

be classified according to the plugged-in schemes. Note, however, that every newly

Fig. 1 Annotation Hub Framework (the inlay figure shows a tentative frequency distribution of meetings
per month over one year; a new stage typically is an extension of the annotation, a new feature usually is a
modification (improvement) of the annotation tool)
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added annotation layer has to proceed through all the steps of an annotation process

summarized in Fig. 1. This means, in particular, that the annotation guidelines have

to be extended, that annotation tools are equipped with appropriate annotation

functions, and that guidelines and tools have been discussed in meeting (MeetAnno)
tested in probing annotation sessions (AnnoSess), which may result in intermediate

agreement values (intAgree). This phase takes from about two weeks (for simple

conventions like proper name annotation, which we elaborate shortly) to about two

months (larger extensions such as the GeoNames/ISOTimeML one, which will be

taken up in Sect. 4.1).

The ML part in BIOfid is constantly updated. To this end, learning is carried out

on more and more external resources, mainly Wikipedia and related (i.e.,

hyperlinked) resources. Agreement results obtained from manual annotations are

used in order to detect problematic categories. For some problematic categories

specific AnnoSess have been devised: the task in these CategoryConfirmation
sessions is to correct automatically generated labels on sample sentences only of

specific categories in order to give feedback to ML. However, results seem to be

both weak and mixed (concrete results are still to be gained, however). The ML

procedure and its evaluation will be the topic of a paper on its own.

One might propose to avoid costly looping through the hub by devising a more

complex annotation scheme from the outset. While this sounds like a reasonable

proposal from the point of view of process optimization, it lacks ecological validity.

On the one hand, it assumes that all needed or desirable extensions are known in

advance, which is often not the case. On the other hand, it does not pay due attention

to the interpretation effort that has to be provided by annotators, as is discussed in

terms of cognitive load in Sect. 4.3. Thus, we make a plea for layered annotations.

Let us briefly make things more concrete by means of a rather straightforward

example: proper name annotation. The proper name of a person is labeled as PER.

That much is clear and can easily by formulated as an annotation guideline.

However, proper person names are often realized as multi-tokens, for instance in

case of prename–family name pairs. The reasonable thing to do now is to combine

prename and family name and assign PER to the concatenated token. In order to do

so, however, the annotation tool need to have the facility to create multi-tokens.

Accordingly, a tool development step has to follow, during which proper name

annotation at least of multi-tokens has to rest (adopting the guidelines is in this case

easy, though). In further annotation sessions annotators encounter instances of

proper person names that are prefixed by a title, which raises the issue in annotation

meetings of how to deal with the prefix: should it be part of the multi-token, or

annotated separately, say, as person? Since this a not a new problem, there are

already guidelines for proper name annotations, such as Benikova et al. (2014),

which can be relied on (prefixes are ignored, by the way). Agreeing on conventions

even in such apparently minor cases is nonetheless important: the difference

between the occurrence of an annotation label and the lack of an annotation label for

some annotation unit simply amounts to disagreement and influences the Evaluate
step.

The more is known of such minor complications in advance, the less scheme and

tool development phases are required. This leads to the topic of expertise. In order
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to oversee (and foresee) potential sources requiring conventions and—equally

important—to design reasonable annotation layers that prevent re-starts, acquain-

tance with texts, annotation procedures, and the annotation scheme landscape is

helpful.

4 Implementation

In order to implement the requirements needed in the annotation process, we apply

already existing tools in the field of Natural Language Processing (NLP) and digital

humanities. In this context, a distinction between tools for automatic pre-processing

of texts, and manual post-annotation or primary annotation is necessary. The

automatic pre-processing, including the transformation of the ABBYY XML format

(Adobe FineReader), tokenization, lemmatization, part-of-speech-tagging, named

entity recognition, and automatic entity linking, is performed by TEXTIMAGER

(Hemati et al., 2016). Furthermore, for the manual correction of possibly incorrect

annotations and for the generation of training data for subsequent machine learning

processes, TEXTANNOTATOR (Abrami et al., 2019; Helfrich et al., 2018) is used. At

the time of beginning the BIOfid project, TEXTANNOTATOR was the only tool for

UIMA-based collaborative and simultaneous multiple annotations.24 Both tools

utilize UIMA (Ferrucci et al., 2009), which is the de facto standard used in NLP for

processing text corpora. Using UIMA, texts can be processed and ported to an XML

standard (XMI), whereby a wide range of already existing tools for the individual

text levels is available for pre-processing. Furthermore, both tools are integrated

into a stable and flexible infrastructure (cf. Fig. 2).

The need within BIOfid to pre-process texts, implementing the current technical

standards, and allowing for multiple annotation are the reasons why we do not make

use of some existing bio-annotation tools. There are several XML schemas for

taxonomic annotation (see Penev et al., 2011 for an overview). However, these

schemas are restricted to a particular set of taxa, and do not implement a general and

multiple annotation schema. In order to apply an XML schema to a digitized text, an

editor such as GoldenGATE (Sautter et al., 2007) is required. While GoldenGATE

allows to insert XML tags over a given text span and even provides an interface to

NLP pipelines, it meanwhile lags behind the functionality, interoperability, and

usability of the above-mentioned tools. Another desktop application is Phenex

(Balhoff et al., 2010). It is developed for using ontologies for phenotypic

annotations. Thus, it is not appropriate for the multiple annotation approach

pursued within BIOfid. Both mentioned XML editors are not browser-based, which

leads to a number of potential problems with regard to technical requirements,

copyright restrictions (texts can remain on the server), and parallel manual

processing of the text to be annotated.

24 By now this feature may be provided by other platforms as well (e.g., Klie et al., 2018). Furthermore,

since the tools are developed by project members, they can be specifically adapted to the agile annotation

hub (cf. Sect. 3).
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In short, we decided for BIOfid to use state-of-the art annotation technology and

eventually adapt it to the BIOfid needs. The latter is possible since many of the tools

are ‘‘homemade’’ anyway, which is in advantage in its own right, although tool

development phases may interfere with annotation phases (cf. Sect. 3).

4.1 Tools

Both TEXTIMAGER and TEXTANNOTATOR are established tools for processing, visual-

izing and annotating textual corpora. However, both tools have their specific focus

on annotations: TEXTIMAGER operates as a multi-server, multi-service, multi-

application and multi-pipeline (where ‘‘pipeline’’ signifies a series of consecutive

pre-processing steps) system for automatic pre-processing of textual corpora.

The tool enables distributed and process-optimized processing of texts via

horizontal and vertical process distribution. Additional pipelines as well as new pre-

processing software, which accept and process UIMA documents, can be flexibly

and rapidly integrated into the existing infrastructure. Using this infrastructure, texts

are processed through different pipelines, containing different pre-processing

modules in different languages—details are given in Appendix C.

Fig. 2 The infrastructure, in which TEXTANNOTATOR and TEXTIMAGER are integrated, enables UIMA-
supported processing of various resources via the ResourceManager (top right) as part of the eHumanities
Desktop. A large number of different tools and languages are available for text processing (see Table 3).
For large data volumes, the UIMA DUCC (‘‘Distributed UIMA Cluster Computing’’) service is used,
which allows processing to be upscaled on multiple servers. Calamari provides the ontologies required
for individual pipelines. After the automatic pre-annotation, the texts can be exported in the UIMA
exchange format (XMI), in TEI or can be stored in a database management system via the UIMA-
Database-Interface (Abrami & Mehler, 2018). Afterwards, pre-processed texts can be used in
Wikidition (Mehler et al., 2016) or further processed via TEXTANNOTATOR. All processing and
annotation rights are regimented by an elaborate rights management
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Documents pre-processed by TEXTIMAGER and transformed into the UIMA format

can be used by TEXTANNOTATOR. TEXTANNOTATOR utilizes its own database approach

for managing and using UIMA documents, which uses a MongoDB through the

UIMADatabaseInterface (Abrami & Mehler, 2018). TEXTANNOTATOR is a browser-

based annotation framework, which enables the manual annotation of documents

and the management of annotation processes, based on user and group permissions.

Resources can be annotated simultaneously and collaboratively in different ‘‘views’’

of content and subject areas with different tools. These views, annotation views
(AV), are highly relevant for a flexible use, see Fig. 3. Using the annotation views,

documents can be divided into logical layers, which can all be made accessible

individually via the ResourceManager for individual users or groups over access

permission settings (Gleim et al., 2012). This means that in annotation projects,

many annotators can see only their own user annotation view, depending on their

permissions, but the project manager sees all views (Abrami et al., 2020).

Therefore, TEXTANNOTATOR facilitates the annotation process with independent

annotators in one tool. In addition, the different AVs are also important for the later

calculation of annotation agreement to select suitable documents for machine

learning. Furthermore, the use of different AVs enables the collaborative and

simultaneous annotation of documents.

Within BIOfid, the tool QuickAnnotator from the TEXTANNOTATOR suite is

especially relevant. Using QuickAnnotator, named entity annotations and their

corrections as well as word- or phrase-related classifications can be performed

rapidly within a web interface, including the creation or separation of multi-

tokens (Abrami et al., 2019).

QuickAnnotator is integrated into the annotation process—see the Annotation

Hub Framework in Fig. 1. On the one hand, QuickAnnotator implements

developments which are required for carrying out new annotation stages or special
annotation sessions (cf. Sect. 3), on the other hand usability features are regularly

added. For instance, extending the simple annotation of times and places by the

more complex annotation of ISOTime and GeoNames (cf. Sect. 2.3) was a new

annotation stage. In so-called category confirmation sessions, ML output for specific

categories is checked. To this end, QuickAnnotator had to be modified so that only

Fig. 3 Schematic diagram of
the use of Annotation Views
(AV). TEXTANNOTATOR has access
to documents, which hold all
their AVs that are accessible by
the users. Using TEXTANNOTATOR

to edit annotation texts is always
bound to a tool- and user-
specific AV
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categories at question are displayed and annotations can be given as a binary

decision. Preparing and testing tools for stages or sessions takes from about two

weeks (category confirmation) to two months (ISOTime and GeoNames).

Annotation meetings (cf. Fig. 1) have often been the place where desirable tool

features have been discussed. Going beyond basic functionality (labeling, token

merge, undo/redo, comments), about half of additional features have been realized

in response to suggestions for improving annotation convenience (from the latest six

features, three are due to suggestions from annotators, three to tool development

schedule). An example is the advanced coloring scheme illustrated in Fig. 5.

New features can also affect the annotation process, not only annotation

convenience. To speed up the annotation of recurring words, QuickAnnotator
includes a recommendation function, which automatically adds the annotation

labels chosen by the annotator to all occurrences of the lemma of the annotation unit

in question within a selectable text span (sentence-, paragraph-, text-level). All

recommendations are marked as such and can be individually revoked. The number

of recommendations per category generated in this way is given in Fig. 4. Note that

the figure contains ‘‘gross’’ numbers: every annotation of each annotator has been

counted irrespective of whether they agree or disagree on a given annotation unit.

Multi-tokens are excluded, since they are out of the scope of the recommendation

function.

Fig. 4 The distribution of the annotated categories created by the recommendation function, decreasing
from left to right (see actual recommendations). In total 184,409 category annotations were produced.
More specifically, 97,290 annotations were produced before and 69,441 after the recommendation
function has been introduced. Given that the recommendation function is a comparatively new feature,
the distribution shows that recommendations are helpful because there are more annotations added based
on those recommendations. Altogether 17,678 recommendations have been produced and kept
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Enabling annotation stages and sessions is obligatory to accomplish an

annotation task. Adding new features usually is an optional add-on. Therefore,

annotation meetings are also the place for deciding on which further features are

actually to be realized and which may be ignored, so that tool development

eventually can come to a conclusion.

4.2 Corpus statistics and inter-annotator agreement

The texts included in the annotation process described here represent only a subset

of the total BIOfid corpus, which will be semantically enriched for BIOfid users in the

coming years. This subcorpus comprises articles from 15 different scientific journals

on the biodiversity and ecology of organisms published between 1858 and 1914. A

complete list of the individual texts is given in Appendix D. The journals are part of

the (freely available) German Botanical Journals Collection25 and are also partly

available via the Biodiversity Heritage Library (BHL).26 The annotated subset of

this collection primarily encompasses the flora (especially of botanical gardens in

mountain environments) and terrestrial fauna (mammals, birds, and insects) of

Central Europe. To collect the texts and metadata from BHL automatically, we

created a generic harvesting tool.27 Texts from the German Botanical Journal

Collections were handled manually, since they reside in the database of a project

partner. These texts contain 10,907 sentences, which in turn comprise 139,166 word

form occurrences (151,783 tokens including punctuation marks).

Fig. 5 The QuickAnnotator interface: The text is visualized token by token, which can be combined into
multi-tokens. Tokens that receive an annotation are colored in the same colors as the annotation
categories on the right side of the interface. Multi-label annotations are striped in various colors

25 http://sammlungen.ub.uni-frankfurt.de/botanik?lang=en.
26 https://www.biodiversitylibrary.org/browse/contributor/UBJCS#/titles.
27 https://github.com/FID-Biodiversity/LiteratureCrawler.
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(a)

(b)

Fig. 6 Distribution of label pairs (please enlarge on screen to see more details)
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(b) Label quadruples

(a) Label triples

Fig. 7 Distribution of label triples and quadruples (please enlarge on screen to see more details)
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In sum, eight annotators carried out manual annotations. During annotation,

wrong labels from pre-processing have been corrected and missing labels have been

added—the lion’s share of annotation work. The following figures all refer to the

manual annotation.

There are 79,813 ‘‘net’’ annotations (5877 of category ENTITY and 73,936 of

category concept). By ‘‘net’’ we mean the following: each file is annotated by at

least two annotators (this is done in order to be able to assess annotation

consistency). This means that for any given word there can be two (collections of)

labels. These annotation labels may be partially overlapping (when annotators

partially choose the same labels for the same word), or they may be (partially)

disjoint (when annotators assign different labels to the word in question). Since a

reduplication of annotation labels does not provide additional information for a

given annotation unit, we select only unique annotation labels. For that reason, the

number of annotations per class does not necessarily sum up to the number of

annotated words. The numbers of net annotations are summarized in Table 1.

According to the multiple annotation approach, namely that multi-labeling is the

rule rather than the exception, there are 61,495 multi-annotations (as of October 27,

2020). In detail: 1 label: 22,219, 2 labels: 27,601, 3 labels: 9512, 4 labels: 1674, 5

labels: 387, 6 labels: 95, 7 or more labels: 7. The majority of annotations consists of

1 to 4 labels. Are there patterns of multi-annotations (2 to 4 labels)? In order to

obtain an answer for this question, pairs of labels (concerning the case of exactly 2

annotations) are plotted in a chord diagram by means of D3.js (www.d3js.org)—see

Fig. 6. The figures are to be read as follows: The outer circle hosts the annotation

labels. Their absolute frequency (Fig. 6a) and their percentage frequency (Fig. 6b)

are given in the direction of the arrow attached to each label. The arc edges encode

the co-occurrence frequencies of two labels. Most taxa (about 6500, or 75%), for

instance, refer to the plant kingdom, and the majority of communications are

artifacts, that is, text products rather than communication events.

In order to display combinations of more than two labels in a chord diagram, an

additional layer of elements was added in terms of so-called hypernodes, that is,

reifications of the ‘‘meeting points’’ of three or more labels as elements of

hyperedges. The resulting hypergraph representations for triples and quadruples of

annotated labels are given in Fig. 7. The hypernodes are displayed as black circles

whose size is determined by the number of label co-occurrences. The label triples

(Fig. 7a), respectively quadruples (Fig. 7b) which are involved in each hypernode

are connected by label-colored edges to the hypernode. As expected, the larger the

subsets of the jointly annotated labels, the smaller (in the sense of thinner and fewer

edges) the graphical representations. In any event, Plant, Flora as well as Relation
and Attribute, Property are frequently addressed categories irrespective of the size

of the hyperedges: these categories are likely to be the subject of multi-annotations
regarding the texts from the field of biology considered here. Figures 6 and 7

provide a visual overview of the most important relations. Since the project and the

annotations are still under development, we refrain from enumerating concrete but

intermediate figures.

From the 6938 words annotated as locations, 5566 received a GeoNames

classification. There are 2816 ISOTimeML annotations (159 of type Time, 2013 of
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type Date, 532 of type Duration, and 112 of type Set). In addition, there are 1442

annotation units of category time without an ISOTimeML specification.

In particular, the multi-label annotations raises the question of annotation

consistency. Annotation quality can be assessed with different foci of error, namely

stability (intra-annotator agreement), reproducibility (inter-annotator agreement),

and accuracy (deviation form norm) (Krippendorff, 2018). BIOfid carries out a

reproducibility assessment. To this end, the inter-annotator agreement (IAA)

module of TEXTANNOTATOR is used, which in turn uses the DKPro Agreement module

which is based on the DKPro Statistics software library (Meyer et al., 2014). Given

that the BIOfid annotation scheme supports multiple annotations, we use unitizing

studies with Krippendorff’s a coefficient for all agreement calculations (Krippen-

dorff, 2018). This allows for the evaluation of annotations of an arbitrary number of

annotators where multiple annotations of different classes from each author can

cover the same span of text.

Assessing IAA furthermore takes into account a few conventions that have been

agreed upon during the development and refinement of annotation practices. For

instance, every organism is trivially also a NATURAL OBJECT. Since we know this in

advance, having classified an annotation unit as, say, ANIMAL, it is not informative

any more to assign it to NATURAL OBJECT, too. Such dependencies are collected in an

inclusion hierarchy. The following inclusion relations are acknowledged (where

‘‘x � y’’ means that y is subsumed by x): BODY � MORPH, LOC � HABITAT,28 COGNITION

and EMOTION � MOTIVE, ARTIFACT � POSSESSION, BODY � NATURAL OBJECT, MORPH �
NATURAL OBJECT, and GROUP � SOC. Note that the category NATURAL OBJECT is

completely ‘‘absorbed’’ by more detailed categories, it therefore has not been used

as an annotation label by any annotator. The manual annotation is extended by these

conventions before the unitizing agreement study is carried out. IAA is calculated

on all completed annotations of all documents that have been annotated by at least

two annotators. GeoNames and ISOTimeML annotations are evaluated on the most

general level, that is, in terms of TIME and LOC, respectively time and loc. Following

this approach, the resulting IAA values for each annotation category are collected in

Table 2. Note that the baseline of Krippendorff’s a is agreement by chance, which is

a ¼ 0.29 Disagreements are made use of in two heuristic respects. Firstly, they

indicate categories for which it is difficult to develop a shared understanding.

Secondly, multiple and even diverging annotations provide information for potential

gaps in biological ontologies. To this end, manually annotated data are searched for

specific categories and compared to ontology entries. By this method, in particular

not yet documented vernacular names can be identified and added to the ontology.

28 Since the distinction between entities and concepts also applies to locations, a habitat can be a spatial

instance (e.g., Black Forest) as well as a set of multiple locations (e.g., desert). We are thankful to an

anonymous reviewer for pointing this out.
29 In latest test annotations sessions (cf. Sect. 3), IAA values of around 0.7 on average have been

reached. The values in Table 2 obviously are worse. This can be due to having randomly chosen an

exceptional ‘‘easy’’ session sample, or due to an increased shared understanding over time—or a mixture

of both.
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Table 2 Inter-annotator

agreement values for all classes

and their respective number of

occurrences

The agreement was calculated

from annotations of a total of

seven different authors, where

each document was annotated by

at least two and at most four

authors. The overall agreement

was computed as the average of

each category’s agreement

weighted by the number of

annotations

Class Entities Concepts

Agreement Count Agreement Count

Act, action, activity - 0.0008 21 0.4292 1815

Animal, fauna - 0.0031 20 0.8298 2052

Archaea - 0.0002 4 0.0000 0

Artifact 0.1074 209 0.9256 4587

Attribute, property 0.1184 253 0.6109 14,473

Bacteria 0.0000 1 0.6788 101

Body, corpus - 0.0030 15 0.4910 4358

Chromista 0.0000 1 0.0000 1

Cognition, ideation 0.1415 25 0.3888 2075

Communication 0.0247 62 0.3163 655

Event, happening 0.1919 21 0.2944 1426

Feeling, emotion - 0.0008 12 0.2696 1099

Food - 0.0040 11 0.2900 435

Fungi - 0.0033 2 0.9638 823

Group, collection 0.3937 389 0.3162 2368

Habitat 0.0000 0 0.7923 1083

Location, place 0.7436 2559 0.7839 4922

Morphology - 0.0014 5 0.4082 3250

Motive - 0.0017 2 0.1220 369

Natural object 0.0394 71 0.7841 7485

Natural phenomenon 0.1066 32 0.3784 696

Person, human being 0.8054 2450 0.6348 1328

Plant, flora - 0.0292 154 0.8903 11,032

Possession, property - 0.0004 2 0.1266 178

Process - 0.0010 4 0.2624 841

Protozoa 0.0000 0 - 0.0032 5

Quantity, amount 0.0779 164 0.5795 4403

Relation - 0.0164 42 0.0729 2816

Reproduction - 0.0001 3 0.4295 749

Shape - 0.0006 2 0.2950 1088

Society 0.2774 9 0.0331 139

State, condition - 0.0006 17 0.1767 2318

Substance - 0.0019 24 0.4933 1942

Taxon - 0.0041 116 0.9250 9348

Time 0.4694 409 0.6053 2189

Viruses 0.0000 2 - 0.0001 3

Overall 0.6043 7113 0.6387 92,452
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4.3 Discussion

The IAA values are divided in two ways, according to the distinction into ENTITY and

concept (cf. Sect. 2.1) and according to individual annotation categories. Since a

taxonomic name (TAXON) cannot belong to category ENTITY by definition, the 117

occurrences documented in Table 2 are probably due to ‘‘slips of fingers’’ during

annotation. With regard to taxon, annotators were quite consistent (a ¼ 0:925).30

Apart from accidental slips, which might happen in larger-scale annotation projects

(we number the two occurrences of Chromista to this class, too), we argue that there

are three reasons for lower agreement values: (i) cognitive load, (ii) lack of
compositionality (semantic gaps), and (iii) under-specificity.

4.3.1 Cognitive load

The annotation process is influenced by the cognitive load that is imposed on the

annotator: How many decisions are to be made with regard to each annotation unit?

Within BIOfid one might argue that annotators carry a too heavy burden. First, they

have to decide on the ENTITY or concept distinction. Then they have to evaluate the

textual evidence for detecting speaker’s reference. Only now can they ponder the

multiple annotation labels that apply to the annotation unit. The annotation should

follow the guidelines, and a potential phrasal annotation has to be considered.

Typographic or OCR errors have to be marked en passant. That is, annotators are
forced to glance at the same annotation unit from various angles: they have at least

to apply a mixture of word classification (multiple annotation), pragmatic

interpretation (speaker reference, possibly non-literal uses) and syntactic parsing

(phrasal annotation). It is obvious that this process is a demanding one which for

that reason is error-prone. Projects, that want to carry out a rather complex

annotation should think about structuring annotations in different layers (so that at

each annotation layer only one annotation task has to be dealt with).

4.3.2 Lack of compositionality

Annotation labels are natural language words (English, in our case). Any

combination of words induces functional dependencies, an implicit level of

compositional structure. However, the ontological categories (Sect. 2.1) are

assumed to be functionally independent, which may lead to semantic gaps. A

prevalent domain of functional dependencies is mereology, which is involved, for

instance, in the composite Knollenscheibe ‘‘*’’slice of a tuber. Obviously, it is a

man-made part of a plant, and it is easy and understandable to interpret the multiple

annotation plant, artifact, body in this way. Strictly speaking, however, this is an

incorrect annotation: a slice of a tuber is not a plant. But body (and morph) has a

30 Note that a taxonomic expression that is labeled by one annotator but not by the other leads to

disagreement. Such a situation can happen, for instance, if the taxonomic name occurs within the header

of an article in a footnote reference, where it should not be annotated, but is by one annotator mistakenly

taken as a sentence of the main text.
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built-in functional dependency, namely being a body part (or, with regard to the

term morphology, a body part or a body quality, respectively) of something.
Ignoring such dependencies leads to semantic gaps; filling these gaps may lead to

inconsistent annotations.

4.3.3 Under-specificity

The WordNet categories are chosen since they provide a general classification

scheme for common nouns. ‘General’ means that they have little descriptive

content, or little power in constraining denotations.

Now, there are also very general common nouns that stand out due to little

descriptive content. For example, consider Verbreitung ‘‘*’’distribution. In the

context of BIOfid texts, Verbreitung refers to the spreading of a kind within a

geographic area, but is silent about any spatial or quantitative properties of the

spreading. Now an ‘‘accumulation’’ of generality may lead to under-specification:

should distribution be categorized as a locational attribute, a natural phenomenon,

or a state/condition? Furthermore, since a distribution is always the distribution of
something, also a functional dependency may be invoked, which leads back to

compositional annotation.

Cognitive load can be managed by breaking down complex tasks into annotation

stages (cf. Sect. 3). Furthermore, annotators themselves develop routines so that

they carry out annotations phenomenon by phenomenon.

Lack of compositionality and under-specificity potentially aggravate each other:

intuitively, the more general a category, the more functional dependencies it may be

included in. This is difficult to avoid, but points at a further development: instead of

sets of annotation categories, one can think of ‘‘annotation mini-grammars’’ which

define a basic label syntax according to functional patterns. We leave this to future

work.31

5 The BIOfid-portal—a semantic document retrieval machine

One goal of BIOfid is to make the texts, that were enriched both manually and

automatically with ontological classifications, easily available for a larger audience,

in particular bio-scientists. For this purpose, we implemented a semantic search web

portal32 (hereafter referred to as ‘‘BIOfid-portal’’) that makes use of the described

pre-processed texts and tools (Sect. 2 and 4), as well as biological taxonomic

ontologies (containing the hierarchical structure of kinds). The BIOfid-portal
interprets the user query semantically and returns documents fitting the given

query. Thanks to the ontological classification of the words and the biological

31 It should be mentioned, however, that this direction would pose some challenges to machine learning:

it is still an open question, how or whether at all neural networks model compositionality. For instance,

systematicity (the ability to recombine known parts), the most relevant compositional feature for our

mini-grammar interests, is not truly followed in current deep learning frameworks (Hupkes et al.,

2020, p. 288).
32 https://www.biofid.de/en/search.
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taxonomy ontologies, the retrieved documents do not necessarily have to include the

searched taxon name verbatim, but may contain a vernacular, synonymous,

deprecated, or sub-species name. Consequently, when the user searches, for

instance, for Fagaceae (the family comprising beeches and oaks), the BIOfid-portal
not only retrieves documents containing this name, but also those mentioning plant

species that belong to the Fagaceae—even though the Fagaceae are not specifically
mentioned in the document.

The BIOfid-portal implements semantic technologies developed within the BIOfid
context in multiple ways (Fig. 8). In a pre-processing step, biodiversity texts are

semantically annotated (Sects. 3 and 4) to have LOCations, PERSons, and (most

importantly for BIOfid) taxons in the text annotated and possibly linked to an

ontological unique resource identifier (URI). In the pre-processing, the UIMA XML

data, that is returned from the text processing pipeline, is restructured to a TEI33-like

format for both human reading and HTML presentation in the BIOfid-portal. The
pre-processed TEI-like texts can be indexed in the document database34 by using a

plugin that reads the annotated properties for each (multi-token) word and indexes

them at the same position in the document as the word.35 This pre-processing allows

us to search for both a URI or a string in the document database and obtain the

relevant documents. Hence, we can apply a graph database,36 to search for species

with specific properties (e.g. red flowers) or belonging to a systematic group (e.g.

owls), and feed the resulting URIs directly to the document database.

This complexity is abstracted for the user by a search interface that translates the

user query to a SPARQL query and subsequently to a list of URIs that are searched

in the document database. For this purpose, a text processing pipeline, that includes

taxon recognition (Ahmed et al., 2019), is used in the BIOfid-portal for ad hoc user

query annotation and analysis of (currently only) German texts. The tokens in the

user query are analyzed for their dependencies, so that species attributes (e.g.

‘‘Plants with actinomorphic flower symmetry and red flowers’’) can be translated

properly (‘‘actinomorphic’’ describing the ‘‘flower symmetry’’ and ‘‘red’’ the

‘‘flower’’; with both attributes referring the ‘‘plants’’) to a SPARQL query by a set

of rules.

Finally, the BIOfid-portal displays all relevant documents to the user. Relevant

annotations are highlighted and interactive. The user also can download the

documents and the respective annotated text previews for further processing on their

desktop PC.

Hence, the BIOfid-portal enables bioscientists to harvest annotated texts

automatically and to post-process these in their own software, e.g. searching for

the reference of specific taxa and locations. Still being under development, the

BIOfid-portal progressively makes more features and increased text bases available.

33 https://tei-c.org/guidelines/p5/.
34 Apache Solr.
35 https://github.com/GrazingScientist/TaggedTextTokenizer.
36 OpenLink Virtuoso.
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6 Conclusions

Within BIOfid an annotation scheme for the multiple annotation of named entities in

historic biological texts has been developed. The annotation is used for the fine-

tuning of machine learned classifiers and provides the link between the exploration

of biodiversity literature and document retrieval via a semantic search portal.

Annotation is carried out by specifically modified annotation tools, which are usable

beyond the scope of BIOfid. We focused on the development of the annotation

scheme and the multiple annotation approach in terms of the Annotation Hub
Framework. We presented and discussed agreement assessments. A moral drawn is

that functional dependencies of multiple annotations should not be underestimated.

At least some mereological combinations should be accounted for (cf. the remarks

on morph in Sect. 2.2), but more elaborate structures, for instance in terms of

generative lexical roles (Pustejovsky 1991) or ‘‘annotation grammars’’, are

conceivable. Additionally, complex annotation tasks should be broken down into

several annotation layers to avoid an overload of annotation decisions to be made.

In future extensions, the noun-centered ontological annotation will be extended

by an event-based one. This is implemented as a further annotation stage, inducing a

new cycle between ML, tools and annotation in the annotation hub. An event-based

annotation classifies a sentence’s constituents in terms of the thematic roles they

play in relation to the verb. This is a prerequisite for expanding the semantic search

portal by facilities resting on relation extraction.
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Fig. 8 Schematic data flow of a user query within the BIOfid-portal. First, full texts are semantically
annotated (Sects. 3 and 4) and stored in the document database (bottom). Now, the user can query either a
classical index search (left branch) or a semantic search (right branch). When selecting the semantic
search, their query is semantically processed to retrieve relevant taxa URIs from biological taxonomic
ontologies. These URIs are then searched in the document database for relevant documents
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Appendices

Appendix A: overview of annotation categories

WordNet

Categories:

{PERSON, HUMAN BEING}, {ANIMAL, FAUNA}, {PLANT, FLORA},

{GROUP, COLLECTION}, {SOCIETY}, {LOCATION, PLACE}, {TIME},

{COMMUNICATION}, {QUANTITY, AMOUNTS}, {EVENT, HAPPENING},

{NATURAL OBJECT}, {POSSESSION, PROPERTY}, {ATTRIBUTE,

PROPERTY}, {BODY, CORPUS}, {FOOD}, {ARTIFACT}, {ACT,

ACTION, ACTIVITY}, {PROCESS}, {NATURAL PHENOMENON},

{COGNITION, IDEATION}, {FEELING, EMOTION}, {MOTIVE},

{RELATION}, {SHAPE}, {STATE, CONDITION}, {SUBSTANCE}

Biology-specific

Categories:

{TAXON}, {ARCHAEA}, {BACTERIA}, {CHROMISTA}, {FUNGI},

{PROTOZOA}, {VIRUSES}, {LICHENS}, {HABITAT},

{MORPHOLOGY}, {REPRODUCTION}

Each annotation unit is assigned one or more annotation categories. In addition,

each annotation unit is has to be specified whether it is of rank entity or concept.

Appendix B: biology-specific categories

• Archaea: The annotation unit is about (a) specimen(s) of archaea.

• Bacteria: The annotation unit is about (a) specimen(s) of bacteria.

• Chromista: The annotation unit is about (a) specimen(s) of chromista.

• Fungi: The annotation unit is about (a) specimen(s) of fungi.

• Habitat: The annotation unit is about the living environment of an organism.

Obviously, the category habitat actually overlaps with location. However, a

habitat involves more than a mere location, since it also refers to specific biotic

and abiotic factors characteristic for the distribution of a species. In the context

of BIOfid, habitats are therefore marked as such. Examples include proper names

such as Great Barrier Reef, Bayerischer Wald, or Bodensee and common nouns

such as Trockenrasen, Auen, or Hochmoor.
• Lichens: The annotation unit is about (a) specimen(s) of Lichens.
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• Morphology: The annotation unit is about the outward appearance or inwards

structure of an organism. Examples include words such as Blüte, Rhizom,
Femur, or Flügel.

• Protozoa: The annotation unit is about (a) specimen(s) of protozoa.

• Reproduction: The annotation unit is about anything which is related to the

reproduction of an organism. Examples include words such as Gelege, Larve,
Pollen, or Bestäubung.

• Taxon: The annotation unit is about kinds. For organisms of all taxonomic ranks,

their scientific or vernacular names (accepted and synonym names) will be

tagged by TAXON. In addition to taxon, the kingdom (i.e. animal, plant, bacteria,

fungi, archaea, chromista, fungi, protozoa, viruses) or symbiosis (lichens) to

which the taxon belongs is annotated.

• Viruses: The annotation unit is about (a) specimen(s) of viruses.

Appendix C: list of tools and routines

Before manual annotation, all texts have been pre-processed by the following tools:

SpaCyMultiTagger (Honnibal & Montani, 2017), LanguageToolLemmatizer (https://
languagetool.org/dev), MateMorphTagger (Bohnet & Nivre, 2012),

FastTextDDC2LemmaNoPunctPOSNoFunctionwordsWithCategoriestextimagerSer-
vice (Uslu et al., 2019), text2cwc (Uslu, 2020), FastTextWikipediaDisambigService
(Uslu et al., 2018), HeidelTime (Strötgen & Gertz, 2010), TagMeLocalAnnotator
(Ferragina & Scaiella, 2010), WikidataHyponyms, BIOfidTreeGazetteer,
EuroWordNetTagger (the latter tools have all been developed in the Text Technology
Lab37). These tools are a subset from the tools available for the German language—

see Table 3 for the number of tools that are available in general.

Table 3 Number of NLP services per language available within TEXTIMAGER

en de es fr la nl pt zh it da ar Other
P

Tokenize 6 4 4 4 3 2 2 1 2 3 3 10 44

Lemmatization 10 4 4 2 5 1 4 0 2 0 0 11 43

POS Tagging 19 11 5 4 5 4 4 4 2 2 2 13 75

NER 15 7 4 4 0 4 1 0 1 1 0 14 51

Parsing 7 3 3 4 0 0 0 5 2 2 3 9 38

Time Rec. 1 1 1 1 0 1 1 0 1 1 1 1 10

Sentiment 3 1 0 0 0 0 0 0 0 0 0 3 7

SRL 3 2 0 0 0 0 0 0 0 0 0 2 7

Wikification 3 3 1 0 0 0 0 0 0 0 0 2 9

Coreference 4 3 0 0 0 0 0 0 0 0 0 2 9
P

71 39 22 19 13 12 12 10 10 9 9 67 293

37 www.texttechnologylab.org.
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é
u
n
d

M
ar
si
le
a
q
u
ad
ri
fo
li
a
L
in
n
é
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ü
tt
e
im

G
au
er
ta
l

H
o
o
ck
,
G
eo
rg

B
er
ic
h
t
d
es

V
er
ei
n
s
zu
m

S
ch
u
tz
e
u
n
d
zu
r
P
fl
eg
e
d
er

A
lp
en
p
fl
an
ze
n
,
h
rs
g
.
v
.
V
er
ei
n
zu
m

S
ch
u
tz
e
u
n
d
zu
r
P
fl
eg
e

d
er

A
lp
en
p
fl
an
ze
n

1
9
0
7

B
er
ic
h
t
ü
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Ü
b
er
si
ch
t
ü
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tä
p
,
u
n
te
r

v
er
g
le
ic
h
en
d
er

B
er
ü
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fü
r
R
o
se
n
fr
eu
n
d
e

u
n
d
R
o
se
n
g
är
tn
er

1
8
6
6

U
eb
er

d
en

R
o
se
n
sc
h
n
it
t

A
n
o
n
y
m

Il
lu
st
ri
rt
er

R
o
se
n
g
ar
te
n
,
Jg
.
1
8
7
5
,
H
.
2
,
S
.
1
0
–
1
1

1
8
7
5

D
ie

n
eu
er
en

S
o
m
m
er
g
ew

äc
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fü
r
G
är
tn
er
ei

u
n
d
P
fl
an
ze
n
k
u
n
d
e

1
8
5
8

D
ie

S
el
ag
in
el
le
n
d
er

G
är
te
n

L
au
ch
e,

.

W
o
ch
en
sc
h
ri
ft
fü
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fü
r
T
ie
r-
u
.
P
fl
an
ze
n
fr
eu
n
d
e
;

O
rg
an

fü
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fü
r
T
ie
r-
u
.
P
fl
an
ze
n
fr
eu
n
d
e
;

O
rg
an

fü
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fü
r
S
am

m
le
r
u
.
F
re
u
n
d
e
al
le
r
n
at
u
rw

is
s.
Z
w
ei
g
e

1
8
9
9

B
er
ei
tu
n
g
v
o
n
B
ee
re
n
w
ei
n

H
ab
er
lé
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