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Abstract: A data stream exhibits as a massive unbounded sequence of data elements continuously generated at a high rate. Stream 

databases raise new challenges for query processing due to both the streaming nature of data which constantly changes over time 

and the wider range of queries submitted by the user when compared with the traditional databases. In this paper, we propose a 

system architecture which includes components for both distributed indexing of streaming data and distributed processing of range 

queries over streaming data. By exploiting the proposed system architecture, the process of indexing of streaming data and the 

process of querying over streaming data can be done in a distributed fashion. We also design a distributed B+Tree indexing method 

using the map-reduce programming model of the Apache Spark framework which creates small B+Tree indexes on the machines 

of a Spark cluster instead of using a large and centralized B+Tree index structure. Moreover, we propose a distributed range search 

algorithm to process range queries in distributed and parallel form using the set of small B+Tree indexes. By performing several 

experiments, we demonstrate that our proposed distributed B+Tree indexing method is scalable and efficient compared to the 

existing indexing methods and therefore, it can be used for applications involving data streams with a large volume of data elements 

and a large number of range queries. 

Keywords: B+Tree Index, Distributed Query Processing, Map-Reduce Model, Range Query, Streaming Data 

1. Introduction 

   Today, the use of streaming data in applications such as sensor networks, internet of things, stock market data 

analysis, etc., has turned significant. In these applications, data is generated in transient, at a high rate, from various 

sources and must be processed in the shortest possible time and even in some applications within a deadline. The 

generation rate of streaming data may change dynamically; also, they may be infinite in many applications such as the 

data of sensors [1-3]. 

     Streaming data can be defined as an order of data elements in a continuous, infinite, transient, unpredictable and 

time-variant [1, 4, 5]. The paradigm and processing structure that governs this type of data is different from those of 

common systems. Usually, the processing of this type of data is done in real time [1, 6]. Due to the importance of 

streaming data in various fields and applications, there is a need for systems that store, retrieve and process this type 

of data based on the characteristics of streaming data [7-9]. 

     One of the important issues in streaming data is the query processing time. The most common solution to improve 

the access time during query processing is to use an indexing structure to facilitate the process of data retrieval over 

streaming data [10-12]. Generally, different structures can be used to implement the index depending on the type of 

data, the type of query, and the type of application. As common examples of basic indexing structure, the structures 

of Bit-Map [13], B-Tree [14], and Hash [12] can be mentioned. Due to the use of a data structure to maintain the 

information of index, the process of indexing is expensive in terms of memory cost and therefore it has memory 

overhead [11, 15-17].   

     Unlike batch processing systems, streaming data must be stored in the main memory and processed in real time. 

Therefore, common indexing methods that are based on batch processing may not be efficient for this type of data. 

On the other hand, in non-streaming data management systems, such as traditional database management systems, 

data is stored permanently on storage devices, and the index structures are used to index data permanently. As a result, 

the rate of data changes in the index is not high and the cost of maintaining the index is low. In contrast, streaming 

data are transient in nature and it must be processed within the specified deadline. Therefore, the structure of the index 

for streaming data cannot be permanent. In such systems, the rate of data changes is high. To avoid increasing the size 
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of index from the data whose time stamp has expired, the index should be updated or pruned; this will impose overhead 

on the efficiency of data stream indexing [16, 18, 19].  

     One of the most common queries on streaming data is range queries. A range query retrieves the data between a 

lower bound and an upper bound from the existing streaming data [20-22]. One of the suitable index structures to 

facilitate the process of range queries is the use of tree-based structures, especially the B+Tree [16, 20, 23]. Most of 

the proposed tree-based indexing methods have challenges of single point-of-failure, scalability and efficiency [18-

20, 24] due to having a centralized structure and not being designed for a large volume of streaming data. Therefore, 

there is a strong need to propose a scalable and reliable indexing method with high performance to process range 

queries over streaming data. 

     Among the most common distributed processing platforms that work based on the map-reduce programming 

model, the two most common platforms are the Apache Hadoop [26, 27] and the Apache Spark [28-30]. The Apache 

Hadoop platform uses the disk to store data, which may not be very efficient for applications involving streaming data, 

but the Apache Spark platform uses the main memory instead of using the disk for storing data and intermediate results 

and therefore, it has higher performance [28, 31, 32]. In the Apache Spark platform, a distributed memory structure 

called Resilient Distributed Datasets (RDD) is used to store data. Such a structure is fault tolerant [28] and when the 

data is placed in the RDD, this platform will transform the data to another RDD and during this transformation, the 

desired operations will be done on the data in a distributed manner and then, the result will be stored in another RDD. 

Another feature of the Apache Spark platform is that it provides a library for processing streaming data called Spark 

Streaming [33] on the Spark processing core. In this library, it is possible that streaming data can be inserted into an 

RDD-like structure, called DStream, in a short discrete time interval and then distributed processing can be done using 

transformation functions such as map(), partitionby(), groupbyKey() and reducebyKey().  

     In this paper, triggered by its importance, we study the problem of processing range queries over data stream in an 

efficient and scalable manner. We propose a distributed B+tree index structure to facilitate the process of range queries 

over data stream. The proposed index structure is designed based on the map-reduce programming model [25] in the 

Apache Spark framework to benefit from the existence of a distributed and reliable data processing platform. Hence, 

our main contributions in this paper are summarized as follows: 

 We propose a system architecture for both distributed indexing of streaming data and distributed processing 

of range queries over streaming data. It consists of 2 components called “Distributed Indexing” component 
and “Distributed Query Processor” component. The “Distributed Indexing” component is responsible to 
create a set of small B+Tree indexes on the machines of a Spark cluster while the "Distributed Query 

Processor” component is responsible for processing range queries in a distributed fashion using B+Tree 

indexes available on the machines of a Spark cluster. 

 We design a distributed B+Tree indexing structure using the map-reduce programming model of the Apache 

Spark to create a set of small B+Tree indexes instead of using a large and centralized B+Tree index. The 

proposed distributed index structure is scalable and it can be used where the volume of streaming data is 

large and there are a large number of range queries. 

 We propose a distributed range query algorithm called “Distributed Range Search” using the map-reduce 

programming model of the Apache Spark platform, which can be executed in parallel and distributed manner 

on the machines on which the B+Tree indexes are placed on. 

 We evaluate the performance of our proposed distributed B+Tree indexing method for processing range 

queries over data stream by performing several experiments. 

     The rest of the paper is organized as follows: the related works are reviewed in Section 2. Our proposed system 

architecture and our proposed indexing method are explained in Section 3. In Section 4, our proposed distributed 

B+Tree indexing method for processing range queries over data stream is evaluated by performing several 

experiments. Finally, this paper is conducted by a conclusion and discussion of future works in Section 5. 
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2. Related Works 

Several research works have been done to index streaming data, each of which has its own advantages and 

disadvantages and can be used in a specific application. From the point of view the type of data on which such indexing 

methods supports, they can be divided into two categories of one-dimensional indexing methods [16, 20, 24, 38, 39], 

and multi-dimensional indexing methods [18, 34-36]. One-dimensional indexing methods are used for relational data 

with a tabular structure where streaming data includes a set of tuples of that relation, while multi-dimensional indexing 

methods are suitable for spatial data that streaming data includes a set of spatial coordinates such as the location of a 

moving object. Basically, the overhead of maintaining the index in the case of multi-dimensional data is higher than 

one-dimensional data [15, 18]. In one-dimensional indexing methods, a tree-based structure (e.g., B-Tree and B+Tree) 

is used to index the data. In [24, 37], a tree-based cache-aware indexing method called CSB+Tree is proposed to index 

streaming data in main memory. By exploiting the CPU cache, the CSB+Tree indexing method improves the search 

time by consuming more memory, but the processes of insertion and modification of index are performed a little 

slower than typical B+Tree indexing method. In ACBBI (Adaptive Clustering and Block-Based Indexing) indexing 

method proposed by [20], streaming data is first clustered and then, the generated clusters are inserted into B+Tree. 

Since this indexing method clusters a set of tuples based on similarity and stores them as a block, it has less storage 

overhead compared to the other tree-based indexing methods [16, 24, 38, 39]. The most important problem of this 

indexing method is that it only creates a B+Tree index to process queries over streaming data and therefore, it is not 

scalable and reliable. 

     A Trie is a multi-way tree structure in which each node is an array of pointers. For example, to index alphabetical 

words, the size of each array is equal to the number of letters in the alphabet, and each level in a Trie is used to index 

a letter in a word. The main advantage of Tries based indexing methods is that the access time and insertion time are 

constant if the key length is constant. Thus, Tries should be very well suited for indexing data stream windows with 

very high insert rates. The most important drawback of Tries based indexing method is memory wastage, when keys 

are uniformly scattered due to the many null pointers in the sparse pointer arrays representing Trie nodes. Burst Trie 

[38], Judy [39, 40] and Extended Judy [16] are the most important research works which use Trie as a tree structure 

to index the streaming data. In Judy [39] and Extended Judy [16], it has been tried to improve the problem of high 

memory consumption by utilizing various mechanisms such as compression. In terms of the performance of range 

searches on these indexes, Burst Trie [38] and Judy [39] do not have good performance, but the Extended Judy [16] 

has improved the performance of range search operation compared to the other two indexing methods, but this 

indexing method has become more complex. 

     In general, indexing methods to process range queries on multi-dimensional spatial data stream can be divided into 

three categories: tree-based, cell-based, and hybrid indexing methods. The main drawback of tree-based indexing 

methods such as R*-Tree [34], KDB-Tree [35] is that they have high maintenance cost due to the nature of index tree 

and may have overlap problems. In cell-based indexing methods like VCR (Virtual Construct Rectangles) [36], a grid 

structure is generated to partition the indexing space into equal-sized cells. Cell-based indexing methods have better 

update and query performance than the tree-based indexing methods [41], but the storage cost and the time to 

construct/reconstruct the index is high. There are also research works that use combination of tree and cell structures 

together in the index structure like CKDB-Tree and G-CKDB-Tree in [18]. The advantage of this indexing method 

compared to the tree-based and cell-based indexing methods is that it has less storage cost and better efficiency in 

search operation. Even in G-CKDB-Tree indexing method, parallel processing is employed using GPU in order to 

further improve performance. However, all of these proposed indexing methods are centralized and therefore, they 

have the problem of single point-of-failure and the lack of scalability.  

     In the literature, a number of distributed indexing methods have been proposed such as those proposed in [19, 23, 

42]. In [19], a fault-tolerant and scalable distributed B-tree as an index structure is proposed which provides some 

important practical features: transactions for atomically executing several operations in one or more B-trees, online 

migration of B-tree nodes between servers for load-balancing, and dynamic addition and removal of servers for 
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supporting incremental growth of the system. The proposed index method in [19] is implemented on an underlying 

distributed data sharing service, called Sinfonia [43], which provides fault tolerance and a light-weight distributed 

atomic primitive. However, this indexing method is only used for transactional queries and does not support streaming 

data. In [23], a new distributed R-Tree index structure for trajectory search called DTR-Tree (Distributed Trajectory 

R-Tree) is proposed using the Spark Apache framework based on the map-reduce programming model. Such an 

indexing method is scalable and reliable and it is able to optimize the trajectory search operation. In [42], a distributed 

B-Tree indexing method using map-reduce programming model is proposed to improve the efficiency of random 

reads. This indexing method is implemented using a chained map-reduce process that reduces intermediate data access 

time between successive map and reduce functions, and improves efficiency of random reads.  

     There are several factors to be considered in order to compare the existing indexing methods for streaming data 

which are listed as follows:  

 Index Structure: What structure is used in the proposed indexing method? 

 Index Type: Can the proposed indexing method be used only in a centralized form or can it be used in a 

distributed fashion? 

 Data Type: Does the proposed indexing method only support one-dimensional data or is it able to support 

multi-dimensional data as well? 

 Type of Query Supported by the Indexing Method: Is the proposed indexing method able to process range 

queries over data stream or not? 

 Cost of Indexing Method: Is the cost of the proposed indexing method is high in terms of storage cost and 

maintenance cost?  

 Type of Improvement: Does the proposed indexing method improve the query processing performance over 

data stream? We can consider several metrics in this regard such as efficiency, scalability, and reliability. 

     Table 1 summarizes the characteristics of existing indexing methods and highlights the differences between the 

proposed indexing method in this paper and the existing indexing methods. As shown in Table 1, all existing tree-

based data stream indexing methods need to update the index tree to prevent the growing of index tree and therefore, 

the index maintenance cost in these indexing methods is high. In this paper, we propose a distributed B+Tree indexing 

method which creates a set of small index trees on several machines (or nodes) of a Spark cluster instead of creating 

a large B+Tree index tree. These B+Tree index trees are created in parallel from in certain time intervals using the 

map-reduce programming model on the Spark Apache platform. Our proposed distributed B+Tree indexing method 

completely eliminates the process of maintaining a large B+Tree index in main memory. It is developed to be used in 

a Spark cluster and therefore, it is reliable. The experimental results in Section 5 demonstrate that it is efficient and 

scalable for processing range queries over streaming data. However, it has a high storage cost compared to other tree-

based indexing methods since it creates a set of small B+Tree index trees in the main memory of machines in a Spark 

cluster. 

 

 

 

 

Table 1 Comparison of streaming data indexing methods 
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3. Our Proposed System Architecture and Indexing Method 

In this section, we explain about our proposed system architecture and our proposed indexing method for 

processing range queries over data stream in more detail. 

3.1 Architecture of the proposed method 

Our proposed system architecture is shown in Fig. 1. As shown in Fig. 1, our proposed system architecture 

contains the following components: “Distributed Indexing” component and “Distributed Query Processor” 
component. “Distributed Indexing” component is responsible for data stream distribution, partitioning, and indexing. 

It consists of three modules: 

 Data Distributing Module: This module gets streaming data from the input and stores it in the form of a 

distributed memory structure on the machines inside a Spark cluster. 

 Data Partitioning Module: This module partitions the distributed data based on the indexing key. Partitioning 

is in the form of horizontal and we use the range partitioning method in this module. 

 Data Indexing Module: This module creates a B+Tree index in each partition of data. 

     The Distributed Query Processor component is responsible for processing range queries over streaming data and 

generating query results. It consists of two modules: 

 Query Executor Module: This module gets a range query from the input and processes it in a distributed 

manner using the B+Tree index of each partition. 

Index 

Name 

Indexing 

Structure 

Indexing 

Type 
Data Type 

Support 

Range 

Query 

Data 

Stream 

Support 

Storage 

Cost 

 Maintenance 

Cost 
Efficiency Scalable Reliable 

ACBBI 

[20] 
B+Tree Centralized 

One 

Dimensional 
Yes Yes Low Low High No No 

CSB+Tree 

[24] 
B+Tree Centralized 

One 

Dimensional 
Yes Yes High Medium High No No 

Extended 

Judy [16] 
Trie Centralized 

One 

Dimensional 
Yes Yes Low Low Medium No No 

Judy [39] Trie Centralized 
One 

Dimensional 
Yes Yes Low Medium Medium No No 

Burst Tries 

[38] 
Trie Centralized 

One 

Dimensional 
Yes Yes Medium Medium Low No No 

R*-Tree 

[34] 

R-Tree 

Based 
Centralized 

Multi-

Dimensional 
Yes Yes Medium High Medium No No 

KDB-Tree 

[35] 

B-Tree & K-

D-Tree 
Centralized 

Multi-

Dimensional 
Yes Yes Medium Medium Medium No No 

VCR [36] Cell Based Centralized 
Multi-

Dimensional 
Yes Yes Medium Medium Medium No No 

CKDB-

Tree [18] 

Cell & Tree 

Based 
Centralized 

Multi-

Dimensional 
Yes Yes Low Medium Medium No No 

G-CKDB-

Tree [18] 

Cell & Tree 

Based 
Centralized 

Multi-

Dimensional 
Yes Yes Low Medium High No No 

DTR-Tree 

[23] 

R-Tree 

Based 
Distributed 

Multi-

Dimensional 
Yes No High Medium High Yes Yes 

Distributed 

BTree  

[42] 

B-Tree 

Based 
Distributed 

One 

Dimensional 
Yes No Medium Medium Medium Yes Yes 

Distributed 

BTree [19] 

B-Tree 

Based 
Distributed 

One 

Dimensional 
No No Medium Medium Medium Yes Yes 

Proposed 

Indexing 
B+Tree Distributed 

One 

Dimensional 
Yes Yes High Low High Yes Yes 
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 Output Generating Module: This module prepares the query results based on the specified structure, such as 

a tabular structure, and puts them as the output. 

 

 

 

 

 

 

 

 

 

Fig. 1 Our Proposed System Architecture 

3.2 Problem formulation 

     Here, we formulate how to model the streaming data, our proposed indexing method, and range queries. 

3.2.1 Data Model 

     A streaming data is a sequence of data elements that is continuous, unbounded, unpredictable, fast and time-variant, 

which is represented as 𝑠 =< 𝑠1, 𝑠2, … > [44]. 

Definition 1 (Streaming Data) [18]: Consider a data stream S consisting of an unbounded data set of (tuple, 

timestamp) pairs: 𝑆 = {𝑠𝑖|𝑠𝑖 = (𝑡𝑖, 𝑡𝑠𝑖), 𝑖 ∈ [1, +∞]}. Given a set of attributes 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛}, let d(aj) denote the 

data domain of an attribute aj where 1 ≤ 𝑗 ≤ 𝑛. Thus, each tuple consists of a set of (attribute, value) pairs: 𝑡𝑖 ={(𝑎𝑗 , 𝑣𝑗), 𝑗 ∈ [1, 𝑛] ˄ 𝑣𝑗 ∈ 𝑑(𝑎𝑗)}. 

3.2.2 Indexing Model 

     Our Proposed indexing method is based on a B+Tree index structure. A B+Tree index structure consists of a root 

node, intermediate nodes and leaf nodes. The root node may be a leaf node or a node with two or more child nodes. 

Definition 2 (DB+Tree): DB+Tree is a distributed B+Tree created by the map and reduce functions in the Apache 

Spark framework. Let 𝑀 be the master node, and 𝑊 = {𝑊1, 𝑊2, … , 𝑊𝑛} be the set of worker nodes in the Spark cluster. 

Node 𝑀 interconnects with all the worker nodes 𝑊𝑖 in 𝑊. On the Apache Spark cluster, each worker node can have 

one or more partitions of streaming data. If the set of partitions are shown as 𝑃 = {𝑃1, 𝑃2, … , 𝑃𝑛}, each partition 𝑃𝑖  
contains a 𝐵 + 𝑇𝑟𝑒𝑒𝑃𝑖. Therefore, DB+Tree contains the sum of B +Tree as shown in Equation 1. 

𝐷𝐵 + 𝑇𝑟𝑒𝑒 = ∑ {𝐵 + 𝑇𝑟𝑒𝑒𝑃1 , 𝐵 + 𝑇𝑟𝑒𝑒𝑃2 , … , 𝐵 + 𝑇𝑟𝑒𝑒𝑃𝑁𝑃}𝑁𝑃𝑖=1                                                                     (1) 

   where NP denotes the number of partitions in the Spark cluster. 

     There are several properties in our proposed distributed B+Tree indexing method as follows: 

Input Data Distributed Indexing Component 

Distributed Query Processor Component 

Query Executor Module 

Output Generator Module 

Range Query 

Query Result 

Data Distributing Module 

Data Partitioning Module 

Data Indexing Module 
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Property 1: The total number of partitions in the Spark cluster is equal to 𝑁𝑃 = ∑ 𝑛𝑚𝑖=1                                                                                                                                                           (2) 

   where 𝑚 is the number of worker nodes and 𝑛 is the maximum number of partitions per worker node in the Spark 

cluster. 

     By partitioning the streaming data, each tuple 𝑇 of streaming data 𝑆 is assigned to a partition based on the key of 

each tuple. We use range partitioning to place all tuples which are in the same range based on the tuple key in a 

partition. A distributed memory space is a set of ranges {[𝑆, 𝑟1], [𝑟1, 𝑟2], … , [𝑟𝑛 , 𝐸]}, where 𝑆 and 𝐸 are the start and 

end of the range, respectively, and r1,r2,…,rn are the partition points. 

Property 2: Based on Definition 2 and Equation 1, the number of index trees represented by 𝑁𝐵𝑇  is equal to the 

number of partitions represented by 𝑁𝑝 in the Spark cluster. 𝑁𝐵𝑇 = 𝑁𝑃                                                                                                                                                             (3) 

Property 3: The total number of processing cores that are called Executors represented by 𝑁𝐸 is equal to the total of 

the processing cores of all worker nodes in the Spark cluster. 𝑁𝐸 = ∑ 𝑁𝐶𝑚𝑖=1 = 𝑚 × 𝑁𝐶                                                                                                                                      (4) 

   where 𝑚 is the number of worker nodes and 𝑁𝐶represents the number of processing cores in each worker node. 

Lemma 1. The maximum number of B+Trees is equal to the number of Executors in the Spark cluster. 

Proof. Since each partition is assigned at least one processing core or Executor, the total number of partitions will be 

equal to the number of Executors, which is calculated in Equation 4. Therefore, it can be concluded that 𝑁𝑃 = 𝑁𝐸 and 

from Equation 3 we can also conclude that 𝑁𝐵𝑇 = 𝑁𝐸. ⬜ 

3.2.3 Query Model 

   In range queries, the search is performed on one of the attributes of data tuples in a range [L, R]. 

Definition 3 (Range Query) [18]: For a set of attributes 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛}, the form of a range query is defined as: q = (I(a1), I(a2), … , I(an)), where I(ai) represents the query range for attribute ai, i.e., I(a1). min ≥d(a1). min ˄  I(a1). max ≤ d(a1). max. 

Definition 4 (Result Set) [18]: For a set of continuous range queries 𝑄 = {𝑞1, 𝑞2, … , 𝑞𝑘}, the result set 𝑅𝑆(𝑄) is 

defined as: 𝑅𝑆(𝑄) = ⋃ 𝑉𝑞𝑖𝑚𝑖=1 , where 𝑉𝑞𝑖 represents the streaming data that are valid for a range query 𝑞𝑖. 
3.3 Algorithmic Structure of Our Proposed Indexing Method 

     Our proposed distributed B+Tree indexing method is designed to be used in the Apache Spark framework. In this 

subsection, we explain how to create a set of small B+Tree indexes using map-reduce programming model in the 

Apache Spark framework and how to employ them for distributed processing range queries over data stream. 

 

3.3.1 Distributed Index Structure 

     Fig. 2 shows how a distributed B+Tree index is created in our proposed indexing method. It can be explained as 

follows: After Kafka receives the streaming data in short time slots and distributes it to worker nodes in the Spark 
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cluster, the distributed data is divided into a number of partitions. Then, a B+Tree is created as an index in each data 

partition, and the data in each partition is inserted into the created B+Tree index of that partition. Then, the streaming 

data is stored as tuples in the leaves of the B+Tree and the first column in each tuple is the indexing key. Algorithm 1 

summarizes the steps of creating a distributed B+Tree index. 

 

 

Fig.2 Process of Creating a Distributed B+Tree Index 

 

 

 

   

 

 

     In Algorithm 1, first, the master node receives streaming data tuples and distributes them to the worker nodes in 

the form of RDD structure (Line 1). Then, the data is partitioned by the master node using rangePartitioner() method 

(Line 2). Finally, an index is created in each partition (Line 3). In our proposed indexing method, the process of index 

creation is done based on the distributed programming model in the Apache Spark, which uses a transformation 

function to transfer processing operations on the distributed data in an RDD and applies the desired operation on the 

distributed data. Here, the process of index creation can be performed in parallel form using mapToPair() method 

which results in the mapping of each partition to a B+Tree index.  

Algorithm 1: Distributed B+Tree 

Input:  
Stream Tuple ST<c1,c2,c3,…,cn > 

Output:  

DB+Tree Index 

DistributedBPlusTree(ST){ 

1.  Master node gets stream tuples and distributes them on worker nodes in the form 

of Spark RDD Structure; 

2.  Master node partitions RDDs using rangePartitioner() method; 

3.  In each partition, a B+Tree is created in parallel using mapToPair() method; 

4. } 
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     Algorithm 2 is proposed to insert data into B+Tree index in each partition. The parameters that must be set as input 

to create a B+Tree index are: Branching Factor bF and Key Index keyIndex. The branching factor bF specifies how 

many index keys can be placed at each level of the root and internal nodes in the index tree. In Section 4, the effect of 

this parameter on the index creation time is investigated. Also, the key index keyIndex refers to the column number 

of the streaming data tuple, which should be set as the indexing key and therefore, data stream’s tuples are placed in 
the leaves of the B+Tree index based on the index key. 

Algorithm 2: Insert Data in B+Tree Index 

Input:  
branchingFactor bF  

keyIndex // A positive decimal number that points to index key; 

Output:  

Distributed B+Trees DBT 

DistributedBPlusTreeDataInsert(bF,keyIndex){ 
1.  RDD DDataSet  kafka.datastream(); 

2.  RDD Partitions  DDataSet.partitionby(rangePartitioner); 

3.  RDD DBT  Partitions.mapToPair(bF, keyIndex); 

4.  Return DBT; 

5. } 

 

mapToPair(bF, keyIndex){ 

1.  Create BPlusTree with parameters (bF, keyIndex)); 

2.  While (End of Partition) { 

3.      Insert Partitions.row in the appropriate leaf; 

4.      currentNode  leaf;  

5.      While (currentNode overflow) { 

6.          split the currentNode into two nodes on the same level,  

and promote median key up to the parent of currentNode;  

7.          currentNode  parent of currentNode; 

8.        }//End While 

9.       Partitions.nextRow(); 

10.    }//End While 

11. }//End mapToPair() Method 

 

     In Algorithm 2, first, streaming data is received by Kafka and distributed to worker nodes in an RDD called 

DDataSet (Line 1). In the next step, the streaming data is partitioned by calling the partitionby() method on the worker 

nodes, and the partitions are created in another RDD format called Partitions (Line 2). Each row of the partition 

represents a streaming data tuple. By utilizing the mapToPair() method, B+Trees are created in parallel in another 

RDD format called DBT for each partition (Line 3). The mapToPair() method is specified as an independent method. 

In the first step of this method, an index tree is created based on the branching factor and index key (Line 1). Then, 

each row of the partition is inserted into the tree corresponding to each partition (Lines 2-10). The process of insertion 

of data into B+Tree is performed in Lines 3-8. 

Lemma 2. The time complexity of the index creation algorithm in our indexing method is 𝑂(𝑛𝑙𝑜𝑔𝑛). 

Proof. Assume 𝑛 be the number of streaming data tuples arrived in each time slot. Since the time complexity of the 

insertion in the B+Tree is 𝑂(𝑙𝑜𝑔𝑛) and the data insertion in our proposed indexing method is performed in parallel 

for each partition, the time complexity of the index creation in our proposed approach is 𝑂(𝑛𝑙𝑜𝑔𝑛). ⬜ 

3.3.2 Distributed Range Search Algorithm 
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     The process of finding the results of a range query over streaming data based on our proposed distributed B+Tree 

indexing method consists of two phases. After receiving the range query, in the first phase, which is the map phase, 

the search operation is performed in parallel on the B+Tree Index in each partition. In the second phase, which is the 

reduce phase, the search results are aggregated in each partition and sent to the master node to prepare the query 

results. Fig. 3 shows how this process can be done. 

 

Fig. 3. Process of Finding the Results of a Range Query 

     Algorithm 3 is designed to process a range query over streaming data using our proposed distributed B+Tree 

indexing method. As shown in Algorithm 3, the range query 𝑄 and distributed B+Tree indexes 𝐷𝐵𝑇 are as the inputs 

and the query result 𝑄𝑅 is the output of the algorithm. In this algorithm, the map() method with the input parameters 

the lower bound and the upper bound of the search is called in parallel form over all B+Tree indexes (Line 1). After 

applying the map() method, the search result in each B+Tree is placed in an RDD called 𝐷𝑄𝑅 (Line 1). Finally, the 

results obtained in 𝐷𝑄𝑅, which are distributed on the worker nodes, must be aggregated and sent to the master node. 

Therefore, the combineByKey() method as a transformation function is applied to the 𝑅𝐷𝐷 as the reduce function. 

Then, the query results are returned to the master node as an integrated list (Line 3). The map method performs the 

basic search operation in the B+Tree. This method gets the lower bound and upper bound of the search as inputs. First, 

it selects the root node (Line 1). Then, in a loop, the upper and lower bounds of the search are compared to the root 

keys (Lines 3-10) and the correct internal node is selected. The same process is repeated for the internal nodes to 

identify the leaf nodes that contain the searched data. Finally, the data that matches the search range is retired and 

placed in the leaf nodes of the index tree (Lines 11-14) and the retrieved data values are placed in the Result variable 

(Line 12). 

 

 

 

Algorithm 3: Distributed Range Search 

Input: 
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Query Q 

Distributed B+Trees DBT 

Output:  
Query Result QR 

DistributedBPlusTreeRangeSerach(){ 

1.  RDD DQRDBT.map(Q.lowerbound,Q.upperbound) 

2.  QR  DQR.combinebykey(); 

3.  Return QR; 

4. } 

 

map(QueryLowerBound,QueryUpperBound){ 

1.   Node  Root; 

2.   Result  Null; 

3.   While (Node is not a leaf node) { 

 //Let i be least number that Lower_Bound ≤ Ki 

4.         If (such a number  i does not exist) 

5.              Node last non-null pointer in Node; 

6.         else if (Lower_Bound ≤ Node.Ki )   

7.        Node  Pi+1; 

8.         else  

9.              Node  Node.Pi; 

10.     }//End While; 

11.    For (i that Pi is not null) & (Lower_Bound ≤ Ki) & (Upper_Bound ≥ Ki){ 

12.          Result  Result + Node.Pi; 

13.          i  i+1; 

14.     }//End For 

15. }//End map() Method 

 

Lemma 3. The time complexity of the Distributed Range Search algorithm is 𝑂(𝑙𝑜𝑔𝑛). 

Proof. Considering that the time complexity of the search operation in B+Tree is 𝑂(𝑙𝑜𝑔𝑛) [45-47], and also the search 

operation is performed in parallel on the B+Tree index of each partition in our proposed indexing method, therefore, 

the time complexity of Algorithm 3 is O(logn). ⬜ 

     Fig. 4 shows the serial and parallel parts of the Distributed Range Search Algorithm. As shown in Fig. 4, range 

queries are received serially through the master node. Then, they are distributed in parallel using the B+Tree of each 

partition. Next, they are executed by the worker nodes. Finally, the query results obtained from the worker nodes are 

aggregated and returned to the master node.     

     Fig. 5 shows a more detailed form of query parallelism in this regard. In Fig. 5, Executor is a processing unit for 

distributed query processing. The number of executors depends on the number of worker nodes as well as the number 

of processor cores in each worker node as explained in Section 3.2. For example: If the number of worker nodes is 4 

and each worker node has 4 processing cores, the number of executors will be 16, which indicates the degree of 

parallelism. As shown in Fig. 5, an instance of each range query is distributed among Executors and each Executor 

executes the range search operation using the B+Tree structure called Data Fragment in Fig. 5. 
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Fig 4 Serial and Parallel Parts in Distributed Range Search Algorithm 

 

Fig 5 Parallelism Form of Range Search Algorithm 

4 Performance Evaluation 

     In this section, the performance of our proposed distributed B+Tree indexing method to process range queries over 

streaming data is evaluated by performing several experiments. 

4.1 Experimental settings 

     We used a cluster including 9 nodes for evaluation of our proposed indexing method to process range queries over 

streaming data. Each node had 4 processing cores with a speed of 2.20 GHz, a main memory with a capacity of 4 GB, 

a hard disk of SSD type with a capacity of 120 GB and a network interface with a speed of 1 Gbps. The operating 

system installed on each node was Linux Ubuntu 19.10 x64. The distributed processing platform used in our 

experiments was Apache Spark 2.4.4 with the Spark Streaming library for streaming data processing. We used Kafka 

2.6.13 to manage the streaming data and HDFS file system to store the required files. In our experiments, we used a 

node from the cluster as the master node and the other 8 nodes as the worker nodes. Fig. 6 shows the structure of the 

Spark cluster in our experiments. 
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Fig. 6 Structure of the Spark Cluster in Our Experiments 

     We ran the Driver program on the master node and the Worker program on the worker nodes. The Driver program 

was responsible for managing the Spark cluster and distributing the tasks to the worker nodes, as well as collecting 

and aggregating the query results from the worker nodes. The Worker program was responsible for receiving tasks 

from the Driver program and processing and returning the query results to the Driver program. In our experiments, 

the maximum number of executors was 32, and the tasks were distributed among these executors by the Driver 

program run on the master node. 

     We used the dataset used in [48] in our experiments1. This dataset is about famous movies including the following 

fields: movie name, year of production, and ratings by fans. This data set has more than 10 million records stored as 

a CSV file. 

     To measure the performance variation based on the types of data distribution, we used three data distributions 

Uniform, Skew, and Hyper Skew in our experiments. We produced streaming data for each data distribution using the 

Spark Streaming library. The time interval of each DStream for generating data was 30 seconds. In the uniform 

distribution, the records were uniformly placed in the streaming data based on the key field with a probability of 1/𝑛, 

where 𝑛 was the number of records. In the skew distribution, data distribution was normal with zero mean and 

symmetrical skewness, and in the hyper skew distribution, data distribution was normal, but with non-zero mean and 

asymmetrical skewness. In other words, the data distribution was either skewed to the right or skewed to the left in 

this case. 

     To measure the performance of our proposed indexing method to create index trees in the Spark cluster, we used 

the index creation time as a metric in our experiments. This metric is dependent on independent parameters: the type 

of data distribution, the number of records in the dataset, the number of nodes in the Spark cluster, the number of 

processor cores in each worker node, the number of Executors in the Spark cluster, the number of partitions in the 

Spark cluster, and the value of branching factor in index tree [18, 20, 23]. Table 2 shows these independent parameters 

with the values in our experiments. Each experiment was repeated 3 times and the average value was calculated from 

the obtained results as the final value. 

                                                           
1 https://grouplens.org/ 

https://grouplens.org/
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Table 2 Independent Variable and their Values in Our Experiments 

Parameter Values 

Type of Data Distribution Uniform, Skew, Hyper Skew 

Number of Dataset Records 1 M, 2 M, 4 M, 8 M (Records per Minutes) 

Number of Partitions 1, 2, 4, 8,16, 32 

Branching Factor 64, 128, 256, 512 

Number of Nodes 1, 2, 4, 8 

Number of Processor Cores per Node 4 

Number of Executors 4, 8, 16, 32 

 

      To measure the storage cost of our proposed indexing method, we used the total index size as a metric in our 

experiments. It is defined as follows: 𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑑𝑒𝑥 𝑆𝑖𝑧𝑒 =  𝑆𝑖𝑧𝑒 (𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑑𝑒𝑥 𝐾𝑒𝑦𝑠 𝑝𝑒𝑟 𝐵 + 𝑇𝑟𝑒𝑒)  +  𝑆𝑖𝑧𝑒 (𝑅𝑒𝑐𝑜𝑑𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝐷𝑎𝑡𝑎 𝑆𝑡𝑟𝑒𝑎𝑚)                             (5) 

where Total Index Keys per B+Tree is calculated by Equation 6 as follows: 𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑑𝑒𝑥 𝐾𝑒𝑦𝑠 𝑝𝑒𝑟 𝐵 + 𝑇𝑟𝑒𝑒 =  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 (𝑅𝑜𝑜𝑡 𝐾𝑒𝑦𝑠)  +  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 (𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑁𝑜𝑑𝑒𝑠 𝐾𝑒𝑦𝑠)  +  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 (𝐿𝑒𝑎𝑓  𝑁𝑜𝑑𝑒𝑠  𝐾𝑒𝑦𝑠)                                                                                                                                     (6) 

     To measure the storage overhead in our proposed indexing method, we used the memory index overhead as a metric 

in our experiments which is calculated using Equation 7. 

𝑀𝑒𝑚𝑜𝑟𝑦 𝐼𝑛𝑑𝑒𝑥 𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 = 𝑆𝑖𝑧𝑒 𝑜𝑓 𝐷𝑎𝑡𝑎𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑑𝑒𝑥 𝑆𝑖𝑧𝑒                                                                                                                   (7) 

     To measure the performance improvement of our proposed indexing method to process range queries over data 

stream, we used two metrics speed up and scale up in our experiments. They are defined as follows [49]: 

𝑆𝑝𝑒𝑒𝑑 𝑈𝑝 = 𝐸𝑙𝑎𝑝𝑠𝑒𝑑 𝑇𝑖𝑚𝑒 𝑜𝑛 𝑆𝑖𝑛𝑔𝑙𝑒 𝑁𝑜𝑑𝑒𝐸𝑙𝑎𝑝𝑠𝑒𝑑 𝑇𝑖𝑚𝑒 𝑜𝑛 𝑀𝑢𝑙𝑡𝑖 𝑁𝑜𝑑𝑒                                                                                                                       (8) 

𝑆𝑐𝑎𝑙𝑒 𝑈𝑝 = 𝑆𝑖𝑛𝑔𝑙𝑒 𝑁𝑜𝑑𝑒 𝐸𝑙𝑎𝑝𝑠𝑒𝑑 𝑇𝑖𝑚𝑒 𝑜𝑛 𝑆𝑚𝑎𝑙𝑙 𝐷𝑎𝑡𝑎 𝑆𝑒𝑡𝑀𝑢𝑙𝑡𝑖 𝑁𝑜𝑑𝑒 𝐸𝑙𝑎𝑝𝑠𝑒𝑑 𝑇𝑖𝑚𝑒 𝑜𝑛 𝐿𝑎𝑟𝑔𝑒 𝐷𝑎𝑡𝑎 𝑆𝑒𝑡                                                                                            (9) 

 

4.2 Experimental Results 

     In our experiments, we first considered the impact of different parameters for creating index trees. Then, we 

investigated the impact of different parameters for processing of range queries over streaming data using our proposed 

distributed B+Tree indexing method. Finally, we compared our proposed indexing method with the ACBBI indexing 

method [20]. 

4.2.1 The Impact of Different Parameters for Creating Index Trees 

     Here, we explained the impact of different parameters in the creation of index tree. 
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4.2.1.1 The Effect of the Number of Partitions on the Index Creation Time  

     Fig. 7 shows the effect of number of partitions on the index creation time for three different data distribution 

scenarios when the number of records in the data stream was 8M records per minute, the branching factor was 64, and 

the number of executors in the Spark cluster was 32. As shown in Fig. 7, increasing the number of partitions for the 

uniform data distribution and the skew data distribution has a positive effect, and with the increasing the number of 

partitions, the index creation time reduces. However, the results are different for the hyper skew data distribution and 

the index creation time is significantly increased by increasing the number of partitions. In our proposed indexing 

method, when the number of partitions is few, the number of index trees is also few, and as a result, the size of the 

index tree becomes larger, and vice versa. In the hyper skew data distribution, we have a lot of skewness and therefore, 

some partitions have a few numbers of data records while other partitions may have a large number of data records. 

Therefore, the index creation time will be more for partitions including the large number of data records. As shown in 

Fig. 7, in the case that the number of partitions is ¼ of the number of executors in the Spark cluster, the index creation 

time is almost the same for all three data distributions. Therefore, we can set the number of partitions in the hyper 

skew data distribution equals to ¼ the number of executors to have better index creation time. 

 

Fig. 7 Effect of the Number of Partitions on Index Creation Time 

4.2.1.2 The Effect of Branching Factor on the Index Creation Time  

     Fig. 8 shows the effect of branching factor on the index creation time for three different data distribution scenarios 

when the number of records in the data stream was 8M records per minute, the number of partitions was 8, and the 

number of executors in the Spark cluster was 32. Generally, if the branching factor of the B+Tree is equal to 𝑛 and all 

the nodes and keys of the index tree are used in the worst case, in the first level of the index tree, there is a root node 

with 𝑛 keys and (𝑛 + 1) pointers, in the second level of the index tree, there are (𝑛 + 1) internal nodes containing 𝑛 

keys and (𝑛 + 1) pointers to nodes in the third level, and in the third level (last level), (𝑛 + 1)(𝑛 + 1) leaf nodes 

containing 𝑛 key-value pairs. Therefore, when the branching factor is set to 64, the maximum number of records that 

can be inserted into the index tree is equal to 64 × 65 × 65 = 270,400 records, which is greater than 125,000. If the 

branching factor is changed to 128, 256, and 512, only the number of records greater than 270,400 can be inserted 

into the index tree and it will not affect the index creation time. However, the index creation time has increased in the 

case of hyper skew data distribution compared to other data distributions. It is due to the high skewness of the data 

and the existence of a large number of records in some partitions compared to other partitions. 
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Fig. 8 Effect of Branching Factor on the Index Creation Time 

4.2.1.3 Speed Up in the Process of Index Creation 

     Fig. 9 shows the speed up during the process of index creation in our proposed indexing method for three different 

data distribution scenarios when the number of records in the data stream was 8M records per minute, the number of 

partitions was 8, the branching factor was 64, and the number of worker nodes was varied. We set the number of 

executors to be four times the number of worker nodes in our experiments. As shown in Fig. 9, the pattern of speed 

up diagram is almost the same for all data distributions since the data records in the same range are placed together in 

each partition and therefore, the type of data distribution has no effect on the index creation time.  
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Fig. 9 Speed Up in the Process of Index Creation 

4.2.1.4 Scale up in the Process of Index Creation 

     Fig. 10 shows the scale up during the process of index creation in our proposed indexing method for three different 

data distribution scenarios when the number of partitions was 8, the branching factor was 64, and the number of 

records were varied. We changed the number of records from 1M to 2M, 4M, and 8M records per minute in the data 

stream and the number of executors from 4 to 8, 16 and 32 in our experiments, respectively. As shown in Fig. 10, the 

pattern of scale up diagram is almost the same for all data distributions since the data records in the same range are 

placed together in each partition and therefore, the type of data distribution has no effect on the index creation time. 

4.2.1.5 The Effect of the Number of Records on the Index Size 

     Fig. 11 shows the effect of number of records on index size of our proposed indexing method for three different 

data distribution scenarios when the number of executors in the Spark cluster was 32, the number of partitions was 8, 

the branching factor was 64, and the number of records per minute was varied. As shown in Fig 11, the growth rate 

of index size has doubled with 2, 4, 8, and 16 times the data volume per minute since the size of the index tree is 

dependent on the size of the data records in the data stream. By doubling the data volume, the size of the index has 

also doubled. 
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Fig. 10. Scale Up in the Process of Index Creation 

 

Fig. 11 Effect of Number of Records on Index Size 

     Fig. 12 shows the memory overhead in our proposed indexing method when the number of executors in the Spark 

cluster was 32, the number of partitions was 8, the branching factor was 64, and the number of records per minute in 

the data stream was varied. As shown in Fig 12, it is clear that our proposed indexing method needs 50% of storage 

space of data records in the stream to store the index data and obviously this amount of storage space does not increase 
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as the number of records in the data stream increases since the structure of the B+Tree is fixed and the amount of data 

does not change the structure of the index. 

 

Fig. 12 Memory Overhead of Our Proposed Indexing Method 

4.2.2 The Impact of Different Parameters on the Processing of Range Queries 

   We investigate the impact of different parameters in our proposed indexing method for processing range queries 

over streaming data. 

4.2.2.1 The Effect of the Number of Partitions in the Cluster on Query Processing 

     Figs. 13, 14, and 15 show the effect of number of partitions in our proposed indexing method to process range 

queries over streaming data for three different data distribution scenarios to retrieve 10%, 50% and 100% of the data 

records, respectively. In our experiments, the number of records in the data stream was 8M records per minute, the 

branching factor was 64, and the number of executors in the Spark cluster was 32. As shown in Figs. 13, 14, and 15, 

increasing the number of partitions, especially in the uniform data distribution, has a negative effect on the query 

execution time in most cases. The reason is that the desired records may not exist in some index trees and therefore, 

many partitions should be checked in this regard. Moreover, it is clear that the type of data distribution does not 

significantly affect the query processing time. It is an advantage of our indexing methods as it can be used for datasets 

with different data distributions. 
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Fig. 13 Effect of Number of Partitions on Query Execution Time to Retrieve 10% of Data 

 

Fig. 14 Effect of Number of Partitions on Query Execution Time to Retrieve 50% of Data 
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Fig. 15 Effect of Number of Partitions on Query Execution Time to Retrieve 100% of Data 

4.2.2.2 Speed Up in Processing the Range Queries 

     Figs. 16, 17, and 18 show the speed up of our proposed indexing method in processing range queries for three 

different data distribution scenarios to retrieve 10%, 50%, and 100% of data records in the data stream, respectively. 

In our experiments, the number of records in the data stream was to 8M records per minute and the number of partitions 

and the branching factor were to 8 and 64, respectively. We set the number of executors to be four times the number 

of worker nodes in our experiments. As shown in Figs. 16, 17, and 18, the pattern of speed up diagram is almost the 

same for all data distributions since the data records in the same range are placed together in each partition and 

therefore, the type of data distribution has no effect on the index creation time. It is also clear that increasing the 

number of worker nodes has a positive effect on the query execution time for all experiments since by increasing the 

number of worker nodes, the number of executors also increases, and therefore, more executors are assigned to execute 

the range search algorithm on each index tree in the Spark cluster. This feature of our proposed indexing method can 

increase the degree of parallelism for processing the range queries over streaming data. 
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Fig. 16 Speed Up in Processing of Range Queries to Retrieve 10% of Data Records 

 

Fig. 17 Speed Up in Processing of Range Queries to Retrieve 50% of Data Records 
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Fig. 18 Speed Up in Processing of Range Queries to Retrieve 100% of Data Records 

4.2.2.3 Scale Up in Processing the Range Queries 

     Figs. 19, 20, and 21 show the scale up of our proposed indexing method in processing range queries for three 

different data distribution scenarios to retrieve 10%, 50%, and 100% of data records in the data stream, respectively. 

In our experiments, the number of partitions and the branching factor were to 8 and 64, respectively, and the number 

of records and the number of executors in the data stream were varied. We changed the number of records from 1M 

to 2M, 4M, and 8M records per minute in the data stream and the number of executors from 4 to 8, 16 and 32 in our 

experiments, respectively. We also set the number of executors to be four times the number of worker nodes in our 

experiments. As shown in Figs. 19, 20, and 21, the pattern of scale up diagram is almost the same for all data 

distributions in all experiments since the data records in the same range are placed together in each partition and 

therefore, the type of data distribution has no effect on the index creation time. It is also clear that our proposed 

indexing method for processing the range queries over the data stream is scalable since by increasing the number of 

worker nodes, the number of executors increases and therefore, the search algorithm can be executed in parallel form 

on the index tree of each partition with more executors. 
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Fig. 19 Scale Up in Processing of Range Queries to Retrieve 10% of Data Records 

 

Fig. 20 Scale Up in Processing of Range Queries to Retrieve 50% of Data Records 
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Fig. 21 Scale Up in Processing of Range Queries to Retrieve 100% of Data Records 

4.2.3 Compassion with Other Indexing Methods 

     We compared our proposed indexing method with the ACBBI indexing method proposed in [20] because: 1) This 

indexing method is a B+Tree indexing method for processing range queries over streaming data. 2) It is more efficient 

than the indexing methods proposed in [16, 24, 38, 39], in terms of index maintenance cost and the query processing 

time. In addition, it should be noted that the indexing methods proposed in [18, 19, 23, 34-36, 42] cannot be compared 

with our proposed indexing method since they do not support streaming data or they are used for multi-dimensional 

spatial data. We implemented the ACBBI indexing method and used similar experimental settings for this indexing 

method to compare it with our proposed indexing method fairly. 

4.2.3.1 Comparison in terms of Index Creation Time  

   Fig. 22 shows the index creation time of different indexing methods for three different data distributions. In our 

experiments, the number of records in the data stream was 2M records per minute, the number of partitions, the 

branching factor, and the number of executors were 4, 64, and 4, respectively. We only used only 1 node with 4 

processing cores in our experiments. As shown in Fig. 22, it is clear our proposed indexing method is more efficient 

to create index trees compared to the ACBBI indexing method. This is due to the distributed structure of our proposed 

indexing method which can be created in parallel and distributed form. 
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Fig. 22 Index Creation Time in Different Indexing Methods 

4.2.3.2 Comparison in terms of Query Processing Time 

     To compare the query processing time of our proposed indexing method with the ACBBI indexing method to 

process range queries over streaming data, a set of experiments were performed. In all experiments, the number of 

records in the data stream was 2M records per minute, the number of partitions, the branching factor, and the number 

of executors were to 4, 64, 4, respectively. We only used 1 node with 4 processing cores in our experiments to retrieve 

a fraction of data records from 10% to 100% with an interval of 10%. Figs. 23, 24, and 25 show the time to process 

range queries over data stream in different indexing methods when the data distribution is uniform, skew, and hyper 

skew, respectively. As shown in Figs. 23, 24, and 25, it is clear that the time to process range queries for our proposed 

index method in all data distributions is less than that in the ACBBI indexing method since the process of query 

processing in our proposed indexing method can be done in parallel form even if there is a single node in the 

experiment. 
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Fig. 23 Query Processing Time of Different Indexing Methods in the Uniform Data Distribution 

 

Fig. 24 Query Processing Time of Different Indexing Methods in the Skew Data Distribution 
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Fig. 25 Query Processing Time of Different Indexing Methods in the Hyper Skew Data Distribution 

4.2.3.3 Comparison in terms of Storage Cost 

     To compare the storage cost of our proposed indexing method with the ACBBI indexing method, a set of 

experiments were performed. In all experiments, the number of records in the data stream was 2M records per minute, 

the number of partitions, the branching factor, and the number of executors were 4, 64, and 4, respectively. We only 

used 1 node with 4 processing cores in our experiments. Fig. 26 shows the index size of different indexing methods 

for three different data distributions. As shown in Fig. 26, it is clear that the index size in our proposed indexing 

method is more than that in the ACBBI indexing method in all data distributions since more than one B+Tree index 

is created in our proposed indexing method but in the ACBBI indexing method, only one B+Tree index tree is created. 
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Fig. 26 Index Size of Different Indexing Methods 

5. Conclusion and Future Works 

     In this paper, we proposed a system architecture including components for distributed indexing of streaming data 

and distributed processing of range queries over streaming data. We also designed a distributed B+Tree indexing 

method to process range queries over streaming data. The proposed indexing method used the map-reduce 

programming model in the Apache Spark platform to create a set of small B+Tree indexes over streaming data. In 

addition, we developed a range search algorithm based on the map-reduce programming model in the Apache Spark 

platform to process range queries in a distributed fashion. By performing a set of experiments, we showed that our 

proposed indexing method has acceptable scalability and with increasing data volume, it has a suitable efficiency for 

processing range queries over streaming data. It was also more efficient than the ACBBI indexing method to process 

range queries in terms of index creation time and query processing time. Unlike the ACBBI indexing method, it did 

not require a pruning operation in order to prevent the growth of the index tree size and therefore, it was more efficient 

than the ACBBI indexing method. In addition, it was developed to be used with the Apache Spark platform and 

therefore, it was reliable compared to the ACBBI indexing method which has the problem of single pint-of-failure. 

However, our proposed indexing method needed more storage space to store the index information compared to the 

ACBBI indexing method due to the creation of a set of small B+Tree indexes in parallel. Although the proposed 

indexing method required more storage space compared to the ACBBI indexing method, its scalability and high 

efficiency in processing of range queries could cover this weakness. 

   In the future, we plan to extend this paper in several directions as follows: 
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1) The use of some compression techniques to reduce the storage space required to store the index information 

in our proposed indexing method. 

2) To extend our proposed indexing method to support logical operators in processing range queries over 

streaming data by proposing efficient query processing algorithms. 
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