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#### Abstract

An optimal control problem governed by an elliptic variational inequality of the first kind and bilateral control constraints is studied. A smooth penalization technique for the variational inequality is applied and convergence of stationary points of the subproblems to an $\mathscr{E}$-almost C-stationary point of the limit problem is shown. The subproblems are solved using a full approximation multigrid scheme (FAS) and alternatively a multigrid method of the second kind for which a convergence result is given. An overall algorithmic concept is provided and its performance is discussed by means of examples.


## 1. Introduction and Problem formulation

In this paper we study a new stationarity concept and multigrid algorithms for the following minimization problem $(\mathcal{P})$ :

$$
\begin{align*}
\min J(y, u) & =\frac{1}{2}\left\|y-y_{d}\right\|_{L^{2}}^{2}+\frac{\nu}{2}\|u\|_{L^{2}}^{2} \text { over } y \in V, u \in L^{2}(\Omega) \\
\text { s.t. (subject to) } y & \in K, a(y, v-y) \geq(f+u, v-y) \forall v \in K,  \tag{1.1a}\\
u & \in U_{a d} \tag{1.1b}
\end{align*}
$$

where

$$
U_{a d}=\left\{v \in L^{2}(\Omega): a \leq v \leq b \text { a.e. in } \Omega\right\},
$$

and $\Omega \subset \mathbb{R}^{n}, n \leq 3$, is an open, bounded domain that is either convex and polygonal or has a $C^{1,1}$-boundary $\partial \Omega$. Further $a(\cdot, \cdot): V \times V \rightarrow \mathbb{R}$, with $V=H_{0}^{1}(\Omega)$, denotes the bilinear form

$$
a(v, w)=\sum_{i, j=1}^{n} \int_{\Omega} a_{i j} \frac{\partial v}{\partial x_{j}} \frac{\partial w}{\partial x_{i}} d \boldsymbol{x}+\sum_{i=1}^{n} \int_{\Omega} b_{i} \frac{\partial v}{\partial x_{i}} w d \boldsymbol{x}+\int_{\Omega} c v w d \boldsymbol{x}
$$

for all $v, w \in V$, where $b_{i}, c \in L^{\infty}(\Omega), a_{i j} \in C^{0,1}(\bar{\Omega})$ and $c \geq 0$. We assume that $a(\cdot, \cdot)$ is bounded and coercive, i.e., there exist constants $C_{B}, C_{C}>0$ such that for all $v, w \in V$

$$
\begin{equation*}
|a(v, w)| \leq C_{B}\|v\|_{V}\|w\|_{V} \quad \wedge \quad a(v, v) \geq C_{C}\|v\|_{V}^{2} \tag{1.2}
\end{equation*}
$$

The variational inequality (VI) constraint (1.1a) involves the cone

$$
K=\{v \in V: v \geq 0 \text { a.e. in } \Omega\} .
$$

[^0]By $(\cdot, \cdot)$ and $\|\cdot\|$ we denote the scalar product and norm, respectively, in $L^{2}(\Omega)$ and by $\langle\cdot, \cdot\rangle$ the duality pairing between $V$ and $V^{*}=H^{-1}(\Omega)$. Moreover, $y_{d}, f \in$ $L^{2}(\Omega)$ are given, $\nu>0$ is fixed, and the bounds on the control variable $u$ are $a, b \in L^{2}(\Omega) \cup\{-\infty, \infty\}$ with $(b-a)>0$. The state variable is denoted by $y$. Note that our notation allows us to choose $a \equiv-\infty, b \equiv \infty$ if no lower or upper bound acts on the control. Further, the cone $K$ can be replaced by

$$
K_{\psi}=\{v \in V: v \geq \psi \text { a.e. in } \Omega\}
$$

with $\psi \in H^{2}(\Omega),\left.\psi\right|_{\partial \Omega} \leq 0$, and the subsequent results remain true. For the treatment of the obstacle problem with $K_{\psi}$ we refer to [31].

We recall that, given $u \in L^{2}(\Omega)$, the variational inequality (1.1a) admits a unique solution $y \in V$. If $u+f \in L^{2}(\Omega)$ then $y \in H^{2}(\Omega) \cap V$ due to the so-called shift theorem; see, for instance, [13, 15, 25]. In [28] it was proven that $(\mathcal{P})$ admits a solution.

Our model problem $(\mathcal{P})$ is a particular instance of a mathematical program with equilibrium constraints (MPEC) in function space. Problems of this type were considered earlier in $[1,2,3,4,5,6,21,28,29]$ and the references therein. In these papers typically versions of first order conditions are derived. Let us point out that due to the VI constraint classical constraint qualifications [36] are generically violated by $(\mathcal{P})$. Hence, alternative proof concepts for deriving stationarity conditions need to be developed. In the aforementioned papers and monographs mainly two approaches are used: relaxation of a primal-dual form of the VI constraint ([2]) and regularized penalization ([1, 21, 28], for instance). In [24], as in [2], a relaxation approach was pursued in order to categorize first order conditions similar to finite dimensions [27, 30, 32, 35]. Depending on the realization of the VI constraint and the induced regularity of associated Lagrange multipliers, new versions of stationarity arise in function space; see, e.g., "E-almost C-stationarity" (Definition 3.2) and "almost C-stationarity", concepts which were introduced in [24]. We point out that in finite dimensional space these notions coincide with C-stationarity. Typically, in the aforementioned references, no constraints on the control are considered. Some of the techniques, like the one in [28] for instance, do not apply in this situation in general. Hence one focus of the present work is to derive first order characterization in the presence of pointwise constraints on the control.

The literature on solution algorithms for $(\mathcal{P})$ is relatively scarce. In [2] a multiplier method is used but only for the relaxed problems without driving the relaxation parameter to zero. The approach in [21] is based on a nonlinear complementarity (NCP) function based reformulation of the VI constraint and a subsequent least-squares approach to a first order system establishing weak stationarity. Then, in [22] an active-set Newton solver is proposed for obtaining some type of C-stationary points which may be interpreted as a particular version of an implicit programming approach to MPECs; see [30] for the latter. Further, as the proof technique in [24] is constructive an associated solution algorithm is proposed in [24] based on a relaxation scheme and a path-following semismooth Newton solver.

The relaxation approach of [24] is rather general, as it does not rely on the bilevel structure of the underlying problem. Under relatively weak assumptions $\mathcal{E}$-almost C-stationarity is derived, and conditions implying stronger optimality conditions, such as C- and strong stationarity are formulated. While the optimality conditions derived using the regularized penalty approach of this paper are slightly weaker ( $\mathcal{E}$-almost C-stationarity without further conditions for the stronger concepts) the
method however preserves certain problem structures, which might be advantageous in the design of algorithms. For instance, $(\mathcal{P})$ admits an interpretation as a bilevel optimization problem in function space due to the fact that the VI constraint represents the first order necessary and sufficient condition of state lower level minimization problem. The penalty approach maintains this structure, i.e., after penalizing and smoothing the VI constraint the overall problem still admits a bilevel structure. In addition, the resulting minimization problem resembles an optimal control problem for a semilinear elliptic partial differential equation with point-wise constraints on the control.

Based on $[8,7,10,17,18,20]$, in this paper we introduce multigrid solvers for these problems. In fact, we study the full approximation scheme (FAS) [7, 10] and a multigrid method of the second kind [18] and embed these methods in a continuation scheme for the penalty and/or smoothing parameter. Under a nondegeneracy condition, we establish a convergence result for the version based on the multigrid method of the second kind. To the best of our knowledge these are the first multigrid-based solvers for MPECs in function space.

The rest of the paper is organized as follows. In the next section we introduce our smoothed penalty approach and study some of its properties. Then we derive first order optimality conditions in section 3 . Here we focus on the concept of $\mathcal{E}$-almost C-stationarity. Section 4 introduces first a FAS-scheme and then a nonlinear multigrid method of the second kind for solving the penalized and smoothed problems. For the latter approach a convergence result is given. The paper ends by a report on numerical tests comparing both variants of multigrid solvers and different types of penalization.

## 2. Penalization of the variational inequality

A common technique for solving a variational inequality of the form (1.1a) is by penalization (see, e.g., [14, 25]). Using this technique the variational inequality is approximated by a sequence of nonlinear boundary value problems. For a given penalty operator $\pi: V \rightarrow V^{*}$ with the following properties:

$$
\left\{\begin{array}{l}
\pi \text { is Lipschitz continuous }  \tag{2.1}\\
\operatorname{Ker}(\pi)=K \\
\pi \text { is monotone }
\end{array}\right.
$$

the VI can be approximated by the penalized equation

$$
\begin{equation*}
a(y, v)+\frac{1}{\alpha}\langle\pi(y), v\rangle=(f+u, v) \forall v \in V, \tag{2.2}
\end{equation*}
$$

with $\alpha>0$ being the penalty parameter. Due to the monotonicity of the nonlinear operator $\pi$, equation (2.2) has a unique solution (see, e.g., [14]) which we denote by $y_{\alpha}(u)$. Furthermore if we denote the solution of (1.1a) by $y(u)$, it is well known that

$$
\begin{equation*}
y_{\alpha}(u) \rightarrow y(u) \text { in } V \text { as } \alpha \downarrow 0, \tag{2.3}
\end{equation*}
$$

(see, e.g., [14]). In this paper we consider the penalty operator

$$
\pi(v):=-\max (0,-v) \forall v \in V
$$

where the max-operation is to be understood point-wise. As the max $(0, \cdot)$-function is not differentiable at the origin we introduce different regularizations yielding $C^{1}$ approximations of $\max (0, \cdot)$. For a fixed smoothing parameter $\varepsilon>0$ we define the following regularized/smoothed operators:
(2.4)
$\max _{\varepsilon}^{g}(0, r):= \begin{cases}r-\frac{\varepsilon}{2} & \text { if } r \geq \varepsilon \\ \frac{r^{2}}{2 \varepsilon} & \text { if } r \in(0, \varepsilon), \quad \max _{\varepsilon}^{l}(0, r):=\left\{\begin{array}{ll}r & \text { if } r \geq \varepsilon \\ 0 & \text { if } r \leq 0\end{array} \frac{r^{2}}{4 \varepsilon}+\frac{r}{2}+\frac{\varepsilon}{4}\right. \\ 0 & \text { if } r \in(-\varepsilon, \varepsilon), \\ 0 & \text { if } r \leq-\varepsilon\end{cases}$
Both regularizations are $C^{1}$-functions that smooth the kink of the max-operator. As illustrated in Figure 2.1 the regularization $\max _{\varepsilon}^{l}$ alters the function locally


Figure 2.1. $\max (0, \cdot)$ and regularizations $\max _{\varepsilon}^{g}$ and $\max _{\varepsilon}^{l}$.
around the origin but leaves the operator unchanged outside of this neighborhood, whereas the smoothing of $\max _{\varepsilon}^{g}$ affects the operator on the whole half-plane. We will therefore refer to the two operators as "local" and "global" regularizations, respectively. In the context of penalization we note that the global regularization itself defines a suitable penalty operator for the variational inequality, i.e., it satisfies (2.1), while the local regularization $\max _{\varepsilon}^{l}$ violates the second condition of (2.1) for every $\varepsilon>0$.

In the following lemma useful properties of these operators are provided. We also state some of the differences between the regularizations.

Lemma 2.1. (i) Both $\max _{\varepsilon}^{g}$ and $\max _{\varepsilon}^{l}$ are monotone and convex.
(ii) The global variant $\max _{\varepsilon}^{g}$ penalizes the set $K$, i.e., $\max _{\varepsilon}^{g}(0,-\cdot)$ satisfies conditions (2.1). The local variant $\max _{\varepsilon}^{l}$ is not a suitable penalty operator for $K$. The violation of (2.1) can be estimated by:

$$
\left\|\max _{\varepsilon}^{l}(0,-v)\right\|_{L^{2}} \leq \frac{\varepsilon}{4} \sqrt{\operatorname{meas}(\Omega)} \forall v \in K
$$

Furthermore if $\max _{\varepsilon}^{l}(0,-v)=0$ then $v \in K$.
(iii) We have $\left(\max _{\varepsilon}^{g}(0,-v), v\right) \leq 0$ for all $v \in L^{2}(\Omega)$ and the local variant satisfies

$$
\left(\max _{\varepsilon}^{l}(0,-v), v\right) \leq \frac{\varepsilon^{2}}{4} \operatorname{meas}(\Omega) \forall v \in L^{2}(\Omega)
$$

(iv) For all $r \in \mathbb{R}$ we find that

$$
\begin{aligned}
& 0 \leq \max (0, r)-\max _{\varepsilon}^{g}(0, r) \leq \frac{\varepsilon}{2} \\
& 0 \leq \max _{\varepsilon}^{l}(0, r)-\max (0, r) \leq \frac{\varepsilon}{4}
\end{aligned}
$$

(v) Both $\left(\max _{\varepsilon}^{g}(0, r)\right)^{\prime}$ and $\left(\max _{\varepsilon}^{l}(0, r)\right)^{\prime} \in[0,1]$ for all $r \in \mathbb{R}$. As a consequence both regularizations are Lipschitz continuous with Lipschitz constant 1.
(vi) The global regularization has a Lipschitz property with respect to $\varepsilon$, i.e.,

$$
\left|\max _{\varepsilon_{1}}^{g}(0, r)-\max _{\varepsilon_{2}}^{g}(0, r)\right| \leq \frac{3}{2}\left|\varepsilon_{1}-\varepsilon_{2}\right|
$$

for all $r \in \mathbb{R}$ and $\varepsilon_{1}, \varepsilon_{2}>0$.
Proof. Assertions (i), (iv) and (v) are evident. For the estimate in (ii) assume that $v \geq 0$ a.e. in $\Omega$. Then

$$
\left\|\max _{\varepsilon}^{l}(0,-v)\right\|_{L^{2}}^{2}=\int_{\{-\varepsilon<-v \leq 0\}} \max _{\varepsilon}^{l}(0,-v)^{2} \leq\left(\frac{\varepsilon}{4}\right)^{2} \int_{\{-\varepsilon<-v \leq 0\}} 1 \leq\left(\frac{\varepsilon}{4}\right)^{2} \operatorname{meas}(\Omega)
$$

as $0 \leq \max _{\varepsilon}^{l}(0, r) \leq \frac{\varepsilon}{4}$ for all $-\varepsilon \leq r \leq 0$. The proof of the estimate for $\max _{\varepsilon}^{l}$ in (iii) is done analogously. In order to prove (vi) w.l.o.g. let $\varepsilon_{1}<\varepsilon_{2}$ and $r \in \mathbb{R}$. We investigate several cases. If $r \leq 0$ then $\max \varepsilon_{\varepsilon_{1}}^{g}(0, r)-\max _{\varepsilon_{2}}^{g}(0, r)=0$. If $0<r<\varepsilon_{1}$ then

$$
\left|\max _{\varepsilon_{1}}^{g}(0, r)-\max _{\varepsilon_{2}}^{g}(0, r)\right|=\frac{r^{2}}{2}\left(\frac{1}{\varepsilon_{1}}-\frac{1}{\varepsilon_{2}}\right)=\frac{r^{2}}{2} \frac{\varepsilon_{2}-\varepsilon_{1}}{\varepsilon_{1} \varepsilon_{2}} \leq \frac{1}{2}\left(\varepsilon_{2}-\varepsilon_{1}\right)
$$

If $\varepsilon_{1} \leq r<\varepsilon_{2}$ then

$$
\begin{aligned}
\left|\max _{\varepsilon_{1}}^{g}(0, r)-\max _{\varepsilon_{2}}^{g}(0, r)\right| & =r-\frac{\varepsilon_{1}}{2}-\frac{1}{2 \varepsilon_{2}} r^{2} \leq \varepsilon_{2}-\frac{\varepsilon_{1}}{2}-\frac{\varepsilon_{1}^{2}}{2 \varepsilon_{2}} \\
& =\frac{\varepsilon_{2}}{2}-\frac{\varepsilon_{1}}{2}+\frac{\varepsilon_{2}^{2}}{2 \varepsilon_{2}}-\frac{\varepsilon_{1}^{2}}{2 \varepsilon_{2}}=\frac{1}{2}\left(1+\frac{\varepsilon_{2}+\varepsilon_{1}}{\varepsilon_{2}}\right)\left(\varepsilon_{2}-\varepsilon_{1}\right) \\
& \leq \frac{3}{2}\left(\varepsilon_{2}-\varepsilon_{1}\right)
\end{aligned}
$$

Finally if $\varepsilon_{2} \leq r$ then

$$
\left|\max _{\varepsilon_{1}}^{g}(0, r)-\max _{\varepsilon_{2}}^{g}(0, r)\right|=r-\frac{\varepsilon_{1}}{2}-\left(r-\frac{\varepsilon_{2}}{2}\right)=\frac{1}{2}\left(\varepsilon_{2}-\varepsilon_{1}\right) .
$$

In Section 4.1.2 we consider a special multigrid method to solve a penalized problem. The convergence analysis however requires additional smoothness of the regularization. We therefore introduce a $C^{2}$-regularization, which we, for the sake of simplicity, present in its "global" form only.

$$
\max _{\varepsilon}^{G}(0, r):= \begin{cases}r-\frac{\varepsilon}{2} & \text { if } r \geq \varepsilon  \tag{2.5}\\ \frac{r^{3}}{\varepsilon^{2}}-\frac{r^{4}}{2 \varepsilon^{3}} & \text { if } r \in(0, \varepsilon) \\ 0 & \text { if } r \leq 0\end{cases}
$$

Remark 2.2. The results of Lemma 2.1 remain true if $\max _{\varepsilon}^{g}$ is replaced by $\max _{\varepsilon}^{G}$ and the Lipschitz constant in (vi) is replaced by $7 / 2$.

Due to the non-smoothness of the $\max (0, \cdot)$-operator we are interested in a result similar to (2.3) but using the smoothed operators. As noted earlier the global regularization satisfies the penalization properties whereas the local regularization violates (2.1) for all $\varepsilon>0$. This is reflected in the fact that the smoothing parameter $\varepsilon$ has to be driven to zero in order to achieve convergence if the local regularization is used, while the global regularization permits the choice of a fixed positive smoothing parameter. We therefore make the following assumption on the smoothing parameter.
Assumption 2.1. For each $\alpha>0$ let $\varepsilon(\alpha)>0$ be given such that
(i) $\{\varepsilon(\alpha)\}$ is bounded if $\max _{\varepsilon}^{g}$ or $\max _{\varepsilon}^{G}$ is used and
(ii) $\frac{\varepsilon(\alpha)}{\alpha} \rightarrow 0$ for $\alpha \rightarrow 0$ if $\max _{\varepsilon}^{l}$ is used.

The following theorem describes the approximation properties of the regularized penalized equations.

Theorem 2.3. Let $\left\{u_{\alpha}\right\}$ be a sequence in $L^{2}(\Omega), u \in L^{2}(\Omega)$ such that $u_{\alpha} \rightarrow u$ (strongly) in $V^{*}$. Let $\{\varepsilon(\alpha)\}$ satisfy Assumption 2.1 and $y_{\alpha} \in V$ denote the solution of the regularized penalized equation

$$
\begin{equation*}
\mathcal{A} y_{\alpha}-\frac{1}{\alpha} \max _{\varepsilon(\alpha)}\left(0,-y_{\alpha}\right)=u_{\alpha}+f \tag{2.6}
\end{equation*}
$$

where $\max _{\varepsilon}$ stands for either of the regularizations introduced in the beginning of this section. Then

$$
y_{\alpha} \rightarrow y(u) \text { in } V \quad \text { if } \alpha \rightarrow 0
$$

where $y(u)$ denotes the solution of (1.1a).
Proof. We use similar arguments as in [14], Theorem 3.1, Chapter 1. In the course of this paper we will frequently operate on subsequences which we will, for the sake of readability, not always denote specifically.

In the first part of the proof we consider the global regularizations $\max _{\varepsilon}^{g}$ and $\max _{\varepsilon}^{G}$. For the sake of simplicity we give the proof for $\max _{\varepsilon}^{g}$ only, but all of our arguments apply to the $C^{2}$-regularization. Let $v \in K$ be arbitrarily fixed. Due to the monotonicity of $\max _{\varepsilon}^{g}$ and Lemma 2.1 (ii) we estimate
$0 \leq\left(-\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right)+\max _{\varepsilon(\alpha)}^{g}(0,-v), y_{\alpha}-v\right)=-\left(\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right), y_{\alpha}-v\right)$.
Using (2.6) we then obtain

$$
\begin{equation*}
\left\langle\mathcal{A} y_{\alpha}, y_{\alpha}\right\rangle \leq\left\langle u_{\alpha}+f, y_{\alpha}-v\right\rangle+\left\langle\mathcal{A} y_{\alpha}, v\right\rangle . \tag{2.8}
\end{equation*}
$$

Hence the boundedness and the coercivity of $\mathcal{A}$ yield the boundedness of $\left\{y_{\alpha}\right\}$ in $V$. From (2.6) we infer

$$
\left\|\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right)\right\|_{V^{*}}=\alpha\left\|\mathcal{A} y_{\alpha}-u_{\alpha}-f\right\|_{V^{*}}=\mathcal{O}(\alpha)
$$

and therefore

$$
\begin{equation*}
\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right) \rightarrow 0 \text { in } V^{*} \text { if } \alpha \rightarrow 0 \tag{2.9}
\end{equation*}
$$

As $\left\{y_{\alpha}\right\}$ is bounded, there exists $\bar{y} \in V$ such that (on a subsequence denoted the same) $y_{\alpha} \rightarrow \bar{y}$ weakly in $V$ and strongly in $L^{2}(\Omega)$. Since $\{\varepsilon(\alpha)\}$ is a bounded sequence there exists yet another subsequence and a non-negative parameter $\bar{\varepsilon}$,
such that $\varepsilon(\alpha) \rightarrow \bar{\varepsilon}$ on that subsequence. Due to the Lipschitz properties (v) and (vi) of Lemma 2.1 we find that

$$
\begin{aligned}
& \left\|\max _{\bar{\varepsilon}}^{g}(0,-\bar{y})-\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right)\right\|_{V^{*}} \leq \\
& \quad \leq\left\|\max _{\bar{\varepsilon}}^{g}(0,-\bar{y})-\max _{\bar{\varepsilon}}^{g}\left(0,-y_{\alpha}\right)\right\|_{V^{*}}+\left\|\max _{\bar{\varepsilon}}^{g}\left(0,-y_{\alpha}\right)-\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right)\right\|_{V^{*}} \\
& \quad \leq C\left(\left\|\bar{y}-y_{\alpha}\right\|+|\bar{\varepsilon}-\varepsilon(\alpha)|\right) \rightarrow 0
\end{aligned}
$$

This, combined with (2.9), shows that $\max _{\frac{g}{\varepsilon}}^{g}(0,-\bar{y})=0$ in $V^{*}$. Due to the density of $V$ in $L^{2}(\Omega)$ we find that $\max \frac{g}{\bar{\varepsilon}}(0,-\bar{y})$ also vanishes in $L^{2}(\Omega)$, hence $\bar{y} \in K$. Due to the weak convergence of $y_{\alpha}$ and the coercivity of $A$, taking the $\lim \inf _{\alpha \rightarrow 0}$ in (2.8) yields

$$
\langle\mathcal{A} \bar{y}, \bar{y}\rangle \leq\langle u+f, \bar{y}-v\rangle+\langle\mathcal{A} \bar{y}, v\rangle, \quad \forall v \in K
$$

Therefore $\bar{y}=y(u)$. Due to the uniqueness of the solution of the variational inequality we conclude that in fact the whole sequence $\left\{y_{\alpha}\right\}$ converges (not just a subsequence). Finally the strong convergence of $y_{\alpha}$ follows from the coercivity of $\mathcal{A}$, (2.6) and (2.7) since

$$
\begin{aligned}
C_{C}\left\|y_{\alpha}-\bar{y}\right\|_{V}^{2} & \leq\left\langle\mathcal{A}\left(y_{\alpha}-\bar{y}\right), y_{\alpha}-\bar{y}\right\rangle \\
& =\left\langle u_{\alpha}+f, y_{\alpha}-\bar{y}\right\rangle+\frac{1}{\alpha}\left(\max _{\varepsilon(\alpha)}^{g}\left(0,-y_{\alpha}\right), y_{\alpha}-\bar{y}\right)-\left\langle\mathcal{A} \bar{y}, y_{\alpha}-\bar{y}\right\rangle \\
& \leq\left\langle u_{\alpha}+f, y_{\alpha}-\bar{y}\right\rangle-\left\langle\mathcal{A} \bar{y}, y_{\alpha}-\bar{y}\right\rangle \rightarrow 0 .
\end{aligned}
$$

The proof for $\max _{\varepsilon}^{l}$ uses the same arguments, but replaces the estimate (2.7) with

$$
0 \leq-\left(\max _{\varepsilon(\alpha)}^{l}\left(0,-y_{\alpha}\right), y_{\alpha}-v\right)+\frac{1}{4} \operatorname{meas}(\Omega)^{1 / 2} \varepsilon(\alpha)\left\|y_{\alpha}-v\right\|
$$

and uses $\varepsilon(\alpha) / \alpha \rightarrow 0$.

## 3. The optimal control problem

In this paper we solve the $\operatorname{MPEC}(\mathcal{P})$ by approximating the lower-level problem, i.e., the variational inequality, using the techniques developed in the previous section. For each set of parameters $(\alpha, \varepsilon)>0$ we therefore define the smoothed penalized problem ( $\mathcal{P}_{\alpha, \varepsilon}$ ) by

$$
\begin{align*}
\min J(y, u) & =\frac{1}{2}\left\|y-y_{d}\right\|_{L^{2}}^{2}+\frac{\nu}{2}\|u\|_{L^{2}}^{2} \text { over } y \in V, u \in L^{2}(\Omega) \\
\text { s.t. } & \mathcal{A} y-\frac{1}{\alpha} \max _{\varepsilon}(0,-y)=u+f  \tag{3.1}\\
& a \leq u \leq b \text { a.e. in } \Omega
\end{align*}
$$

where $\max _{\varepsilon}$ is a generic notation that stands for either of the regularizations introduced in Section 2. Using arguments similar to those in [24] and considering the properties listed in Lemma 2.1 the existence of a global optimal point for problem $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$ can be shown. The following result describes the convergence behavior of global optimal points.

Theorem 3.1. Let $\alpha$ and $\varepsilon(\alpha)$ be given such that Assumption 2.1 is satisfied and denote by $\left(y_{\alpha}, u_{\alpha}\right)$ the global solutions of the smoothed-penalized problem $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$. Then there exists a global optimal point $(\bar{y}, \bar{u}) \in V \times L^{2}(\Omega)$ for the original problem $(\mathcal{P})$ such that

$$
\left(y_{\alpha}, u_{\alpha}\right) \rightarrow(\bar{y}, \bar{u}) \text { in } V \times L^{2}(\Omega) .
$$

Proof. Let $\tilde{u} \in U_{a d}$ be fixed and denote by $y_{\alpha}(\tilde{u})$ the solution of the regularized penalized equation (2.6) with right hand side $\tilde{u}+f$. Using Theorem 2.3 we can then estimate

$$
J\left(y_{\alpha}, u_{\alpha}\right) \leq J\left(y_{\alpha}(\tilde{u}), \tilde{u}\right)=\frac{1}{2}\left\|y_{\alpha}(\tilde{u})-y_{d}\right\|_{L^{2}}^{2}+\frac{\nu}{2}\|\tilde{u}\|_{L^{2}}^{2} \leq C \forall \alpha>0
$$

with a constant $C>0$ independent of $\alpha$. Hence from the definition of $J$ we find that $\left\{u_{\alpha}\right\}$ is bounded in $L^{2}(\Omega)$ and there exists $\bar{u} \in L^{2}(\Omega)$ such that on a subsequence (also denoted by $\left\{u_{\alpha}\right\}$ ) $u_{\alpha}$ converges to $\bar{u}$ weakly in $L^{2}(\Omega)$ and strongly in $H^{-1}(\Omega)$. As $U_{a d}$ is closed and convex it is also weakly closed and $\bar{u} \in U_{a d}$. Using Theorem 2.3 again we find that $y_{\alpha} \rightarrow \bar{y}:=y(\bar{u})$ in $V$, therefore $(\bar{y}, \bar{u})$ is feasible for the MPEC $(\mathcal{P})$. Now let $\left(y^{*}, u^{*}\right) \in V \times L^{2}(\Omega)$ be a global solution of $(\mathcal{P})$. Due to the lower semicontinuity of the norm and Theorem 2.3 we find that

$$
\begin{aligned}
J\left(y^{*}, u^{*}\right) & \leq J(\bar{y}, \bar{u}) \leq \liminf _{\alpha \rightarrow 0} J\left(y_{\alpha}, u_{\alpha}\right) \leq \limsup _{\alpha \rightarrow 0} J\left(y_{\alpha}, u_{\alpha}\right) \\
& \leq \limsup _{\alpha \rightarrow 0} J\left(y_{\alpha}\left(u^{*}\right), u^{*}\right)=\limsup _{\alpha \rightarrow 0}\left(\frac{1}{2}\left\|y_{\alpha}\left(u^{*}\right)-y_{d}\right\|_{L^{2}}^{2}+\frac{\nu}{2}\left\|u^{*}\right\|_{L^{2}}^{2}\right) \\
& =J\left(y^{*}, u^{*}\right)
\end{aligned}
$$

Therefore $(\bar{y}, \bar{u})$ is optimal for $(\mathcal{P})$. Furthermore we see that $J\left(y_{\alpha}, u_{\alpha}\right) \rightarrow J(\bar{y}, \bar{u})$, hence $\left\|u_{\alpha}\right\|_{L^{2}}^{2} \rightarrow\|\bar{u}\|_{L^{2}}^{2}$, which, together with the weak convergence of $\left\{u_{\alpha}\right\}$, implies strong convergence of $\left\{u_{\alpha}\right\}$ in $L^{2}(\Omega)$.

From an algorithmic point of view, however, finding global solutions of an optimization problem can be a difficult task. It is therefore preferable to use an analysis that relies on stationary points only. In [24] some stationarity concepts resembling those of finite dimensional MPECs (see, e.g., $[32,33,35]$ ) were introduced for the infinite dimensional problem (1.1).

In this section we derive optimality conditions for the smoothed-penalized problem and show that accumulation points of such stationary points satisfy the conditions of so called $\mathscr{E}$-almost C-stationarity for the original problem ( $\mathcal{P}$ ); see Definition 3.2, which generalizes the corresponding definitions to accommodate the bilateral control constraints. For the sake of brevity we set $\Omega^{+}:=\{\boldsymbol{x} \in \Omega: y(\boldsymbol{x})>0\}$.
Definition 3.2. The point $(y, u) \in V \times L^{2}(\Omega)$ is called $\mathscr{E}$-almost C-stationary for problem (1.1), if there exist $\xi \in L^{2}(\Omega), p \in V$ and $\lambda \in V^{*}$ such that the following system is satisfied:

$$
\begin{align*}
& y-\lambda+\mathcal{A}^{*} p=y_{d}  \tag{3.2a}\\
& \mathcal{A} y-u-\xi=f  \tag{3.2~b}\\
& u \in U_{a d},(\nu u-p, v-u) \geq 0 \quad \forall v \in U_{a d}  \tag{3.2c}\\
& \xi \geq 0 \text { a.e., } y \geq 0,(y, \xi)=0  \tag{3.2~d}\\
& p=0 \text { a.e. } i n\{\xi>0\}  \tag{3.2e}\\
&\langle\lambda, p\rangle \leq 0,\langle\lambda, y\rangle=0 \tag{3.2f}
\end{align*}
$$

and furthermore for every $\tau>0$ there exists a subset $E_{\tau} \subset \Omega^{+}$with meas $\left(\Omega^{+} \backslash\right.$ $\left.E_{\tau}\right) \leq \tau$ such that

$$
\begin{equation*}
\langle\lambda, \phi\rangle=0 \forall \phi \in V, \phi=0 \text { a.e. in } \Omega \backslash E_{\tau} . \tag{3.3}
\end{equation*}
$$

Note that in the absence of control constraints $\left(U_{a d}=L^{2}(\Omega)\right)$ the optimality condition (3.2c) reduces to $\nu u=p \in V$. Hence the control $u$ gains regularity.

For this particular problem the concept of strong stationarity was introduced in [24], where individual sign conditions for the multipliers $p$ and $\lambda$ are imposed. If $U_{a d}=L^{2}(\Omega)$ a point $(y, u, \xi, p, \lambda)$ is called strongly stationary for the MPEC (1.1) if (3.2a)-(3.2e) hold true and further (3.2f) and (3.3) are replaced by the (stronger) conditions

$$
\begin{align*}
p & \leq 0 \text { a.e. in } B,  \tag{3.4}\\
\langle\lambda, \phi\rangle & \geq 0, \forall \phi \in V, \phi \geq 0 \text { a.e. in } B, \phi=0 \text { a.e. in }\{\xi>0\}, \tag{3.5}
\end{align*}
$$

where $B:=\{y=0\} \cap\{\xi=0\}$ is the so-called biactive set.
As the penalty approach acts as a relaxation of the feasible domain of the MPEC, standard theory can be applied to derive first order optimality conditions for the smoothed penalized problem $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$; see, e.g., Zowe and Kurcyusz [36]. For details, see [26].

Theorem 3.3. Let $\alpha, \varepsilon>0$ and $(y, u) \in V \times L^{2}(\Omega)$ be an optimal solution of (3.1). Then there exists an adjoint state $p \in V$ such that

$$
\begin{align*}
y+\mathcal{A}^{*} p+\frac{1}{\alpha} \max _{\varepsilon}^{\prime}(0,-y) p & =y_{d},  \tag{3.6a}\\
\mathcal{A} y-\frac{1}{\alpha} \max _{\varepsilon}(0,-y) & =u+f,  \tag{3.6b}\\
u \in U_{a d},(\nu u-p, v-u) & \geq 0 \quad \forall v \in U_{a d} . \tag{3.6c}
\end{align*}
$$

Note that the variational inequality (3.6c) (or (3.2c)) is equivalent to

$$
\begin{equation*}
u=\frac{1}{\nu} p-\max \left(0, \frac{1}{\nu} p-b\right)+\max \left(0,-\left(\frac{1}{\nu} p-a\right)\right) \tag{3.7}
\end{equation*}
$$

which is further equivalent to the projection

$$
u=P_{[a, b]}\left(\frac{1}{\nu} p\right):= \begin{cases}a & \text { where } \frac{1}{\nu} p<a  \tag{3.8}\\ \frac{1}{\nu} p & \text { where } a \leq \frac{1}{\nu} p \leq b \\ b & \text { where } \frac{1}{\nu} p>b\end{cases}
$$

see, e.g., $[25,34]$. We now state the main result of this paper describing the convergence properties of stationary points of the smoothed penalized problem with respect to the penalty and smoothing parameters.

Theorem 3.4. Consider the smooth penalized problem with bounds $a, b \in L^{2}(\Omega)$ and a $C^{1}$-regularization of the max-operator. Let $\{\alpha\}$ and $\{\varepsilon(\alpha)\}$ satisfy Assumption 2.1. For every $\alpha>0$ let $\left(y_{\alpha}, u_{\alpha}\right) \in V \times L^{2}(\Omega)$ be stationary points of the smooth penalized problem (3.1) with corresponding adjoint state $p_{\alpha} \subset V$.

Then there exist $(\tilde{y}, \tilde{u}, \tilde{\xi}, \tilde{p}, \tilde{\lambda}) \in V \times L^{2}(\Omega) \times L^{2}(\Omega) \times V \times V^{*}$ and a subsequence (again denoted by $\{\alpha\}$ ) such that $y_{\alpha} \rightarrow \tilde{y}$ in $V, u_{\alpha} \rightarrow \tilde{u}$ in $L^{2}(\Omega)$, $\frac{1}{\alpha} \max _{\varepsilon(\alpha)}\left(0,-y_{\alpha}\right) \rightarrow \tilde{\xi}$ in $V^{*}, p_{\alpha} \rightharpoonup \tilde{p}$ in $V$ and $-\frac{1}{\alpha} \max _{\varepsilon(\alpha)}^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha} \rightharpoonup \tilde{\lambda}$ in $V^{*}$, where $(\tilde{y}, \tilde{u})$ is $\mathscr{E}$-almost $C$-stationary for the MPEC (1.1).

Proof. For the sake of readability we omit the argument of the smoothing parameter and write $\varepsilon$ instead of $\varepsilon(\alpha)$.
(i) Convergence and feasibility of $\{(y, u, \xi, p)\}$. First we show the convergence properties of the sequences $\left\{y_{\alpha}\right\},\left\{u_{\alpha}\right\},\left\{p_{\alpha}\right\},\left\{\max _{\varepsilon(\alpha)}\left(0,-y_{\alpha}\right)\right\}$ and verify that the limit elements satisfy equations (3.2b)-(3.2d): From the bilateral constraints $u_{\alpha} \in U_{a d}$ it follows that $\left\{\left\|u_{\alpha}\right\|_{L^{2}}\right\}$ is bounded. Therefore there exists $\tilde{u} \in L^{2}(\Omega)$
and a subsequence (denoted the same) such that $u_{\alpha}$ converges to $\tilde{u}$ weakly in $L^{2}(\Omega)$ and strongly in $V^{*}$. The sets

$$
\left\{v \in L^{2}(\Omega): v \geq a \text { a.e. in } \Omega\right\} \text { and }\left\{v \in L^{2}(\Omega): v \leq b \text { a.e. in } \Omega\right\}
$$

are convex and closed and therefore weakly closed. Hence the limit element satisfies

$$
\begin{equation*}
a \leq \tilde{u} \leq b \text { a.e. in } \Omega \tag{3.9}
\end{equation*}
$$

Using the convergence of $u_{\alpha}$ in $V^{*}$, Theorem 2.3 yields the existence of $\tilde{y} \in V$ with $y_{\alpha} \rightarrow \tilde{y}$ in $V$ and ( $\left.\tilde{y}, \tilde{u}\right)$ solving the variational inequality (1.1a). Note that due to the regularity of the domain $\Omega$ and the right hand side $\tilde{u}+f$ the solution $\tilde{y}$ gains regularity and is in $H^{2}(\Omega) \cap V$. Hence introducing a slack variable (Lagrange multiplier) $\tilde{\xi} \in L^{2}(\Omega)$ the VI can equivalently be written as

$$
\mathcal{A} \tilde{y}-\tilde{\xi}=\tilde{u}+f, \tilde{y} \geq 0, \tilde{\xi} \geq 0,(\tilde{y}, \tilde{\xi})_{L^{2}}=0
$$

see, e.g., [25]. Setting

$$
\xi_{\alpha}:=\frac{1}{\alpha} \max _{\varepsilon}\left(0,-y_{\alpha}\right)
$$

we find that

$$
\xi_{\alpha}=\mathcal{A} y_{\alpha}-u_{\alpha}-f \rightarrow \mathcal{A} \tilde{y}-\tilde{u}-f=\tilde{\xi} \quad \text { in } V^{*}
$$

Multiplying the adjoint equation (3.6a) by $p_{\alpha}$ and using the coercivity of the operator $\mathcal{A}$ and the fact that $\max _{\varepsilon}^{\prime}(0, r) \in[0,1]$ for all $\varepsilon>0$ and $r \in \mathbb{R}$, we estimate

$$
\begin{aligned}
C_{C}\left\|p_{\alpha}\right\|_{V}^{2} & \leq\left\langle\mathcal{A}^{*} p_{\alpha}, p_{\alpha}\right\rangle=\left\langle y_{d}-y_{\alpha}, p_{\alpha}\right\rangle-\frac{1}{\alpha} \int_{\Omega} \max _{\varepsilon}^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha}^{2} d \boldsymbol{x} \\
& \leq\left\|y_{d}-y_{\alpha}\right\|_{V^{*}}\left\|p_{\alpha}\right\|_{V}
\end{aligned}
$$

Therefore $\left\{p_{\alpha}\right\}$ is bounded in $V$ and there exists another subsequence (again denoted the same) and an element $\tilde{p} \in V$ such that $p_{\alpha} \rightarrow \tilde{p}$ weakly in $V$ and strongly in $L^{2}(\Omega)$. Due to the Lipschitz-continuity of the $\max (\cdot, 0)$-operator mapping from $L^{2}(\Omega)$ into $L^{2}(\Omega)$ equation (3.7) yields

$$
\begin{aligned}
u_{\alpha} & =\frac{1}{\nu} p_{\alpha}-\max \left(0, \frac{1}{\nu} p_{\alpha}-b\right)+\max \left(0,-\left(\frac{1}{\nu} p_{\alpha}-a\right)\right) \\
& \rightarrow \frac{1}{\nu} \tilde{p}-\max \left(0, \frac{1}{\nu} \tilde{p}-b\right)+\max \left(0,-\left(\frac{1}{\nu} \tilde{p}-a\right)\right)=\tilde{u}
\end{aligned}
$$

where the convergence is to be understood in $L^{2}(\Omega)$.
(ii) Convergence and feasibility of $\lambda$. In the next step we show the convergence of $\left\{-\frac{1}{\alpha} \max _{\varepsilon}^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha}\right\}$ to $\tilde{\lambda}$, satisfying (3.2a), (3.2f) and (3.3): Setting

$$
\lambda_{\alpha}:=-\frac{1}{\alpha} \max _{\varepsilon}^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha}
$$

and considering the adjoint equations (3.6a) and (3.2a), we find that $\lambda_{\alpha} \rightharpoonup \tilde{\lambda}$ in $V^{*}$. Next we show that $\langle\tilde{\lambda}, \tilde{y}\rangle=0$.

For $\max _{\varepsilon}^{g}$ we find that $\left(\max _{\varepsilon}^{g}\right)^{\prime}(0, r)=0$ for all $r \leq 0$. Hence

$$
\left\langle\lambda_{\alpha}, y_{\alpha}^{+}\right\rangle=\left\langle-\frac{1}{\alpha}\left(\max _{\varepsilon}^{g}\right)^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha}, y_{\alpha}^{+}\right\rangle=0 \forall \alpha>0
$$

where $y_{\alpha}^{+}:=\max \left(0, y_{\alpha}\right)$. As $y_{\alpha} \rightarrow \tilde{y}$ in $V$, also $y_{\alpha}^{+} \rightarrow \tilde{y}^{+}=\tilde{y}$ in $V$ (see Lemma A. 1 in the Appendix). Therefore,

$$
\langle\tilde{\lambda}, \tilde{y}\rangle=\lim _{\alpha \rightarrow 0}\left\langle\lambda_{\alpha}, y_{\alpha}^{+}\right\rangle=\lim _{\alpha \rightarrow 0} 0=0
$$

For $\max _{\varepsilon}^{l}$ it is easy to see that $\left(\max _{\varepsilon}^{l}\right)^{\prime}(0, r) \in\left[0, \frac{1}{2}\right]$ for all $r \leq 0$. Exploiting the fact that $\varepsilon / \alpha \rightarrow 0$ we find that

$$
\left|\left\langle\lambda_{\alpha}, y_{\alpha}^{+}\right\rangle\right| \leq \frac{1}{\alpha} \int_{\left\{0 \leq y_{\alpha} \leq \varepsilon\right\}}\left|\left(\max _{\varepsilon}^{l}\right)^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha} y_{\alpha}\right| d \boldsymbol{x} \leq \frac{\varepsilon}{2 \alpha} \int_{\left\{0 \leq y_{\alpha} \leq \varepsilon\right\}}\left|p_{\alpha}\right| d \boldsymbol{x} \rightarrow 0,
$$

as $p_{\alpha}$ is bounded in $L^{1}(\Omega)$. Hence also in this case $\langle\tilde{\lambda}, \tilde{y}\rangle=0$.
We now show that $\langle\tilde{\lambda}, \tilde{p}\rangle \leq 0$. Multiplying the adjoint equation (3.6a) by $p_{\alpha}$ yields

$$
\left\langle\mathcal{A}^{*} p_{\alpha}, p_{\alpha}\right\rangle+\left\langle y_{\alpha}-y_{d}, p_{\alpha}\right\rangle=-\frac{1}{\alpha}\left\langle\max _{\varepsilon}^{\prime}\left(0,-y_{\alpha}\right) p_{\alpha}, p_{\alpha}\right\rangle \leq 0 \forall \alpha>0
$$

Due to boundedness and coercivity of $\mathcal{A}^{*}$, we find that

$$
\left\langle\mathcal{A}^{*} \tilde{p}, \tilde{p}\right\rangle+\left\langle\tilde{y}-y_{d}, \tilde{p}\right\rangle \leq \liminf _{\alpha \rightarrow 0}\left(\left\langle\mathcal{A}^{*} p_{\alpha}, p_{\alpha}\right\rangle+\left\langle y_{\alpha}-y_{d}, p_{\alpha}\right\rangle\right) \leq 0
$$

Using (3.2a), we see that this is equivalent to

$$
\langle\tilde{\lambda}, \tilde{p}\rangle \leq 0
$$

Next we verify condition (3.3) for $\tilde{\lambda}$. Note that $y_{\alpha} \rightarrow \tilde{y}$ in $V$ and hence also in $L^{2}(\Omega)$. Therefore there exists a subsequence (denoted the same) such that $y_{\alpha} \rightarrow \tilde{y}$ point-wise a.e. in $\Omega$. Now let $\boldsymbol{x} \in\{\tilde{y}>0\}$. Then there exists $\alpha_{1}>0$ such that

$$
y_{\alpha}(\boldsymbol{x})>\frac{\tilde{y}(\boldsymbol{x})}{2}>0
$$

for all $\alpha<\alpha_{1}$. If we use regularization $\max _{\varepsilon}^{g}$, we immediately see that for all $\alpha<\alpha_{1}$ this yields that $\left(\max _{\varepsilon}^{g}\right)^{\prime}\left(0,-y_{\alpha}(\boldsymbol{x})\right)=0$ and hence $\lambda_{\alpha}(\boldsymbol{x})=0$. If regularization $\max _{\varepsilon}^{l}$ is used, we furthermore know that $\varepsilon(\alpha) \rightarrow 0$. Hence there exists $\alpha_{2}>0$ such that

$$
\varepsilon(\alpha)<\frac{\tilde{y}(\boldsymbol{x})}{2}
$$

for all $\alpha<\alpha_{2}$. We therefore find that

$$
-y_{\alpha}(\boldsymbol{x})<-\varepsilon(\alpha)
$$

for all $\alpha<\min \left(\alpha_{1}, \alpha_{2}\right)$, and hence $\lambda_{\alpha}(\boldsymbol{x})=0$ for all $\alpha<\min \left(\alpha_{1}, \alpha_{2}\right)$. We therefore find that in both cases

$$
\lambda_{\alpha} \rightarrow 0 \quad \text { p.w. a.e. in }\{\tilde{y}>0\}
$$

Using Egorov's Theorem this yields the condition for $\tilde{\lambda}$ required for $\mathscr{E}$-almost Cstationarity.
(iii) Condition for $\tilde{p}$. It remains to show that $\tilde{p}$ satisfies (3.2e). First we take a look at the global regularization $\max _{\varepsilon}^{g}$. For the sake of brevity we define the sets

$$
M_{1}=M_{1}(\alpha):=\left\{0<-y_{\alpha}<\varepsilon\right\}, M_{2}=M_{2}(\alpha):=\left\{-y_{\alpha} \geq \varepsilon\right\}
$$

Due to the convergence of $\left(\xi_{\alpha}, y_{\alpha}\right) \rightarrow 0$ we find that

$$
\begin{equation*}
\left(\xi_{\alpha}, y_{\alpha}\right)=\frac{1}{\alpha} \int_{M_{1}} \frac{1}{2 \varepsilon} y_{\alpha}^{3}+\frac{1}{\alpha} \int_{M_{2}}\left(-y_{\alpha}-\frac{\varepsilon}{2}\right) y_{\alpha} \rightarrow 0 \tag{3.10}
\end{equation*}
$$

As both terms of the sum are non-positive we see that they both individually tend to zero. For the first term on the right hand side of (3.10) this yields

$$
\begin{equation*}
\left\|\frac{1}{\sqrt{\alpha \varepsilon}} \chi_{M_{1}}\left|y_{\alpha}\right|^{3 / 2}\right\|_{L^{2}} \rightarrow 0 \tag{3.11}
\end{equation*}
$$

Further note that due to the definition of $M_{2}$ we have the estimate

$$
\left|y_{\alpha}(\boldsymbol{x})+\frac{\varepsilon}{2}\right|=-y_{\alpha}(\boldsymbol{x})-\frac{\varepsilon}{2} \leq-y_{\alpha}(\boldsymbol{x})=\left|y_{\alpha}(\boldsymbol{x})\right|
$$

for almost every $\boldsymbol{x} \in M_{2}$. This estimate together with the second term of the sum on the right hand side of (3.10) then yields

$$
\begin{equation*}
\left\|\frac{1}{\sqrt{\alpha}} \chi_{M_{2}}\left(y_{\alpha}+\frac{\varepsilon}{2}\right)\right\|_{L^{2}} \rightarrow 0 \tag{3.12}
\end{equation*}
$$

Next recall that $\left\{\lambda_{\alpha}\right\}$ and $\left\{p_{\alpha}\right\}$ are bounded in $V^{*}$ and $V$, respectively. Therefore $\left|\left\langle\lambda_{\alpha}, p_{\alpha}\right\rangle\right| \leq C$ for some constant $C>0$ independent of $\alpha$. The definition of $\lambda_{\alpha}$ then yields

$$
\begin{align*}
\left|\left\langle\lambda_{\alpha}, p_{\alpha}\right\rangle\right| & =\left|-\frac{1}{\alpha} \int_{M_{1}} \frac{1}{\varepsilon}\left(-y_{\alpha}\right) p_{\alpha}^{2}-\frac{1}{\alpha} \int_{M_{2}} p_{\alpha}^{2}\right|  \tag{3.13}\\
& =\frac{1}{\alpha} \int_{M_{1}} \frac{1}{\varepsilon}\left(-y_{\alpha}\right) p_{\alpha}^{2}+\frac{1}{\alpha} \int_{M_{2}} p_{\alpha}^{2} \leq C .
\end{align*}
$$

As again both terms of the sum have the same sign, we find that they are both individually bounded by $C$, i.e.,

$$
\begin{equation*}
\left\|\frac{1}{\sqrt{\alpha \varepsilon}} \chi_{M_{1}}\left|y_{\alpha}\right|^{1 / 2} p_{\alpha}\right\|_{L^{2}}^{2} \leq C \quad \wedge \quad\left\|\frac{1}{\sqrt{\alpha}} \chi_{M_{2}} p_{\alpha}\right\|_{L^{2}}^{2} \leq C \tag{3.14}
\end{equation*}
$$

Furthermore as both integrands are non-negative we furthermore find that they remain bounded if we only integrate over a subset. Hence

$$
\begin{equation*}
\left\|\frac{1}{\sqrt{\alpha \varepsilon}} \chi_{M_{1}}\left|y_{\alpha}\right|^{1 / 2} p_{\alpha}^{+}\right\|_{L^{2}}^{2} \leq C \quad \wedge \quad\left\|\frac{1}{\sqrt{\alpha}} \chi_{M_{2}} p_{\alpha}^{+}\right\|_{L^{2}}^{2} \leq C \tag{3.15}
\end{equation*}
$$

Combining (3.11), (3.12) and (3.14), we find that
$\left(\xi_{\alpha}, p_{\alpha}\right)=\frac{1}{2}\left(\frac{1}{\sqrt{\alpha \varepsilon}} \chi_{M_{1}}\left|y_{\alpha}\right|^{3 / 2}, \frac{1}{\sqrt{\alpha \varepsilon}} \chi_{M_{1}}\left|y_{\alpha}\right|^{1 / 2} p_{\alpha}\right)-\left(\frac{1}{\sqrt{\alpha}} \chi_{M_{2}}\left(y_{\alpha}+\frac{\varepsilon}{2}\right), \frac{1}{\sqrt{\alpha}} \chi_{M_{2}} p_{\alpha}\right) \rightarrow 0$.
Therefore

$$
\begin{equation*}
(\tilde{\xi}, \tilde{p})=0 \tag{3.17}
\end{equation*}
$$

Note that due to (3.15) the computations in (3.16) also apply if $p_{\alpha}$ is replaced by $p_{\alpha}^{+}$. Therefore using the weak convergence of $p_{\alpha}^{+}$to $\tilde{p}^{+}$in $V$ (see Lemma A.1) we find that also $\left(\tilde{\xi}, \tilde{p}^{+}\right)=0$. The non-negativity of $\tilde{\xi}$ then ensures that $\tilde{p}=0$ a.e. in $\{\tilde{\xi}>0\}$.

Finally we show that $\tilde{p}=0$ a.e. in $\{\tilde{\xi}>0\}$ if regularization $\max _{\varepsilon}^{l}$ is used. The proof is along the same lines as for the global regularization but is somewhat simplified by the fact that we can use the property $\varepsilon / \alpha \rightarrow 0$. We find that the part of $\xi_{\alpha}$ defined on $\left\{\left|y_{\alpha}\right|<\varepsilon\right\}$ can be neglected. In fact

$$
\left\|\xi_{\alpha}\right\|_{L^{2}\left(\left\{\left|y_{\alpha}\right|<\varepsilon\right\}\right)}^{2}=\frac{1}{\alpha^{2}} \int_{\left\{\left|y_{\alpha}\right|<\varepsilon\right\}}\left(\frac{1}{4 \varepsilon} y_{\alpha}^{2}-\frac{1}{2} y_{\alpha}+\frac{\varepsilon}{4}\right)^{2} \leq\left(\frac{\varepsilon}{\alpha}\right)^{2} \int_{\left\{\left|y_{\alpha}\right|<\varepsilon\right\}}\left(\frac{1}{4}+\frac{1}{2}+\frac{1}{4}\right) \rightarrow 0
$$

Hence we find that

$$
\begin{equation*}
\hat{\xi}_{\alpha}:=-\frac{1}{\alpha} \chi_{M_{2}} y_{\alpha} \rightarrow \tilde{\xi} \quad \text { in } V^{*} \tag{3.18}
\end{equation*}
$$

Using the boundedness of $\left\langle\lambda_{\alpha}, p_{\alpha}\right\rangle$ it can be shown that both $\left\|\frac{1}{\sqrt{\alpha}} \chi_{M_{2}} p_{\alpha}\right\|_{L^{2}}$ and $\left\|\frac{1}{\sqrt{\alpha}} \chi_{M_{2}} p_{\alpha}^{+}\right\|_{L^{2}}$ are bounded. Furthermore it follows from the fact that $\left(\hat{\xi}_{\alpha}, y_{\alpha}\right) \rightarrow 0$ that $\left\|\frac{1}{\sqrt{\alpha}} \chi_{M_{2}} y_{\alpha}\right\|_{L^{2}} \rightarrow 0$. Then

$$
\left(\hat{\xi}_{\alpha}, p_{\alpha}\right)=-\left(\frac{1}{\sqrt{\alpha}} \chi_{M_{2}} y_{\alpha}, \frac{1}{\sqrt{\alpha}} \chi_{M_{2}} p_{\alpha}\right) \rightarrow 0 .
$$

This yields $(\tilde{\xi}, \tilde{p})=0$ and similarly $\left(\tilde{\xi}, \tilde{p}^{+}\right)=0$ and thus the desired property for $\tilde{p}$.

We note that the availability of a stronger stationarity principle might depend on the structure of the active and inactive sets of both, the control and the state variable.

Remark 3.5. (i) The results of Theorem 3.4 remain true if $\max _{\varepsilon}^{g}$ is replaced by $\max _{\varepsilon}^{G}$. In the proof the specific definition of the operator is only used to show that $\tilde{p}=0$ a.e. on $\{\tilde{\xi}>0\}$. For the operator $\max _{\varepsilon}^{G}$ the same proof technique can be employed as for $\max _{\varepsilon}^{g}$, if the inequality

$$
0 \leq \frac{y_{\alpha}^{2}}{\varepsilon^{2}}+\frac{y_{\alpha}^{3}}{2 \varepsilon^{3}} \leq \frac{1}{2}\left(\frac{3 y_{\alpha}^{2}}{\varepsilon^{2}}+\frac{2 y_{\alpha}^{3}}{\varepsilon^{3}}\right) \text { a.e. in } M_{1}
$$

is used in step (3.16).
(ii) If $a \equiv-\infty$ or $b \equiv \infty$ is chosen, the results of Theorem 3.4 hold true if additionally the boundedness of $\left\{u_{\alpha}\right\}$ in $L^{2}(\Omega)$ is assumed. In the control-unconstrained case, i.e., $a \equiv-\infty, b \equiv \infty$, the optimality condition (3.6c) is simplified to $u_{\alpha}=$ $\frac{1}{\nu} p_{\alpha}$. Therefore $u_{\alpha}$ adopts the regularity of $p_{\alpha}$ and we find that $\tilde{u} \in V$ and $u_{\alpha} \rightharpoonup \tilde{u}$ in $V$.

## 4. The Algorithm

The constructive nature of Theorem 3.4 implies an infinite dimensional solution algorithm for the MPEC problem $(\mathcal{P})$, where the solution is approximated by the solution of the smoothed penalized problems $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$ along a sequence $\{(\alpha, \varepsilon(\alpha))\}$. This outer algorithm is described in Algorithm 1. Theorem 3.4 then yields the

```
Algorithm 1 (Outer Algorithm)
Data: \(y_{d}, f, \alpha_{0}, \varepsilon_{0}\).
    Choose \(\left(y^{0}, u^{0}, p^{0}\right)\) and set \(k:=0\).
    repeat
        Solve the first order system (3.6) with \((\alpha, \varepsilon)=\left(\alpha_{k}, \varepsilon_{k}\right)\), to obtain
        \(\left(y^{k+1}, u^{k+1}, p^{k+1}\right)\) using initial values \(\left(y^{k}, u^{k}, p^{k}\right)\) for solution algorithm.
        Choose \(\alpha_{k+1}<\alpha_{k}\) and \(\varepsilon_{k+1}\).
        Set \(k:=k+1\).
    until some stopping rule is satisfied.
```

convergence of the iterates to a point that is $\mathscr{E}$-almost C-stationary for the MPEC problem. The state variable $y_{\alpha}$ and the adjoint $p_{\alpha}$ converge in $V$ strongly and weakly, respectively. In the control unconstrained case the control $u_{\alpha}$ also converges weakly in $V$. Whereas if point-wise bilateral constraints are imposed on the control, then $u_{\alpha}$ only converges (strongly) in $L^{2}(\Omega)$. Numerical results illustrating the
approximation error of the state $y_{\alpha}$ with respect to the penalty parameter are given in Section 5.3.
4.1. Solving the subproblem. For the numerical realization of Algorithm 1 the subproblems are discretized using a uniform grid with mesh size $h$. The resulting large nonlinear systems are solved by employing two different multigrid techniques. The first approach uses the Full Approximation Scheme (FAS) due to Brandt [10], to solve the optimality system for the state $y$ and the adjoint state $p$ (see also $[8,9,7])$. In the second approach the optimality conditions are reduced to a fixedpoint equation in the control $u$ and solved using a nonlinear multigrid method of second kind (see Hackbusch, [16, 17, 18, 19, 20]).
4.1.1. FAS multigrid. In the optimality system (3.6) equation (3.7) can be used to eliminate the control $u$. The resulting reduced nonlinear system reads

$$
\begin{align*}
y+\mathcal{A}^{*} p+\frac{1}{\alpha} \max _{\varepsilon}^{\prime}(0,-y) p & =y_{d} \\
\mathcal{A} y-\frac{1}{\alpha} \max _{\varepsilon}(0,-y)-\frac{1}{\nu} p+\max \left(0, \frac{1}{\nu} p-b\right)-\max \left(0,-\frac{1}{\nu} p+a\right) & =f \tag{4.1}
\end{align*}
$$

This system is subsequently solved using a FAS method [10], which is a natural choice when solving nonlinear PDE-based problems. We briefly outline the method and propose a smoothing technique which is tailored to the specific problem under consideration.

For a given sequence of grids let $h$ denote the size of the current grid and $H>h$ denote the mesh size of the next coarser grid. Furthermore let $U_{h}$ and $U_{H}$ denote the finite dimensional subspaces of $L^{2}(\Omega)$ corresponding to the mesh sizes $h$ and $H$. Let $I_{h}^{H}: U_{h} \rightarrow U_{H}$ and $\hat{I}_{h}^{H}: U_{h} \rightarrow U_{H}$ denote the restriction operators using full weighting and straight injection, respectively, and let $I_{H}^{h}: U_{H} \rightarrow U_{h}$ denote the interpolation operator using linear interpolation (see, e.g., [20] for the definition of the operators). Let $y_{d}^{h}, f^{h}$ denote the discretized data and let $h_{\max }>0$ denote the grid size of the coarsest mesh, i.e., the mesh on which the system is solved exactly. Then the FAS-algorithm for solving the discrete optimality conditions is given by Algorithm 2 (see, e.g., $[8,12]$ ). Note that in step 9 the algorithm is recursively applied $\gamma$-times. Here $\gamma \in \mathbb{N}$ is called the cycle index. For $\gamma=1$ the algorithm defines a V-cycle and for $\gamma=2$ a W -cycle. On the coarsest mesh the system is solved exactly. This exact solve is realized using an iterative solver, e.g., a semismooth-Newton method, with a small stopping tolerance (e.g., $\sqrt{\epsilon_{m}}$, where $\epsilon_{m}$ is the machine precision), [23]. The integers $\nu_{\text {pre }}$ and $\nu_{\text {post }}$ denote the number of smoothing steps that are applied to the approximations of the solution. These numbers are crucial for the convergence of the algorithm. For well conditioned problems $\nu_{\text {pre }}=\nu_{\text {post }}=2$ is usually sufficient but as the conditioning becomes worse (e.g., the cost of the control $\nu$ becomes small) the number of necessary smoothing steps may increase.

As a smoothing technique we apply a collective nonlinear Gauss-Seidel scheme where the nonlinear scalar equations are solved analytically. For a standard fivepoint finite difference stencil, the discretized version of system (4.1) is:

$$
\begin{equation*}
y_{i j}+\frac{4}{h^{2}} p_{i j}+\frac{1}{\alpha} \max _{\varepsilon}^{\prime}\left(0,-y_{i j}\right) p_{i j}=B_{i j} \tag{4.2}
\end{equation*}
$$

$$
\frac{4}{h^{2}} y_{i j}-\frac{1}{\alpha} \max _{\varepsilon}\left(0,-y_{i j}\right)-\frac{1}{\nu} p_{i j}+\max \left(0, \frac{1}{\nu} p_{i j}-b_{i j}\right)+\max \left(0,-\frac{1}{\nu} p_{i j}+a_{i j}\right)=A_{i j}
$$

```
Algorithm 2 (FAS-algorithm)
Data: \(\left(y_{d}^{h}, f^{h}\right)\), initial values \(\left(y^{h}, p^{h}\right)\).
    if \(h=h_{\text {max }}\) then
        solve (4.1) exactly.
    else
        Do \(\nu_{\text {pre }}\) pre-smoothing steps.
        Compute residuals \(r_{a}^{h}=y_{d}^{h}-y^{h}-\left(\mathcal{A}^{h}\right)^{*} p^{h}-\frac{1}{\alpha} \max _{\varepsilon}^{\prime}\left(0,-y^{h}\right) p^{h}\) and \(r_{s}^{h}=\)
        \(f^{h}-\mathcal{A}^{h} y^{h}+\frac{1}{\alpha} \max _{\varepsilon}\left(0,-y^{h}\right)-\frac{1}{\nu} p^{h}\).
        Restrict residuals to coarser grid using full weighting \(r_{a}^{H}=I_{h}^{H} r_{a}^{h}, r_{s}^{H}=\)
        \(I_{h}^{H} r_{s}^{h}\).
    Restrict ( \(y^{h}, p^{h}\) ) to coarser grid using straight injection \(y^{H}=\hat{I}_{h}^{H} y^{h}, p^{H}=\)
        \(\hat{I}_{h}^{H} p^{h}\).
        Compute right hand sides for coarse problem \(y_{d}^{H}=r_{a}^{H}+y^{H}+\left(\mathcal{A}^{H}\right)^{*} p^{H}+\)
        \(\frac{1}{\alpha} \max _{\varepsilon}{ }^{\prime}\left(0,-y^{H}\right) p^{H}, f^{H}=r_{s}^{H}+\mathcal{A}^{H} y^{H}-\frac{1}{\alpha} \max _{\varepsilon}\left(0,-y^{H}\right)-\frac{1}{\nu} p^{H}\).
    Apply \(\gamma\)-times the FAS-algorithm to coarse grid problem with \(h=H\), right
        hand side \(\left(y_{d}^{H}, f^{H}\right)\) and initial values \(\left(y^{H}, p^{H}\right)\) to compute new approximation
        \(\left(\tilde{y}^{H}, \tilde{p}^{H}\right)\).
        Coarse grid correction: \(y^{h}=y^{h}+I_{H}^{h}\left(\tilde{y}^{H}-y^{H}\right), p^{h}=p^{h}+I_{H}^{h}\left(\tilde{p}^{H}-p^{H}\right)\),
        where \(I_{H}^{h}\) denotes the interpolation operator using linear interpolation.
        Do \(\nu_{\text {post }}\) post-smoothing steps.
    end if
```

with

$$
\begin{aligned}
B_{i j} & =\left(y_{d}\right)_{i j}+\frac{1}{h^{2}}\left(p_{i+1, j}+p_{i-1, j}+p_{i, j+1}+p_{i, j-1}\right), \\
A_{i j} & =f_{i j}+\frac{1}{h^{2}}\left(y_{i+1, j}+y_{i-1, j}+y_{i, j+1}+y_{i, j-1}\right)
\end{aligned}
$$

for all inner grid points $(i, j)$. For given vectors $y^{(k-1)}$ and $p^{(k-1)}$ the smoothed approximations $y^{(k)}$ and $p^{(k)}$ are obtained by solving (4.2) with right hand sides

$$
\begin{aligned}
B_{i j}^{(k)} & =\left(y_{d}\right)_{i j}+\frac{1}{h^{2}}\left(p_{i+1, j}^{(k-1)}+p_{i-1, j}^{(k)}+p_{i, j+1}^{(k-1)}+p_{i, j-1}^{(k)}\right), \\
A_{i j}^{(k)} & =f_{i j}+\frac{1}{h^{2}}\left(y_{i+1, j}^{(k-1)}+y_{i-1, j}^{(k)}+y_{i, j+1}^{(k-1)}+y_{i, j-1}^{(k)}\right)
\end{aligned}
$$

for each grid point, looping over the columns and rows. Depending on the realization of $\max _{\varepsilon}$, the Gauss-Seidel system (4.2) can be reduced to a cubic equation if a $C^{1}$-regularization is used and to an equation of fifth order if the $C^{2}$-regularization is used. As the system has to be solved for every grid point in every smoothing iteration the use of a cost efficient, yet still accurate solution method is of importance. In the $C^{1}$-case the cubic equation is solved analytically using Cardano's method. The solution of a polynomial of order five, however, is more intricate and in general finding an analytical solution is a difficult task. In view of the computational cost the use of the $C^{1}$-regularization therefore seems favorable.

For the overall algorithm the FAS-method is incorporated into a nested iteration technique, utilizing a grid hierarchy for the outer loop as well, where the penalty parameter $\alpha$ is coupled with the mesh size $h$ and an inexact solution technique is used. In each outer iteration the subproblem is solved on a fixed grid for fixed
parameters $(\alpha, \varepsilon)$ using the FAS-method of Algorithm 2 with a stopping tolerance depending on the current mesh size. After each outer iteration $\alpha$ is decreased. If the penalty parameter goes below a threshold depending on the mesh size, e.g.,

$$
\begin{equation*}
\alpha \leq C h^{2 / s} \tag{4.3}
\end{equation*}
$$

where $C>0$ is a suitably chosen constant (e.g., 0.5 ), and $s \in(0.5,1)$, then the mesh is refined. This condition will be motivated in more detail in Section 5.3. The outer algorithm terminates when $\alpha_{k}$ satisfies (4.3) for the finest mesh.

The results of our numerical tests runs are given in Section 5.5. Although the performance of the method is good, the convergence of the algorithm is still an issue which cannot be guaranteed at this point. We therefore present an alternative multigrid method together with a convergence analysis.
4.1.2. Multigrid method of the second kind. An alternative to the FAS-method is the so called "multigrid iteration of the second kind", a scheme designed to solve fixed-point equations. It uses the multigrid framework, employing Picard's iteration as smoothing step. The convergence of the Picard iteration (contraction of the operator), however, is not necessary for the convergence of the overall algorithm.

In order to apply the multigrid method of second kind we reformulate the optimality conditions of ( $\mathcal{P}_{\alpha, \varepsilon}$ ) as a fixed point problem. We introduce the control-to-state mapping $\Lambda_{S}: L^{2}(\Omega) \rightarrow Y$ with $Y:=V \cap C(\bar{\Omega})$, i.e., for a given control $v \in L^{2}(\Omega)$ we define $\Lambda_{S}(v)=y_{\alpha}(v)$ as the solution of the state equation

$$
\mathcal{A} y_{\alpha}(v)-\frac{1}{\alpha} \max _{\varepsilon(\alpha)}\left(0,-y_{\alpha}(v)\right)=f+v
$$

We further define the state-to-adjoint mapping $\Lambda_{A}: Y \rightarrow V$ in a similar way. For given state $y$ the corresponding adjoint state $\Lambda_{A}(y)=p_{\alpha}(y)$ is defined as the solution of the adjoint equation

$$
\begin{equation*}
\mathcal{A}^{*} p_{\alpha}(y)+\frac{1}{\alpha} \max _{\varepsilon(\alpha)}^{\prime}(0,-y) p_{\alpha}(y)=y_{d}-y \tag{4.4}
\end{equation*}
$$

The optimality conditions for $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$ are then equivalent to the fixed-point problem

$$
\begin{equation*}
u=F(u) \tag{4.5}
\end{equation*}
$$

with the nonlinear operator $F: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ given by $F(v)=P_{[a, b]}(K(v))$ for every $v \in L^{2}(\Omega)$, where $K=\frac{1}{\nu} \Lambda_{A} \circ \Lambda_{S}$ and $P$ is the projection defined in (3.8). Note that the evaluation of the operator $K$ requires the solution of one semilinear and one linear elliptic equation.

For the multigrid framework we denote the discrete problems, obtained by discretizing the differential operators and the data by

$$
\begin{equation*}
u^{h}=F^{h}\left(u^{h}\right) \tag{4.6}
\end{equation*}
$$

Furthermore we consider perturbed problems of the form

$$
u^{h}=F^{h}\left(u^{h}\right)+d^{h},
$$

with sufficiently small perturbations $d^{h}$. The recursive multigrid method is described in Algorithm 3.

Note that in step 5 already the newly assigned $u^{h}$ of step 4 is used. Further note that for the application of Algorithm 3 to (4.6) on a given mesh the exact solution of the problem is required on every coarser mesh ( $\tilde{u}^{H}$ is required in step 7 ). These values are obtained by using a coarse-to-fine method in an outer loop (see the "for-loop" in Algorithm 4): The optimality system (4.6) is solved on the coarsest

```
Algorithm 3 (MG2: Recursive multigrid algorithm of second kind)
Data: perturbation \(d^{h}\), initial value \(u^{h}\).
    if \(h=h_{\text {max }}\) then
        solve (4.6) exactly.
    else
        \(u^{h} \leftarrow F^{h}\left(u^{h}\right)+d^{h}\) (smoothing).
        \(d^{H}:=I_{h}^{H}\left(u^{h}-F^{h}\left(u^{h}\right)-d^{h}\right)\).
        Apply MG2 \(\left(d^{H}, \tilde{u}^{H}\right)\) on the next coarser mesh twice to obtain \(u^{H}\). Here \(\tilde{u}^{H}\)
        is the solution of (4.6) on the next coarser mesh
        \(u^{h}:=u^{h}-I_{H}^{h}\left(u^{H}-\tilde{u}^{H}\right)\) (coarse grid correction).
    end if
```

given mesh of mesh size $h_{\text {max }}$ using a non-smooth solver, e.g., a semismooth Newton method, [23]. Using this information, the problem is then solved on the next finer grid using the multigrid method. The exact solutions on the respective next coarser meshes are hence obtained utilizing a nested iteration initialization technique, similar to the full multigrid idea [20]. Solving problem (4.6) on the finest mesh of mesh size $h_{\text {min }}$ therefore requires several applications of Algorithm 3 on the various meshes, resulting in a relatively large computational cost.

For fixed $(\alpha, \varepsilon)$ only the non-smooth solver on the coarsest mesh requires a good initialization, as the multigrid algorithms on the various meshes are always initialized by $\tilde{u}^{H}$ on the respective next coarser meshes. The continuation method via the penalty and the smoothing parameter (Algorithm 1) described in the previous section is therefore only necessary for the non-smooth solver on the coarsest grid of mesh size $h_{\max }=h_{0}$ (see the "while-loop" in Algorithm 4). The complete method is given in Algorithm 4.

```
Algorithm 4 (Outer loop for a multigrid Algorithm of second kind)
Data: \(\left(\alpha_{1}, \varepsilon_{1}, \alpha_{\text {min }}\right)>0\), initial guess \(u^{0}\) on mesh \(h_{0}\), sequence of grids \(\left\{h_{j}\right\}_{j=0}^{M}\).
    Set \(k=1\).
    while \(\alpha_{k}>\alpha_{\text {min }}\) do
        Compute solution \(u^{k}\) of (4.6) with \(\alpha=\alpha_{k}, \varepsilon=\varepsilon_{k}\) and initial guess \(u^{k-1}\) on
        grid \(h_{0}\) using semismooth Newton.
        Choose \(\alpha_{k+1}, \varepsilon_{k+1}\) and set \(k:=k+1\).
    end while
    Set \(h:=h_{0}, \tilde{u}^{h}:=u^{k-1}, \alpha:=\alpha_{k-1}, \varepsilon:=\varepsilon_{k-1}\).
    for \(j=1\) to \(M\) do
        Set \(H:=h, h:=h_{j}\).
        Compute \(\tilde{u}^{h}\), the result of \(\operatorname{MG2}\left(0, I_{H}^{h} \tilde{u}^{H}\right)\).
    end for
```

In [18] Hackbusch gives conditions for the convergence of the nonlinear multigridmethod of second kind. For suitable choices of the restriction and the prolongation operators it is sufficient to show that $F$ (and the discrete operators $F^{h}$ ) satisfies a Lipschitz condition of the form

$$
\begin{equation*}
F(v)-F(w)=L(v, w)(v-w), \quad \forall v, w \in L^{2}(\Omega) \tag{4.7}
\end{equation*}
$$

where $L$ is a bounded linear operator, i.e., there exists $C_{1}>0$ such that

$$
\begin{equation*}
\|L(v, w)\|_{L^{2}, L^{2}} \leq C_{1}, \quad \forall v, w \in L^{2}(\Omega) \tag{4.8}
\end{equation*}
$$

Furthermore we have to show that $L(\cdot, \cdot)$ is continuous at the solution $u^{*}$ of (4.5), i.e.,

$$
\begin{equation*}
\left\|L(v, w)-L\left(u^{*}, u^{*}\right)\right\|_{L^{2}, L^{2}} \rightarrow 0, \quad \text { if } v, w \rightarrow u^{*} \tag{4.9}
\end{equation*}
$$

and that $I-L\left(u^{*}, u^{*}\right)$ is invertible, i.e., there exists a constant $C_{2}>0$, such that

$$
\begin{equation*}
\left\|\left(I-L\left(u^{*}, u^{*}\right)\right)^{-1}\right\|_{L^{2}, L^{2}} \leq C_{2} \tag{4.10}
\end{equation*}
$$

If these conditions hold, the algorithm converges for sufficiently small values of $h_{\text {max }}$. We observe that such a property of $L(\cdot, \cdot)$ can only hold true in nondegenerate situations, i.e., when the set where $F$ is not differentiable has measure zero.

Motivated by [17] we construct the operator $L$ using a mean-value representation for which we require the differentiability of the control-to-adjoint mapping $K$. The operator $\Lambda_{S}$, mapping the control to the state variable, is Fréchet differentiable from $L^{2}(\Omega)$ to $Y$, see, e.g., [34]. The adjoint equation, however, contains the term $\max _{\varepsilon}^{\prime}(0,-y)$. Hence $\Lambda_{A}$ need not be differentiable if the regularization $\max _{\varepsilon}$ is only $C^{1}$. We will therefore restrict ourselves to the $C^{2}$-regularization for this multigrid method and show that in this case the state-to-adjoint mapping is differentiable from $Y$ to $V$.

Lemma 4.1. Let $\Lambda_{A}: Y \rightarrow V$ denote the state-to-adjoint operator defined by (4.4) with $\max _{\varepsilon}=\max _{\varepsilon}^{G}$. Then $\Lambda_{A}$ is Fréchet differentiable for every $y \in Y$.

The proof of Lemma 4.1 can be found in the appendix.
Using the chain rule we therefore find that the composite mapping $K=\frac{1}{\nu} \Lambda_{A} \circ \Lambda_{S}$ is Fréchet differentiable from $L^{2}(\Omega)$ to $V$. Setting $B(v, w)=\int_{0}^{1} K^{\prime}(w+t(v-w)) d t$ for every $v, w \in L^{2}(\Omega)$, Taylor's theorem yields

$$
\begin{equation*}
K(v)-K(w)=B(v, w)(v-w) \tag{4.11}
\end{equation*}
$$

We can now define the Lipschitz operator $L: L^{2}(\Omega) \times L^{2}(\Omega) \rightarrow \mathcal{L}\left(L^{2}(\Omega), L^{2}(\Omega)\right)$ by setting $L(v, w):=\theta(v, w) B(v, w)$ with $\theta: L^{2}(\Omega) \times L^{2}(\Omega) \rightarrow L^{\infty}(\Omega)$ defined by

$$
\theta(v, w):= \begin{cases}0 & \text { in }\{K(v)<a\} \cap\{K(w)<a\}, \\ 1 & \text { in }\{K(v) \in[a, b]\} \cap\{K(w) \in[a, b]\}, \\ 0 & \text { in }\{K(v)>b\} \cap\{K(w)>b\}, \\ (K(v)-a) /(B(v, w)(v-w)) & \text { in }\{K(v) \in[a, b]\} \cap\{K(w)<a\}, \\ (a-K(w)) /(B(v, w)(v-w)) & \text { in }\{K(v)<a\} \cap\{K(w) \in[a, b]\}, \\ (K(v)-b) /(B(v, w)(v-w)) & \text { in }\{K(v) \in[a, b]\} \cap\{K(w)>b\}, \\ (b-K(w)) /(B(v, w)(v-w)) & \text { in }\{K(v)>b\} \cap\{K(w) \in[a, b]\}, \\ (b-a) /(B(v, w)(v-w)) & \text { in }\{K(v)>b\} \cap\{K(w)<a\}, \\ (a-b) /(B(v, w)(v-w)) & \text { in }\{K(v)<a\} \cap\{K(w)>b\} .\end{cases}
$$

With this choice

$$
F(v)-F(w)=P_{[a, b]}(K(v))-P_{[a, b]}(K(w))=L(v, w)(v-w) \quad \forall v, w, \in L^{2}(\Omega)
$$

holds true. We can now formulate the following conditions for the convergence of Algorithm 3.

Lemma 4.2. Let $u^{*}$ be the solution of the fixed-point problem (4.5) with corresponding state and adjoint state $\left(y^{*}, p^{*}\right)$ and assume that

$$
\begin{array}{ll}
\text { meas }\left\{\boldsymbol{x} \in \Omega:\left|K\left(u^{*}\right)-a\right| \leq \tau\right\} \rightarrow 0 & \text { as } \tau \rightarrow 0, \\
\text { meas }\left\{\boldsymbol{x} \in \Omega:\left|K\left(u^{*}\right)-b\right| \leq \tau\right\} \rightarrow 0 & \text { as } \tau \rightarrow 0 . \tag{4.13b}
\end{array}
$$

Furthermore we assume that (4.13) also holds for the discrete problems. If furthermore

$$
\begin{equation*}
1-\gamma \max _{\varepsilon}^{\prime \prime}\left(0,-y^{*}\right) p^{*} \geq \epsilon>0 \quad \text { p.w. a.e. in } I_{p} \tag{4.14}
\end{equation*}
$$

for some $\epsilon>0$ with $I_{p}=\left\{\boldsymbol{x} \in \Omega: a(\boldsymbol{x}) \leq \frac{1}{\nu} p^{*}(\boldsymbol{x}) \leq b(\boldsymbol{x})\right\}$, then the method described in Algorithm 3 converges for sufficiently small mesh sizes $h_{\text {max }}$.

Proof. Using Corollary 5.3 of [18], it suffices to show that (4.7)-(4.9) are satisfied for $F$ and its discretization $F^{h}$. We give the proof for the continuous operator, analogous arguments can be used for the discrete operator.

Equation (4.7) holds true due to the definition of the operator $L$. From (4.12) it follows that the operator $\theta$ takes values only in $[0,1]$. We show this exemplarily for the case where $K(v)(\boldsymbol{x})<a(\boldsymbol{x})$ and $K(w)(\boldsymbol{x}) \in[a(\boldsymbol{x}), b(\boldsymbol{x})]$. Here we estimate

$$
\begin{aligned}
0 & \geq a(\boldsymbol{x})-K(w)(\boldsymbol{x})>a(\boldsymbol{x})-K(w)(\boldsymbol{x})+(K(v)(\boldsymbol{x})-a(\boldsymbol{x})) \\
& =K(v)(\boldsymbol{x})-K(w)(\boldsymbol{x})=B(v, w)(v-w)(\boldsymbol{x})
\end{aligned}
$$

Therefore

$$
0 \leq(a(\boldsymbol{x})-K(w)(\boldsymbol{x})) /(B(v, w)(v-w))(\boldsymbol{x})<1
$$

For the other cases the proof is similar. As $K$ is Fréchet differentiable the differential $K^{\prime}$ is bounded in a neighborhood of $u^{*}$ and hence $B$ is bounded in a neighborhood of $\left(u^{*}, u^{*}\right)$. As a consequence $L$ is also bounded in that neighborhood. Therefore it remains to show that (4.9) is satisfied.

For given $v, w$ we decompose the domain $\Omega$ into sets according to the feasibility of $K(v)$ and $K(w)$.

$$
\begin{aligned}
S_{1} & :=\left\{K\left(u^{*}\right)<a, K(v)<a, K(w)<a\right\}, \\
S_{2} & :=\left\{K\left(u^{*}\right) \in[a, b], K(v) \in[a, b], K(w) \in[a, b]\right\}, \\
S_{3} & :=\left\{K\left(u^{*}\right)>b, K(v)>b, K(w)>b\right\}, \\
S_{4} & :=\Omega \backslash\left(S_{1} \cup S_{2} \cup S_{3}\right) .
\end{aligned}
$$

Due to the continuity of $B(\cdot, \cdot)$ the operator $L(\cdot, \cdot)$ is continuous on the sets $S_{1}$, $S_{2}, S_{3}$. We therefore only have to show continuity on the set $S_{4}$ where $K\left(u^{*}\right)$ is projected onto a different set than $K(v)$ or $K(w)$. We start by considering the set $M \subset S_{4}$ given by

$$
M:=\left\{K\left(u^{*}\right)<a \wedge K(v) \in[a, b]\right\} .
$$

Using the continuity of $B(v, w)$ from $L^{2}(\Omega)$ to $V$, the fact that $\|\theta(v, w)\|_{L^{\infty}} \leq 1$ for all $v, w \in L^{2}(\Omega)$ and the information that $\theta\left(u^{*}, u^{*}\right)$ vanishes on $M$, we can estimate

$$
\begin{align*}
\|(L(v, w) & \left.-L\left(u^{*}, u^{*}\right)\right) z\left\|_{L^{2}(M)}=\right\| \theta(v, w) B(v, w) z \|_{L^{2}(M)} \\
& \leq \operatorname{meas}(M)^{(q-2) / 2 q}\|B(v, w) z\|_{L^{q}} \leq C \cdot \operatorname{meas}(M)^{(q-2) / 2 q}\|z\|_{L^{2}} \tag{4.15}
\end{align*}
$$

for all $z \in L^{2}(\Omega)$, with $q>2$ such that $V \hookrightarrow L^{q}(\Omega)$. The expression on the left hand side then goes to zero if the measure of the set $M$ tends to zero. In order to
show that this is the case, we introduce the two sets

$$
\begin{aligned}
& M_{1}(\tau):=\left\{K\left(u^{*}\right)-a \leq-\tau, \wedge K(v) \in[a, b]\right\} \\
& M_{2}(\tau):=\left\{\left|K\left(u^{*}\right)-a\right| \leq \tau\right\}
\end{aligned}
$$

such that $M \subset M_{1}(\tau) \cup M_{2}(\tau)$ for all $\tau>0$. The measure of $M_{1}(\tau)$ can be estimated by

$$
\begin{aligned}
\tau \cdot \operatorname{meas}\left(M_{1}(\tau)\right)^{1 / 2} & \leq\left\|K\left(u^{*}\right)-K(v)\right\|_{L^{2}\left(M_{1}(\tau)\right)}=\left\|B\left(u^{*}, v\right)\left(u^{*}-v\right)\right\|_{L^{2}\left(M_{1}(\tau)\right)} \\
& \leq C\left\|u^{*}-v\right\|_{L^{2}\left(M_{1}(\tau)\right)}
\end{aligned}
$$

Therefore

$$
\operatorname{meas}(M) \leq\left(C \frac{1}{\tau}\left\|u^{*}-v\right\|_{L^{2}}\right)^{2}+\operatorname{meas}\left(M_{2}(\tau)\right) \quad \forall \tau>0 .
$$

Choosing, e.g., $\tau:=\left\|u^{*}-v\right\|_{L^{2}}^{\rho}$ with $0<\rho<1$ we find that meas $(M) \rightarrow 0$ if $v \rightarrow u^{*}$ due to (4.13a). Hence $L(v, w) \rightarrow L\left(u^{*}, u^{*}\right)$ in $\mathcal{L}\left(L^{2}(\Omega), L^{2}(M)\right)$. Similar arguments can also be used for the sets $\left\{K\left(u^{*}\right)<a \wedge K(w) \in[a, b]\right\},\left\{K\left(u^{*}\right)>\right.$ $b \wedge K(v) \in[a, b]\}$ and $\left\{K\left(u^{*}\right)>b \wedge K(w) \in[a, b]\right\}$.

It remains to show that the operator $L(\cdot, \cdot)$ is continuous on the sets $\left\{K\left(u^{*}\right) \in\right.$ $\left.\left.[a, b] \wedge K(v)<a)\},\left\{K\left(u^{*}\right) \in[a, b] \wedge K(w)<a\right)\right\},\left\{K\left(u^{*}\right) \in[a, b] \wedge K(v)>b\right)\right\}$ and $\left.\left\{K\left(u^{*}\right) \in[a, b] \wedge K(w)>b\right)\right\}$. We do this exemplarily for the set

$$
\left.N:=\left\{K\left(u^{*}\right) \in[a, b] \wedge K(v)<a\right)\right\}
$$

Let $z \in L^{2}(\Omega)$ be given. Again using the fact that $\|\theta(v, w)\|_{L^{\infty}} \leq 1$ for all $v, w \in$ $L^{2}(\Omega)$, together with the information that $\theta\left(u^{*}, u^{*}\right) \equiv 1$ on $N$, we estimate

$$
\begin{aligned}
& \left\|\left(L(v, w)-L\left(u^{*}, u^{*}\right)\right) z\right\|_{L^{2}(N)}= \\
& \quad=\left\|\left(\theta(v, w) B(v, w)-B\left(u^{*}, u^{*}\right)\right) z\right\|_{L^{2}(N)} \\
& \quad \leq\left\|\theta(v, w)\left(B(v, w)-B\left(u^{*}, u^{*}\right)\right) z\right\|_{L^{2}(N)}+\left\|(\theta(v, w)-1) B\left(u^{*}, u^{*}\right) z\right\|_{L^{2}(N)} \\
& \quad \leq\left\|\left(B(v, w)-B\left(u^{*}, u^{*}\right)\right) z\right\|_{L^{2}(N)}+\left\|B\left(u^{*}, u^{*}\right) z\right\|_{L^{2}(N)} \\
& \quad \leq 3 C \cdot \operatorname{meas}(N)^{(q-2) / 2 q}\|z\|_{L^{2}}
\end{aligned}
$$

with the exponent $q>2$ chosen as in (4.15). For each sufficiently small $\tau>0$ we introduce the sets

$$
\begin{aligned}
& N_{1}(\tau):=\left\{K\left(u^{*}\right) \in[a+\tau, b], \wedge K(v)<a\right\}, \\
& N_{2}(\tau):=\left\{\left|K\left(u^{*}\right)-a\right| \leq \tau\right\} .
\end{aligned}
$$

Using the same arguments as for the set $M$ it follows that meas $(N) \rightarrow 0$ as $v \rightarrow u^{*}$. Hence $L(v, w) \rightarrow L\left(u^{*}, u^{*}\right)$ also in $\mathcal{L}\left(L^{2}(\Omega), L^{2}(N)\right)$ and (4.9) is satisfied. It remains to show that condition (4.10) holds true. The invertibility of $I-L\left(u^{*}, u^{*}\right)$ follows from the Lax-Milgram lemma if the following coercivity condition is satisfied

$$
\begin{equation*}
\left(\left(I-L\left(u^{*}, u^{*}\right)\right) \delta u, \delta u\right) \geq C_{3}\|\delta u\|^{2} \quad \forall \delta u \in L^{2}(\Omega) \tag{4.16}
\end{equation*}
$$

for some constant $C_{3}>0$. From the definitions of the operators $L$ and $K$, we infer that

$$
L^{*}=\chi_{I_{p}} K^{\prime}\left(u^{*}\right)=\frac{1}{\nu} \chi_{I_{p}} p^{\prime}\left(u^{*}\right)
$$

where $p(u)=\Lambda_{A} \circ \Lambda_{S}(u)$.
Let us now examine the sufficient second-order optimality conditions for the smoothed-penalized problem $\left(\mathcal{P}_{\gamma, \varepsilon}\right)$. Following [34], we define the Lagrange-function

$$
\mathcal{L}(y, u, p):=J(y, u)+\left\langle\mathcal{A} y-\gamma \max _{\varepsilon}(0,-y)-u-f, p\right\rangle
$$

and the cone

$$
\mathcal{C}\left(u^{*}\right):=\left\{v \in L^{2}(\Omega): v(\boldsymbol{x}) \geq 0 \text { on }\left\{u^{*}=a\right\}, v(\boldsymbol{x}) \leq 0 \text { on }\left\{u^{*}=b\right\}\right\}
$$

The sufficient second-order optimality conditions are then satisfied at a point $\left(y^{*}, u^{*}, p^{*}\right)$, if there exists a constant $C_{4}>0$, such that

$$
\begin{equation*}
\left(D_{(y, u)}^{2} \mathcal{L}\left(y^{*}, u^{*}, p^{*}\right)(\delta y, \delta u),(\delta y, \delta u)\right) \geq C_{4}\|\delta u\|^{2} \tag{4.17}
\end{equation*}
$$

for all $\delta u \in \mathcal{C}\left(u^{*}\right)$ and $\delta y \in V$, satisfying

$$
\begin{equation*}
\mathcal{A} \delta y+\gamma \max _{\varepsilon}^{\prime}\left(0,-y^{*}\right) \delta y=\delta u \tag{4.18}
\end{equation*}
$$

Solving for $\delta y$ in (4.18) and inserting this into (4.17) yields

$$
\begin{equation*}
\left(\left(I-\gamma \max _{\varepsilon}^{\prime \prime}\left(0,-y^{*}\right) p^{*}\right) \mathcal{B}\left(u^{*}\right)^{-1} \delta u, \mathcal{B}\left(u^{*}\right)^{-1} \delta u\right)+\nu(\delta u, \delta u) \geq C_{4}\|\delta u\|^{2} \tag{4.19}
\end{equation*}
$$

for all $\delta u \in \mathcal{C}\left(u^{*}\right)$. Note that $\max _{\varepsilon}^{\prime \prime} \in L^{\infty}(\Omega)$ and $p^{*} \in H^{2}(\Omega) \cap V$, which embeds into the space of continuous functions for spatial dimensions $n \leq 3$. Hence the first $L^{2}$-inner product on the left-hand-side of (4.19) is well defined and, thus, finite. If Assumption 4.13 is satisfied, then for every $\delta u \in L^{2}(\Omega)$ we find that $\chi_{I_{p}} \delta u \in \mathcal{C}\left(u^{*}\right)$. Hence (4.19) implies

$$
\begin{equation*}
-\frac{1}{\nu}\left(\chi_{I_{p}}\left(\gamma \max _{\varepsilon}^{\prime \prime}\left(0,-y^{*}\right) p^{*}-I\right) \mathcal{B}\left(u^{*}\right)^{-1} \delta u, \mathcal{B}\left(u^{*}\right)^{-1} \delta u\right)+\|\delta u\|^{2} \geq \frac{C_{4}}{\nu}\|\delta u\|^{2} \tag{4.20}
\end{equation*}
$$

for all $\delta u \in L^{2}(\Omega)$, which is equivalent to (4.16) with $C_{3}:=\frac{C_{4}}{\nu}$. Note that a condition of the form (4.14) is sufficient for (4.17). Under consistent discretizations it can readily be shown that also the discrete operator satisfies such an estimate.

## 5. Numerical Tests

5.1. Examples. For the following test examples the variables are defined on the two dimensional open unit square $\Omega=(0,1)^{2}$. As a prototype of the elliptic differential operator the negative Laplace-operator, discretized using a standard five-point stencil, is chosen. For all test runs the iterates are initialized by $y^{0}=u^{0}=p^{0} \equiv 0$. The penalty parameter is initialized by $\alpha_{0}=1$ and updated by $\alpha_{k+1}=c_{\alpha} \alpha_{k}$ with $c_{\alpha}=0.25$. For runs where the smoothing parameter remains constant it is chosen as $\varepsilon=\varepsilon_{0}=10^{-3}$. If $\varepsilon$ is coupled with $\alpha$, it is initialized by $\varepsilon_{0}=1$ and updated by $\varepsilon_{k+1}=\left(\alpha_{k+1}\right)^{1+\delta}$ with $\delta>0$.

Example 5.1. Lack of strict complementarity. We construct a test problem for which the active set at the solution contains a subset where strict complementarity fails to hold, i.e., where the biactive set $B:=\left\{y^{*}=0\right\} \cap\left\{\xi^{*}=0\right\}$ has a positive measure. This situation is challenging, as the active constraint gradients at the solution are linearly dependent. We define
$y^{\dagger}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)= \begin{cases}160\left(\boldsymbol{x}_{1}^{3}-\boldsymbol{x}_{1}^{2}+0.25 \boldsymbol{x}_{1}\right)\left(\boldsymbol{x}_{2}^{3}-\boldsymbol{x}_{2}^{2}+0.25 \boldsymbol{x}_{2}\right) & \text { in }(0,0.5) \times(0,0.5), \\ 0 & \text { else, }\end{cases}$
$\xi^{\dagger}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=\max \left(0,-2\left|\boldsymbol{x}_{1}-0.8\right|-2\left|\boldsymbol{x}_{1} \boldsymbol{x}_{2}-0.3\right|+0.5\right)$,
and set

$$
\begin{aligned}
f & =-\Delta y^{\dagger}-y^{\dagger}-\xi^{\dagger}, \\
y_{d} & =y^{\dagger}+\xi^{\dagger}-\nu \Delta y^{\dagger}
\end{aligned}
$$



Figure 5.1. Optimal State $y^{*}$ (left) and slack variable $\xi^{*}$ (right) for Example 5.1.


Figure 5.2. Adjoint state $p^{*}$ (left) and multiplier $\lambda^{*}$ (right) for Example 5.1.


Figure 5.3. Biactive set (black) for Example 5.1.
with $\nu=1$. We consider no control constraints for this test problem, i.e., $a \equiv-\infty$ and $b \equiv \infty$. The numerical solutions are displayed in Figures 5.1-5.3. Recall that for the unconstrained case the optimal control $u^{*}$ is just a multiple of the adjoint state $p^{*}$, and hence not specifically depicted.

Example 5.2. Degenerate solution. For this example the optimal state $y^{*}$ exhibits a very flat transition into the active set (note the scale in Figure 5.4). This makes the active set detection challenging. Purely primal active set techniques usually perform poorly in such situations. We set $\nu=0.01, a=0.01$ and $b=0.03$.


Figure 5.4. Optimal State $y^{*}$ (left) and slack variable $\xi^{*}$ (right) for Example 5.2.


Figure 5.5. Optimal control $u^{*}$ (left) and adjoint state $p^{*}$ (right) for Example 5.2.

The example is defined by the data

$$
f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=y_{d}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=-\left|\boldsymbol{x}_{1} \boldsymbol{x}_{2}-0.5\right|+0.25 .
$$

The numerical solution is shown in Figures 5.4- 5.6. The multiplier $\lambda^{*}$ shows clear signs of low regularity. In order to further illustrate the influence of the pointwise constraints on the control we introduce the quantity

$$
\phi^{*}:=\max \left(0, p^{*}-\nu b\right)-\max \left(0,-p^{*}+\nu a\right)
$$

which can be interpreted as the Lagrange multiplier corresponding to the constraint (1.1b). The set where $\phi^{*}$ is positive corresponds to the set where the upper bound on on the control $u$ is active. Analogously the set where $\phi^{*}$ is negative corresponds to the set where the lower bound is active. The zero-level-set of $\phi^{*}$ depicts the set where the control constraints are inactive.


Figure 5.6. Multipliers $\phi^{*}$ (left) and $\lambda^{*}$ (right) for Example 5.2.
5.2. Numerical Performance. Due to Theorem 3.4 the iterates of Algorithm 1 converge to an $\mathscr{E}$-almost C-stationary point of the MPEC. For all our test runs it could be verified by inspection of the multipliers on the biactive set, that the numerical solutions that were obtained even satisfied conditions and characterizing strong stationarity as $p^{*}$ and $\lambda^{*}$ (numerically) vanish on the biactive set.

In Table 5.1 the iteration numbers on the different grids for the FAS-multigrid method using our local and global $C^{1}$-regularizations are displayed. The coupling of $\alpha$ and $h$ described in Section 4.1.1 was used with a coarsest mesh of 15 inner grid points and a finest mesh of 255 inner grid points per dimension, respectively. Furthermore a grid dependent stopping tolerance ( $t o l=0.5 h^{2}$ ) was employed. The number of iterations are clearly concentrated on the coarse grids, which illustrates the efficiency of the nested iteration.

Table 5.1. Numerical performance of the FAS-method with coupling of $\alpha$ and $h$.

|  | Example 5.1 |  | Example 5.2 |  |
| :---: | :---: | :---: | :---: | :---: |
| \#inner gridpts. | $\max _{\varepsilon}^{g}$ | $\max _{\varepsilon}^{l}$ | $\max _{\varepsilon}^{g}$ | $\max _{\varepsilon}^{l}$ |
| 15 | 6 | 9 | 5 | 7 |
| 31 | 3 | 3 | 3 | 2 |
| 63 | 3 | 3 | 3 | 3 |
| 127 | 3 | 3 | 5 | 3 |
| 255 | 2 | 2 | 2 | 2 |
| total | 17 | 20 | 18 | 17 |
| CPU ratio FAS/MG2 | 0.4311 | 0.3738 | 0.2324 | 0.2713 |

For the multigrid method of second kind discussed in Section 4.1.2, the test problems were solved using the $C^{1}$ - and the $C^{2}$ - max $\varepsilon_{\varepsilon}$-regularizations. Although the convergence analysis requires smoothness of the operator the method converged to the same solution for all regularization schemes. On each grid the required accuracy was reached, and even exceeded, after one iteration of the W-cycle. This suggest some kind of "over-solving" due to the requirement of $\tilde{u}^{H}$, the exact solution of (4.6) on the respective coarser mesh.

Table 5.1 also shows the ratio between the CPU-time of the FAS-method and the multigrid method of second kind (MG2). Every Picard-iteration of MG2 requires the solution of one semilinear and one linear elliptic equation on the fine mesh, the smoothing step is therefore quite costly. This is reflected in the small CPU-ratio. The computational effort of MG2, however, can be reduced by employing an inexact version of the multigrid method of second kind, as given in [19].
5.3. Approximation properties of the outer algorithm. In order to numerically determine the approximation properties of the continuation method (Algorithm 1), the $L^{2}$-errors $\left\|y_{\alpha}-y^{*}\right\|$ were computed for problem 5.1, where $y_{\alpha}$ is a stationary point of $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$ and $y^{*}$ is a (strongly) stationary point of $(\mathcal{P})$. The problems were solved on a fixed mesh with $h=1 / 256$ for the global regularization $\max _{\varepsilon}^{g}$, once with a fixed smoothing parameter $\varepsilon=10^{-3}$ and once with $\varepsilon=\varepsilon(\alpha)=\alpha^{1.1}$, thereby yielding $\varepsilon(\alpha) / \alpha \rightarrow 0$. Furthermore the local regularization $\max _{\varepsilon}^{l}$ of the $\max (0, \cdot)$-operator was considered with $\varepsilon=\varepsilon(\alpha)=\alpha^{1.1}$. The results are given in Figure 5.7 in a log-log-scale. The graphic suggest an approximation order of


Figure 5.7. $L^{2}$-errors $\left\|y_{\alpha}-y^{*}\right\|$ for problem 5.1.
$\left\|y_{\alpha}-y^{*}\right\|=\mathcal{O}(\alpha)$ if $\varepsilon(\alpha) / \alpha \rightarrow 0$ and $\left\|y_{\alpha}-y^{*}\right\|=\mathcal{O}\left(\alpha^{1 / 2}\right)$ for fixed $\varepsilon$ and regularization $\max _{\varepsilon}^{g}$. A similar behavior could be observed in a number of further numerical tests. In general the approximation properties for $\varepsilon(\alpha) / \alpha \rightarrow 0$ showed no significant difference for the two types of regularizations considered. Based on these observations we motivate the stopping criterion introduced in Section 4.1.1. If we assume a discretization error of order $h^{2}$, i.e.,

$$
\left\|y_{h}-y^{*}\right\|_{L^{2}}=\mathcal{O}\left(h^{2}\right)
$$

where $y_{h}$ is the exact solution of the discrete MPEC, as is the case for linear finite elements (see, e.g, [11]), this leads to an estimate of the form

$$
\left\|y_{\alpha, h}-y^{*}\right\|_{L^{2}}=\mathcal{O}\left(\alpha^{s}+h^{2}\right)
$$

Here $y_{\alpha, h}$ is the solution of the discrete version of the smoothed penalized problem $\left(\mathcal{P}_{\alpha, \varepsilon}\right)$ and $s \in(0.5,1)$ is the respective approximation order. If the smoothed penalized problem is solved on a fixed grid with mesh size $h$, the discretization error dominates the approximation error if $\alpha \leq h^{2 / s}$

Decreasing the penalty parameter further then leads to no improvement of the numerical solution. On a fixed grid the smoothed penalized problem is therefore
solved as long as

$$
\alpha \geq C h^{2 / s}
$$

where $C>0$ is an appropriately chosen constant. This justifies (4.3). If $\alpha$ drops below that threshold the grid is refined, or if already on the finest mesh, the algorithm is terminated.
5.4. Stability under mesh refinement. As Theorem 3.4 proves convergence of the algorithm in a function space setting one expects that the discrete method exhibits some numerical stability under mesh refinements. For a fixed sequence $\left\{\alpha_{k}\right\}$ (i.e., $\alpha_{k}$ independent of $h$ ) and a fixed tolerance we therefore solved Examples 5.1 and 5.2 on different meshes, but this time neither coupling $\alpha$ with $h$, nor employing a grid dependent stopping tolerance. For the sake of a better comparison a cycle index of $\gamma=1$ ( $=\mathrm{V}$-cycle) was used. Table 5.2 shows the total number of iterations for the FAS-multigrid method with the local and global $C^{1}$-regularizations. The results imply mesh-independent behavior of the method.

Table 5.2. Number of iterations on the different grids for the FAS-method without coupling of $\alpha$ and $h$.

|  | Example 5.1 |  | Example 5.2 |  |
| :---: | :---: | :---: | :---: | :---: |
| \#inner gridpts. | $\max _{\varepsilon}^{g}$ | $\max _{\varepsilon}^{l}$ | $\max _{\varepsilon}^{g}$ | $\max _{\varepsilon}^{l}$ |
| 15 | 20 | 25 | 23 | 26 |
| 31 | 25 | 29 | 25 | 27 |
| 63 | 25 | 30 | 26 | 30 |
| 127 | 28 | 31 | 29 | 29 |
| 255 | 28 | 32 | 27 | 29 |
| 511 | 28 | 32 | 27 | 30 |

TABLE 5.3. Estimated FAS convergence factors for problem 5.1

|  | constr. |  | unconstr. |  |
| :--- | :---: | :---: | :---: | :---: |
| $\nu$ | V-cyc. | W-cyc. | V-cyc. | W-cyc. |
| 1 | 0.0433 | 0.0219 | 0.1217 | 0.0220 |
| $1 \mathrm{e}-1$ | 0.0370 | 0.0238 | 0.1615 | 0.0251 |
| $1 \mathrm{e}-2$ | 0.2777 | 0.0234 | 0.7792 | 0.0724 |

5.5. Convergence factors for the FAS algorithm. In order to report the numerical behavior of the FAS-scheme, the optimality system (4.1) of a smoothed penalized problem with fixed parameters $\alpha=\varepsilon=1 \mathrm{e}-3$ was solved using the FASmethod and the global $C^{1}$-regularization of the max-operator. Both test problems were once solved using a cycle index $\gamma=1$ ( $=\mathrm{V}$-cycle) and once with $\gamma=2$, resulting in a W -cycle. Furthermore, different values for the cost parameter $\nu$ in the objective function were used.

For both test problems the control unconstrained case as well as the case with point-wise bilateral control constraints were considered. For problem 5.1 the constraints $a \equiv 0.1, b \equiv 0.4$ were enforced. The solution of the MPEC with these constraints still showed a biactive set of positive measure. Note that in view of

|  | constr. |  | unconstr. |  |
| :--- | :---: | :---: | :---: | :---: |
| $\nu$ | V-cyc. | W-cyc. | V-cyc. | W-cyc. |
| 1 | 0.0387 | 0.0219 | 0.0389 | 0.0218 |
| $1 \mathrm{e}-1$ | 0.0396 | 0.0217 | 0.0377 | 0.0218 |
| $1 \mathrm{e}-2$ | 0.1312 | 0.0220 | 0.2425 | 0.0228 |

TABLE 5.4. Estimated FAS convergence factors for problem 5.2

Theorem 3.4 the control constrained case immediately yields convergence of the stationary points of the smoothed penalized problems, whereas the seemingly simpler control-unconstrained case requires the additional assumption on the boundedness of $\left\{u_{\alpha}\right\}$ in order to guarantee convergence.

Tables 5.3-5.4 show the estimated convergence factors for the state variable $y$, which are defined as the asymptotic values of the ratios between the discrete $H^{-1}$ norms of the residuals of the state equations resulting from two successive multigrid cycles on a given mesh $[9,7]$.

Tables 5.3-5.4 suggest that the convergence factor depends on the cost parameter for the control $\nu$, i.e., the condition of the problem. If the problem is solved using V-cycles this dependency is quite distinct, whereas the use of W-cycles results in a more stable behavior. Furthermore the presence of control constraints seems to have a stabilizing influence on the performance.

## Appendix

The following results are used in this paper. The proof techniques are independent of the MPEC context, nevertheless we provide the proofs for the sake of completeness. For $v \in L^{2}(\Omega)$ we use the notation $v^{+}:=\max (0, v)$. The following lemma investigates some properties of the $\max (0, \cdot)$-operator.

Lemma A.1. For $\left\{v_{\alpha}\right\} \subset V$ and $\tilde{v} \in V$ the following assertions hold:
(i) If $v_{\alpha} \rightharpoonup \tilde{v}$ in $V$, then also $v_{\alpha}^{+} \rightharpoonup \tilde{v}^{+}$in $V$.
(ii) If $v_{\alpha} \rightarrow \tilde{v}$ in $V$, then also $v_{\alpha}^{+} \rightarrow \tilde{v}^{+}$in $V$.

Proof. Due to the compact embedding of $V$ into $L^{2}(\Omega)$ and the Lipschitz continuity of $\max (0, \cdot): L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ we find that $v_{\alpha}^{+}$converges to $\tilde{v}^{+}$strongly in $L^{2}(\Omega)$. Furthermore for every $\alpha>0$

$$
\left\|\nabla v_{\alpha}^{+}\right\|_{L^{2}(\Omega)^{n}} \leq\left\|\nabla v_{\alpha}\right\|_{L^{2}(\Omega)^{n}} \leq C
$$

for some $C>0$ independent of $\alpha$. Hence there exists $\eta=\left(\eta_{1}, \ldots, \eta_{n}\right) \in L^{2}(\Omega)^{n}$ such that on a suitable subsequence $\frac{\partial v_{\alpha}^{+}}{\partial x_{i}} \rightharpoonup \eta_{i}$ for all $1 \leq i \leq n$. We verify that indeed $\eta=\nabla \tilde{v}^{+}$by multiplying by a test function $\varphi \in C_{0}^{\infty}(\Omega)$. For every $1 \leq i \leq n$ we find that

$$
\left(\eta_{i}, \varphi\right)=\lim _{\alpha \rightarrow 0}\left(\frac{\partial v_{\alpha}^{+}}{\partial x_{i}}, \varphi\right)=-\lim _{\alpha \rightarrow 0}\left(v_{\alpha}^{+}, \frac{\partial \varphi}{\partial x_{i}}\right)=-\left(\tilde{v}^{+}, \frac{\partial \varphi}{\partial x_{i}}\right)=\left(\frac{\partial \tilde{v}^{+}}{\partial x_{i}}, \varphi\right)
$$

As the weak limit of the subsequence is uniquely determined, we find that in fact $\nabla v_{\alpha}^{+} \rightharpoonup \nabla \tilde{v}^{+}$on the whole sequence. Finally if $v_{\alpha}$ converges to $\tilde{v}$ strongly in $V$
then $\nabla v_{\alpha}$ converges to $\nabla \tilde{v}$ strongly in $L^{2}(\Omega)^{n}$ and strong convergence of $\nabla v_{\alpha}^{+}$to $\nabla \tilde{v}^{+}$in $L^{2}(\Omega)^{n}$ follows from

$$
\begin{aligned}
\left\|\nabla v_{\alpha}^{+}-\nabla \tilde{v}^{+}\right\|_{L^{2}(\Omega)^{n}}^{2} & =\left(\nabla v_{\alpha}^{+}, \nabla v_{\alpha}^{+}\right)-2\left(\nabla v_{\alpha}^{+}, \nabla \tilde{v}^{+}\right)+\left(\nabla \tilde{v}^{+}, \nabla \tilde{v}^{+}\right) \\
& =\left(\nabla v_{\alpha}^{+}, \nabla v_{\alpha}\right)-2\left(\nabla v_{\alpha}^{+}, \nabla \tilde{v}^{+}\right)+\left(\nabla \tilde{v}^{+}, \nabla \tilde{v}^{+}\right) \rightarrow 0 .
\end{aligned}
$$

We next give the proof of Lemma 4.1
Proof of Lemma 4.1. Due to the monotonicity of the $\max _{\varepsilon}^{G}$-operator, the linear operator

$$
\mathcal{A}^{*}+\frac{1}{\alpha}\left(\max _{\varepsilon}^{G}\right)^{\prime}(0,-y): V \rightarrow V^{*}
$$

is bounded and coercive with constants independent of $y$. Then from the LaxMilgram Theorem it follows that the operator is invertible and the norm of the inverse is bounded independently of $y$. Hence, the operator $\Lambda_{A}$ is well defined. The Lipschitz continuity of $\left(\max _{\varepsilon}^{G}\right)^{\prime}(0, \cdot): Y \rightarrow L^{\infty}(\Omega)$ furthermore yields the local Lipschitz continuity of $\Lambda_{A}$.

Note that the Nemyzki operator $y \mapsto \phi(y):=\left(\max _{\varepsilon}^{G}\right)^{\prime}(0,-y)$ is Fréchet differentiable from $Y$ to $L^{\infty}(\Omega)$. Now let $y, \delta y \in Y$ be given and set $p_{1}=\Lambda_{A}(y+\delta y)$, $p_{2}=\Lambda_{A}(y)$. Subtraction of the corresponding adjoint equations (4.4) then yields

$$
\begin{align*}
0 & =\mathcal{A}^{*}\left(p_{1}-p_{2}\right)+\phi(y+\delta y) p_{1}-\phi(y) p_{2}+\delta y \\
& =\left(\mathcal{A}^{*}+\phi(y)\right)\left(p_{1}-p_{2}\right)+(\phi(y+\delta y)-\phi(y)) p_{1}+\delta y  \tag{A.1}\\
& =\left(\mathcal{A}^{*}+\phi(y)\right)\left(p_{1}-p_{2}\right)+\left(\phi^{\prime}(y) \delta y+r_{y}(y, \delta y)\right) p_{1}+\delta y,
\end{align*}
$$

where $\left\|r_{y}(y, \delta y)\right\|_{L^{\infty}}=\mathcal{O}\left(\|\delta y\|_{Y}\right)$. Setting

$$
\begin{aligned}
D \Lambda_{A}(y) & =-\left(\mathcal{A}^{*}+\phi(y)\right)^{-1}\left(\phi^{\prime}(y) p_{2}+I\right) \\
r_{\Lambda}(y, \delta y) & =-\left(\mathcal{A}^{*}+\phi(y)\right)^{-1}\left(\phi^{\prime}(y) \delta y\left(p_{1}-p_{2}\right)+r_{y}(y, \delta y) p_{1}\right)
\end{aligned}
$$

equation (A.1) can be reformulated as

$$
\Lambda_{A}(y+\delta y)-\Lambda_{A}(y)=D \Lambda_{A}(y) \delta y+r_{\Lambda}(y, \delta y)
$$

Due to the boundedness of $\left(\mathcal{A}^{*}+\phi(y)\right)^{-1}$ in $\mathcal{L}\left(V^{*}, V\right)$ and the boundedness of $\phi^{\prime}$ in $L^{\infty}(\Omega)$ we find that $D \Lambda_{A}(y)$ is linear and bounded. The Lipschitz continuity of $\Lambda_{A}$ furthermore yields that $\left\|r_{\Lambda}(y, \delta y)\right\|_{V}=\mathcal{O}\left(\|\delta y\|_{Y}\right)$, hence $\Lambda_{A}$ is Fréchet differentiable.
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