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Vortex control in channel flows using translation
invariant cost functionals

H. Kasumba∗and K. Kunisch †

Abstract

The use of translation invariant cost functionals for the reduction of vortices in
the context of shape optimization of fluid flow domain is investigated. Analytical
expressions for the shape design sensitivity involving different cost functionals are
derived. Channel flow problems with a bump and an obstacle as possible control
boundaries are taken as test examples. Numerical results are provided in vari-
ous graphical forms for relatively low Reynolds numbers. Striking differences are
found for the optimal shapes corresponding to the different cost functionals, which
constitute different quantification of a vortex.
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1 Introduction
An important topic in the field of optimal control of partial differential equations is
the choice of an appropriate cost functional to quantify the control objective. This
functional depends on the state variables (u, p), where u and p are the velocity and
pressure of the fluid, respectively, and in our case on the control parameters describing
the shape of the domain. Typical cost functionals for vortex reduction, are based on
tracking-type functionals or minimization of the curl of the velocity field, [10],[1], i.e.,

J1(u) =
1
2

∫
Ω̃

|u(x)−ud(x)|2 dx, J2(u) =
1
2

∫
Ω̃

|curl u(x)|2 dx, (1)

where Ω̃ describes the subset of Ω over which vortex reduction is desired and ud stands
for a given desired flow field which contains some of the expected features of the con-
trolled flow field without the undesired vortices. The tracking type cost functional J1
has the disadvantage that it does not attempt to quantify the vortices in the flow in terms
of intrinsic properties of the velocity field u or pressure p [16]. Moreover, it has the
disadvantage that it is not invariant under changes of frames which move at a constant
speed relative to each other. Functionals which allow such a property are referred to as
Galilean invariant. Turning to the cost functional J2, it is important to note that the
vorticity, curl u(x), is Galilean invariant (see, e.g., [20, Chapter 5] for more details).
By using this functional, vortices in the flow can be thought of as regions of high vor-
ticity magnitude. However, there is no universal threshold over which the magnitude
of the vorticity is to be considered high [12]. More alarmingly, the vorticity magnitude
(|curlu|) may also be high in parallel shear flows where no vortices are present [17].
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A literature study suggests that in fluid dynamics and dynamics systems theory, the
quantification of a vortex is still an issue that is not completely settled. Research in [3],
[6], suggests that in 2D, vortex cores are related to regions with complex eigenvalues of
the velocity gradient tensor ∇u. This vortex definition is Galilean invariant [11], [17].
From the linear-dynamic system point of view [18], this definition suggests that a local
streamline pattern is closed or spirals in a reference frame moving with the particle. In
2D, eigenvalues of ∇u are complex if det ∇u > 0 [17], and this suggests to choose∫

Ω̃

max(0,det∇u(x))dx, (2)

as cost functional [16]. Since this cost functional is based on a Galilean invariant vortex
definition, it is a Galilean invariant cost functional. From the mathematical point of
view, it penalizes the complex eigenvalues of the velocity gradient tensor ∇u(x) which
are responsible for the swirling motion. However, due to the max-operation, the cost
functional in (2) is not differentiable and hence,we introduce the smoothing function
g3 ∈C2(R) defined, e.g., by

g3(t) =
{

0, t ≤ 0
t3/(t2 +1), t > 0,

such that
J3(u) =

∫
Ω̃

g3(det ∇u(x))dx. (3)

A first step towards investigating Galilean invariant cost-functionals for optimal vortex
control in fluids was carried out for a driven-cavity problem in [16], and later for a flow
around an obstacle in [19]. In [19], striking differences were found for the optimal
controls corresponding to the three different cost functionals expressed in (1)-(3). In
the current work the authors systematically analyze optimal shapes corresponding to
the minimization of functionals (1-3). A comparison among the three cost functionals
is made using three test problems. The first two test problems consist in minimization
of vortices in flows in a channel with a bump and an obstacle respectively. The third
test case consists in consideration of an irrotational flow in a channel with a bump. For
the purpose of minimization, a gradient type method is used. It relies on the charac-
terization of the shape gradients for all three functionals. The continuous formulations
are discretized and numerical algorithms for solving the discrete shape optimization
problems are developed and implemented.
The remainder of this paper is organized as follows. Section 2 describes the setting of
the state and optimization problems. Section 3 introduces the existence analysis of the
state and optimization problems. The sensitivity analysis of the optimization problems
is given in Section 4. In Section 5, the numerical algorithm used to realize the opti-
mization problems is given. Numerical examples that support the theoretical results
are presented and the conclusions of this work are finally drawn.
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2 Setting of the problem

2.1 State problem
Let Ω ⊂ R2 with a sufficiently piecewise regular boundary ∂Ω = Γ. Suppose that an
incompressible viscous flow occupies Ω, and that the state equation for the flow is
given by the following system of Navier-Stokes equations in non-dimensional form:{

−ν∆u+(u ·∇)u+∇p = f in Ω,
div u = 0 in Ω.

(4)

Here u = (u1,u2) is the velocity field, p the pressure, ν the kinematic viscosity of
the fluid (ν = 1

Re > 0, where Re is the Reynolds number), and f the density of external
forces. The non-linear term (u ·∇)u in (4) is a symbolic notation for the vector (u1

∂u1
∂x1

+

u2
∂u1
∂x2

,u1
∂u2
∂x1

+u2
∂u2
∂x2

). In order to make (4) well-posed, we have to impose appropriate
boundary conditions. In this work, different boundary conditions posed on the domains
shown in Figure (1(a)-(b)) are considered, giving rise to 3 different test problems. In

(a) Problem 1
(b) Problem 2

Figure 1: Domains for test problems

the first test case, a parallel flow in a channel with a bump (Figure 1 a) is considered.
In this case, the following boundary conditions

u = g on Γin,
u = 0 on Γw∪Γ f ,

−pn+ν
∂u
∂n = 0 on Γout ,

(5)

are imposed. Here the vector g is a given velocity at the inflow Γin. At the outflow
Γout , a natural ”do-nothing” boundary condition proposed in [15] is imposed. Along
the fixed wall, Γw, and the control boundary, Γ f , of the channel, the velocity vanishes.
In the second test problem, a parallel flow in a channel with an obstacle (Figure 1 b) is
considered. Again the boundary conditions given in (5) are imposed. In the third test
problem, an irrotational flow in a channel with a bump (Figure 1 a) is considered. In
this case, the boundary condition is

u = g on Γ = Γin∪Γw∪Γ f ∪Γout , (6)
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where the vector g is a given velocity on the boundary Γ = Γin∪Γw∪Γ f ∪Γout .
For compatibility reasons, g in (6) must satisfy∫

Γ

g ·n ds = 0,

where n is the unit normal vector along the boundary Γ.
In all the test cases, the boundary Γ f is used as a control boundary by means of

which the shape of Ω will be governed.

2.2 Optimization problems
Our goal is to find “an optimal” Γ f by minimizing the cost functionals in (1-3) which
depend on (Ω,u). We let Γ f be described as a graph represented by the curve α:
[a,b] 7→ R. Consequently, the problem of finding “an optimal” Γ f is equivalent to the
one of finding an optimal control α over a set of admissible controls Uad to be specified
later on. Let G be the graph of the control-to-state (generally multi-valued) mapping :

G :=
{
{α,u, p}; α ∈Uad ,{u, p} is a weak solution of (4)-(5,6)

}
.

The optimization problem can be written in the following form:{
Find {α∗,u∗, p∗} ∈ G such that

J(Ω(α∗),u(α∗))≤ J(Ω(α),u(α)) for all {α,u, p} ∈ G .
(7)

To describe Uad , we let Γ f be described as a graph represented by the curve
α: [a,b] 7→ R which we assume to be given by

Γ f (α) = {(x1,x2) : x1 ∈ [a,b], x2 = α(x1)} , (8)

for problem 1 and

Γ f (α) = {(x1,x2) : x1 = α(x2), x2 ∈ [d,e]} , (9)

for problem 2, where a,b,d, and e are given constants. (see Figure 2).
Consequently, one may define the admissible family of curves defining Γ f (α) for

problem 1 as follows:

Uad = {α ∈C0,1([a,b])
∣∣∣ 0 < αmin ≤ α(x1)≤ αmax,

α(a) = α0,α(b) = α1, |α ′| ≤ L1, a.e in (a,b)},

and

Uad = {α ∈C0,1([d,e])
∣∣∣ 0 < αmin ≤ α(x2)≤ αmax,

α(d) = α0,α(e) = α1, |α ′| ≤ L2, a.e in (d,e)},

for problem 2, where L1,L2,a,b,d,e,αmin,αmax are given constants such that Uad is
non-empty.
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(a) Problem 1

(b) Problem 2

Figure 2: Geometric constraints for test problems

2.3 Notation
Here we collect some notations and definitions that we need in our subsequent dis-
cussion. Throughout the paper, we restrict ourselves to the two dimensional case.
Vector-valued functions are indicated by bold letters. An element in R2, is denoted
by x = (x1,x2) with norm |x|R2 = (∑2

j=1 x2
j)

1/2. Two notations for the inner product in
R2 shall be used, namely (x,y) and x ·y respectively. The latter shall be used in case of
nested inner products. For a vector valued function u, the gradient of u, denoted by ∇u,
is a second order tensor defined as ∇u :=

(
∂u j
∂xi

)
i, j=1,2

, while the Jacobian of u, denoted

by Du, is the transpose of the gradient. The curl of a vector field u = (u1,u2) ∈ R2,
denoted by curl u, is defined as curl u := ∂u2

∂x1
− ∂u1

∂x2
, while the curl of a scalar field u,

denoted by curl u, is defined as curl u := ( ∂u
∂x2

,− ∂u
∂x1

). The determinant of the velocity
gradient tensor of a vector field u = (u1,u2) ∈ R2, denoted by det∇u(x), is defined
as det∇u(x) := ∂u1

∂x1

∂u2
∂x2
− ∂u2

∂x1

∂u1
∂x2

. Furthermore, we define the tensor scalar product
denoted by ∇u : ∇ψψψ by

∇u : ∇ψψψ :=
( d

∑
i, j=1

∂u j

∂xi

∂v j

∂xi

)
∈ R.

We denote by Hm(S ), m ∈ R, the standard Sobolev space of order m defined by

Hm(S ) :=
{

u ∈ L2(S ) | Dα u ∈ L2(S ), for 0≤ |α| ≤ m
}
,

where Dα is the weak (or distributional) partial derivative, and α is a multi-index. Here
S , which is either the flow domain Ω, or its boundary Γ, or part of its boundary. The
norm || · ||Hm(S ) associated with Hm(S ) is given by

||u||2Hm(S ) = ∑
|α|≤m

∫
S
|Dα u|2 dx.
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Note that H0(S ) = L2(S ) and || · ||H0(S ) = || · ||L2(S ). For vector valued functions,
we define the Sobolev space Hm(S ) by

Hm(S ) := {u = (u1,u2) | ui ∈ Hm(S ), for i = 1,2} ,

and its associated norm

||u||2Hm(S ) =
2

∑
i=1
||ui||2Hm(S ).

3 Existence analysis
In this section, we establish the existence of solutions to the optimization problems.
The analysis is presented based on the third test problem with homogenous Dirichlet
boundary conditions. Extension to non-homogeneous Dirichlet boundary conditions
can be accomplished by standard techniques. Analysis for mixed Dirichlet-Neumann
boundary conditions is beyond the scope of this work. We refer the reader to [2, page
127]. Nevertheless, we note that the results given in this paper are formally valid for
this case but some technical details in the analysis need to be carefully revised.

3.1 Existence of solution to PDE constraint
Before establishing the existence of a solution to the minimization problem, we need to
first establish the existence of a solution to the the PDE constraint (the Navier-Stokes
equations). To this end, the following functional spaces are introduced.

H1
g(Ω) := {ψψψ ∈H1(Ω) | ψψψ = g on Γ},

H1
0(Ω) := {ψψψ ∈H1(Ω) | ψψψ = 0 on Γ},

H (Ω) :=
{

ψψψ ∈H1
0(Ω) : div ψψψ = 0 in Ω

}
,

(10)

L2
0(Ω) = {q ∈ L2(Ω) |

∫
Ω

q dx = 0}. (11)

Let us define the bilinear forms a(·, ·) : H1(Ω)×H1(Ω) 7→ R via

a(u,ψψψ) = ν

∫
Ω

∇u : ∇ψψψ dx, (12)

b : H1(Ω)×L2
0(Ω) 7→ R via

b(u,q) =−
∫

Ω

q div u dx, (13)

and the trilinear form c : H1(Ω)×H1(Ω)×H1(Ω) 7→ R via

c(v;u,ψψψ) :=
2

∑
i, j=1

∫
Ω

v j
∂ui

∂x j
ψi dx =

∫
Ω

(v ·∇)uψψψ dx. (14)

The trilinear form c has the following properties, [23, page 163], [8, page 285],
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1. c(v;ψψψ,ψψψ) = 0 for all v ∈H (Ω), ψψψ ∈H1(Ω).

2. c(v;ψψψ,u) =−c(v;u,ψψψ) for all v ∈H (Ω), ψψψ,u ∈H1(Ω).

Using our notation, the weak form of the Navier stokes equations (4-6) can be ex-
pressed as:
Given f ∈ L2(Ω), find (u, p) ∈H1

g(Ω)×L2
0(Ω) such that

νa(u,ψψψ)+ c(u,u,ψψψ)+b(ψψψ, p) = (f,ψψψ) for all ψψψ ∈H1
0(Ω),

b(u,q) = 0 for all q ∈ L2
0(Ω).

(15)

Theorem 3.1. [23] There exists a weak solution u of (15) and a constant C > 0 such
that

||u||H1(Ω) ≤
C
ν
||f||L2(Ω) for all f ∈ L2(Ω). (16)

Moreover, if Ω is convex and Γ is Lipschitz continuous, then u ∈H2(Ω).

For small values of data (f) or large enough values of ν , uniqueness can be established:

Theorem 3.2. [23] There exists a constant C =C(Ω)> 0 such that the solution of (15)
is unique if

ν
2 ≥C||f||L2(Ω).

Although the results above provide existence and uniqueness for the basic Navier-
Stokes problems, they do not address the continuity of these solutions with respect to
the parameter describing the shape of the domain. We address this question in the next
subsection.

3.2 Existence of solution to the optimization problem
To discuss the existence of a solution to the shape optimization problem, one needs to
endow the set of admissible domains Uad with a topology and show that with respect
to that topology, the set Uad is compact. We begin with the notion of convergence of
sequences of domains. We embed all domains in a fixed “hold all” domain D such that
∪α∈Uad Ω(α)⊂ D. For each αn ∈Uad , let Ωn = Ω(αn). Then convergence of Ωn to Ω

is defined by

Ωn→Ω ⇐⇒ αn ⇒ α in [a,b] for problem 1 and
Ωn→Ω ⇐⇒ αn ⇒ α in [d,e] for problem 2,

(17)

where αn ⇒ α means αn converges uniformly to α in a given interval. From the
well known Arzelà-Ascoli theorem it follows that Uad is compact with respect to the
convergence defined in (17) [13]. Hence, to establish existence of a solution to (7),
one needs to use the classical Bolzano-Weierstrass theorem for continuous functions
on compact sets.
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Continuity with respect to the shape

We define the reduced cost functional Ĵi : Uad 7→R, i = 1,2,3 by Ĵi(Ω) = Ji(u(Ω),Ω).
In order to obtain the existence of optimal shapes we need the continuity, or at least
the lower semi-continuity of the shape functional Ĵi(Ω). Since our shape functionals
depends on the solution u(Ω) of a partial differential equation, we need the continuity
of this solution with respect to the shape for an appropriate topology of domains, in
particular the topology defined in (17). The following lemma will become important
in what follows

Lemma 3.1. [13, page 26] Let Ω(αn)→ Ω(α), n→ ∞, and let χn, χ be the charac-
teristic functions of Ω(αn), Ω(α), respectively. Then

χn→ χ in Lp(D), for all p ∈ [1,∞).

We begin with the establishment of the continuity of u(Ω) with respect to the shape
of the domain Ω. The domains Ω(α) are uniformly Lipschitz continuous for each
α ∈ Uad , and hence, have the uniform extension property, [5]. Let D be the hold all
domain as in the above Lemma and define the extension operator

εΩ : H1
0 (Ω) 7→ H1

0 (D)

by

(εΩu)(x) =
{

u(x), x ∈Ω

0, x ∈ D\Ω.

We shall use the symbol ũ to denote the extension of u from H1
0 (Ω) to H1

0 (D).

Definition 3.1. Let un ∈H1
0(Ωn), u ∈H1

0(Ω), αn, α ∈Uad . We say that

un→ u if and only if ũn→ ũ in H1
0(D),

un ⇀ u if and only if ũn ⇀ ũ in H1
0(D), n→ ∞,

(18)

where the symbols → and ⇀ in (18) denote strong and weak convergence in H1
0(Ω)

respectively.

Lemma 3.2. Let αn, α ∈Uad , be such that Ω(αn)→Ω(α), n→∞ and let un := u(αn)
be the solution to the Navier-Stokes equations in Ωn. Then

ũn→ ũ in H1
0(D), n→ ∞.

Proof. By Theorem 3.1, we have

||ũn||H1(D) = ||un||H1(Ωn)
≤ C

ν
||f||L2(D), (19)

with a constant C independent of n. From this, one can pass to a subsequence {ũnk} of
{ũn} such that

ũnk ⇀ ũ in H1
0(D), k→ ∞. (20)
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We first prove that ũ|D\Ω = 0 which implies that ũ|Ω ∈ H1
0(Ω). Since H1

0(D) embeds
compactly into L2(D),

ũnk → ũ in L2(D), k→ ∞. (21)

If χ
Ω̄C denotes the characteristic function of the complement of Ω̄, then Theorem 4.3

in [7, page 176] and Fatou’s Lemma imply∫
D

χ
Ω̄C ũ2 dx≤

∫
D

liminf
k→∞

χ
Ω̄C

nk
ũ2 dx≤ liminf

k→∞

∫
D

χ
Ω̄C

nk
ũ2 dx

= liminf
k→∞

∫
D

χ
Ω̄C

nk
|ũ− ũnk |

2 dx≤ lim
k→∞

∫
D
|ũ− ũnk |

2 dx = 0.

As a consequence, ũ = 0 holds almost everywhere on Ω̄C which implies that

uΩ = ũ|Ω ∈H1
0(Ω).

We need to show that ũ|Ω solves

ν

∫
Ω

∇u : ∇ψψψ dx+
∫

Ω

(u ·∇)uψψψ dx =
∫

Ω

fψψψ dx, for all ψψψ ∈H (Ω). (22)

Observe that ũn satisfies

ν

∫
D

χn∇ũn : ∇ψ̃ψψ dx+
∫

D
χn(ũn ·∇)ũnψ̃ψψ dx =

∫
D

χnfψ̃ψψ dx, ψ̃ψψ ∈H (Ωn), (23)

where χn is the characteristic function of Ωn. Choose

ξξξ ∈ V(Ω) = {φφφ ∈ (C∞
0 (Ω))2| div φφφ = 0 in Ω}.

Then there exists Nξξξ ∈ N such that supp(ξξξ ) ⊂ Ωn for n ≥ Nξξξ [7, page 264]. Conse-
quently, we may use ξ̃ξξ as a test function in (23):

ν

∫
D

χnk ∇ũnk : ∇ξ̃ξξ dx+
∫

D
χnk(ũnk ·∇)ũnk ξ̃ξξ dx =

∫
D

χnk fξ̃ξξ dx. (24)

Moreover, the extension ξ̃ξξ belongs to

V(D) = {φφφ ∈ (C∞
0 (D))2| div φφφ = 0 in D}.

We examine each term in (24) separately . We first note that

ν

∫
D

χnk ∇ũnk : ∇ξ̃ξξ dx n→∞−−−→ν

∫
D

χ∇ũ : ∇ξ̃ξξ dx (by equation (20)),

= ν

∫
Ω

∇u : ∇ξξξ dx.
(25)

Next, we estimate the nonlinear term. Integrating by parts, one obtains∫
D

χnk(ũnk ·∇)ũnk , ξ̃ξξ ) dx =
∫

∂D
χnk(ũnk · ξ̃ξξ )(ũnk ·n) ds

−
∫

D
χnk ũnk · ξ̃ξξ div ũnk dx−

∫
D

χnk ũnk · (ũnk ·∇)ξ̃ξξ dx.
(A)
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We have
∫

∂D χnk(ũnk · ξ̃ξξ )(ũnk ·n) ds = 0, since ũnk |Γ = 0 for every n. Further note that
ξξξ i and (∇ξξξ )i, j belong to L∞(Ω). Since ||div ũnk ||L2(D) ≤ ||ũnk ||H1(D) < ∞ for all n, we
may extract a subsequence, again denoted by ũnk such that

div ũnk ⇀ div ũ in L2(D). (26)

Hence, using Lemma 3.1, equations (20) and (26) lead to∫
D

χnk ũnk · ξ̃ξξ div ũnk dx−
∫

D
χnk ũ · ξ̃ξξ div ũ dx =

∫
D

χnk div ũnk(ũnk − ũ)ξ̃ξξ dx

+
∫

D
χnk(div ũnk −div ũ) ũ · ξ̃ξξ dx+

∫
D
(χnk −χ)div ũ ũ · ξ̃ξξ dx n→∞−−−→ 0.

Thus ∫
D

χnk ũnk · ξ̃ξξ div ũnk dx n→∞−−−→
∫

D
χũ · ξ̃ξξ div ũ dx =

∫
Ω

u ·ξξξ div u dx.

In a similar fashion, we have∫
D

χnk ũnk · (ũnk ·∇)ξ̃ξξ dx n→∞−−−→
∫

D
χũ · (ũ ·∇)ξ̃ξξ dx =

∫
Ω

u · (u ·∇)ξξξ dx.

Therefore, from (A)∫
D

χnk(ũnk ·∇)ũnk ξ̃ξξ dx n→∞−−−→
∫

D
χ(ũ ·∇)ũξ̃ξξ dx =

∫
Ω

(u ·∇)uξξξ dx.

Finally, ∫
D

χnk fψ̃ψψ dx−
∫

D
χfψ̃ψψ dx =

∫
D
(χnk −χ)fψ̃ψψ dx n→∞−−−→ 0.

Since V (Ω) is dense in H (Ω) (see [8, page 26]), we conclude that ũ|Ω solves (22)
and moreover ũ|Ω is divergent free in Ω [13, page 85]. The function ũ|Ω is the unique
solution to (15) so that not only a subsequence but the whole sequence tends weakly
to ũ in H1

0(D). To prove strong convergence, from the definition of the problem on Ωn
and properties of c over H (Ω) in Lemma 3.1, it follows that

ν

∫
D

χn|∇ũn|2 dx =
∫

D
χnfũn dx→

∫
D

χfũ dx = ν

∫
D

χ|∇ũ|2 dx. (27)

The next task is to prove the continuity of Ĵi(Ω). We need to show that if the
domains converge in the sense of (17), then Ĵi(Ωn) 7→ Ĵi(Ω),n→∞. This is established
for cost functionals Ĵ1(Ω) and Ĵ2(Ω) in [21]. Therefore, we only discuss continuity of
Ĵ3(Ω) in the following lemma.

Lemma 3.3. Let J3(un,Ωn) =
∫

Ωn
g3(det ∇un) dx. Then the cost functional Ĵ3(Ω) is

continuous on Uad .
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Proof. Let us first note that t3/(t2 +1)≤ t, hence,it follows that for u ∈H1
0(Ω),∫

Ω

g3(det ∇u) dx≤
∫

Ω

|det ∇u|dx.

Also note that by Young’s inequality

|det ∇u|= |∂u1

∂x1

∂u2

∂x2
− ∂u2

∂x1

∂u1

∂x2
|

≤ 1
2

[(
∂u1

∂x1

)2
+
(

∂u2

∂x2

)2
+
(

∂u2

∂x1

)2
+
(

∂u1

∂x2

)2]
,

=
1
2
(∇u : ∇u).

(28)

Hence, for u ∈H1
0(Ω),∫

Ω

g3(det ∇u) dx≤1
2
||∇u||2L2(Ω) ≤

1
2
||u||2H1(Ω).

The function g3(t) is globally Lipschitz with constant 3/2, i.e.,

|g3(t)−g3(s)| ≤
3
2
|t− s|, 0≤ t,s ∈ R. (29)

Consequently, we estimate∣∣∣J3(un,Ωn)− J3(u,Ω)
∣∣∣= ∣∣∣∫

Ωn

g3(det ∇un) dx−
∫

Ω

g3(det ∇u) dx
∣∣∣,

≤
∫

D

∣∣∣g3(det ∇ũn)−g3(det ∇ũ)
∣∣∣ dx.

Using (29) with t = det ∇ũn, s = det ∇ũ, we find∫
D

∣∣∣g3(det ∇ũn)−g3(det ∇ũ)
∣∣∣ dx≤ 3

2

∫
D

∣∣∣det ∇ũn−det ∇ũ
∣∣∣ dx.

Hence, ∣∣∣J3(un,Ωn)− J3(u,Ω)
∣∣∣≤ 3

2

∫
D

∣∣∣det ∇ũn−det ∇ũ
∣∣∣ dx,

≤ 3
2

∫
D

∣∣∣ ∂ ũn
1

∂x1

∂ ũn
2

∂x2
− ∂ ũ1

∂x1

∂ ũ2

∂x2︸ ︷︷ ︸
A

∣∣∣+ ∣∣∣ ∂ ũn
2

∂x1

∂ ũn
1

∂xn
2
− ∂ ũ2

∂x1

∂ ũ1

∂x2︸ ︷︷ ︸
B

∣∣∣ dx.

Note that by using the relation |anbn− ab| ≤ |an(bn− b)|+ |(an− a)b|, and using the
Cauchy-Schwarz inequality, we have that∫

Ω

|anbn−ab| dx≤ ||an||L2 ||bn−b||L2 + ||bn||L2 ||an−a||L2 . (30)
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With a = ∂ ũ1
∂x1

, b = ∂ ũ2
∂x2

, we find∫
D
|A| dx≤

∣∣∣∣∣∣∂ ũn
1

∂x1

∣∣∣∣∣∣
L2(D)

∣∣∣∣∣∣∂ ũn
2

∂x2
− ∂ ũ2

∂x2

∣∣∣∣∣∣
L2(D)

+
∣∣∣∣∣∣∂ ũn

2
∂x2

∣∣∣∣∣∣
L2(D)

∣∣∣∣∣∣∂ ũn
1

∂x1
− ∂ ũ1

∂x1

∣∣∣∣∣∣
L2(D)

, (31)

and similarly for
∫

D |B| dx. Let Ωn→ Ω, as n→ ∞. Then from Lemma 3.2, it follows

that ũn→ ũ in H1
0(D). Since by (28), the terms

∣∣∣∣∣∣ ∂ ũn
1

∂x1

∣∣∣∣∣∣
L2(D)

,
∣∣∣∣∣∣ ∂ ũn

2
∂x2

∣∣∣∣∣∣
L2(D)

,
∣∣∣∣∣∣ ∂ ũn

2
∂x1

∣∣∣∣∣∣
L2(D)

,

and
∣∣∣∣∣∣ ∂ ũn

1
∂x2

∣∣∣∣∣∣
L2(D)

are uniformly bounded with respect to n, it follows that J3(un,Ωn)→

J3(u,Ω).

Lemma 3.4. The optimization problem (7 ) has a solution.

Proof. Since J1, J2 and J3 are continuous and Uad is compact, the Bolzano-Weierstrass
theorem asserts that J1, J2 and J3 attain global minima on Uad .

4 Sensitivity analysis
In this section, we discuss the necessary optimality conditions for (7). In order to set
up the optimality system, a common technique is to introduce a family of perturbations
Ωt of a given admissible domain Ω which depend on a parameter t. The relationship
of these perturbations to the set of admissible domains that was considered in Section
2, is given in Remark 4.1 below. This family of perturbations of Ω can be constructed
for instance by perturbation of the identity, see, e.g., [22],[7],[13]. Let Ω⊂ D̄ be open
and let

Sd = {h ∈C1,1(D̄) : h|∂D = 0} (32)

be the space of deformation fields which define for t > 0 a perturbation of Ω by

Tt : D 7→ R2, (33)
x 7→ Tt(x) = x+ th(x). (34)

Then for each h ∈Sd , there exists τ > 0 such that Tt(D) = D and {Tt} is a family of
C1,1-diffeomorphisms for |t|< τ . For each t ∈ R with |t|< τ , we set

Ωt = Tt(Ω), Γt = Tt(Γ).

Thus Ω0 = Ω,Γ0 = Γ,Ωt ⊂ D.

Remark 4.1. The form of the deformation field h realizing shape variations depends on
how shapes of admissible domains are parametrized [13]. Therefore, for the family of
domains shown in Figures 2 (a) and 2 (b), it is natural to take the deformation fields of
the form h = (0,h2) and h = (h1,0), respectively. Here hi corresponds to the variation
δα = α̃ −α , where α̃ ∈ Uad is a function that determines Γ f (α̃) after deformation
of Γ f (α) by δα . Moreover, δα is defined on the boundary Γ f . Therefore, to avoid
ambiguity with (33)-(34), we must extend this variation such that it is defined over the
entire domain. We shall discuss this later in Section 5.
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The Eulerian derivative of J at Ω in the direction of the deformation field h is
defined as

dJ(u,Ω)h = lim
t→0

J(ut ,Ωt)− J(u,Ω)

t
. (35)

The functional J is called shape differentiable at Ω if dJ(u,Ω)h exists for all h ∈Sd
and h 7→ dJ(u,Ω)h defines a continuous linear functional on Sd . To compute (35), we
compute the derivative of the state equation first, using the classical results of shape
calculus as in [4],[22]. The shape derivative of the state variables (u, p) is the solution
of the following linear systems [14],[4]:{

−ν∆u′+Du ·u′+Du′ ·u+∇p′ = 0 in Ω,
div u′ = 0 in Ω,

(36)

supplemented with the following boundary conditions for test cases 1 and 2
u′ = 0 on Γin∪Γw,

u′ =− ∂ (u−g)
∂n h ·n on Γ f ,

−p′n+ν
∂u′
∂n = 0 on Γout ,

(37)

and {
u′ = 0 on Γ\Γ f ,

u′ =− ∂ (u−g)
∂n h ·n on Γ f ,

(38)

for case 3. In what follows, we will need the following two lemmas.

Lemma 4.1. (Transport theorem)[22] Let f ∈C([0,τ],W 1,1(D)), (τ sufficiently small),
and assume that ft(0) exists in L1(D). Then

d
dt

∫
Ωt

f (t,x) dx
∣∣∣
t=0

=
∫

Ω

ft(0,x) dx+
∫

Γ

f (0,x)h ·n ds. (39)

Lemma 4.2. The shape derivative u′ in (36) satisfies

u′ ·n = 0, on Γ f .

Proof. Since u′ = −(D(u− g) · n)h · n on Γ f , by using the tangential divergence
formula [22, Page 82], we have that:

u′ ·n = (D(u−g) ·n) ·n(h ·n) = div (u− ĝ)(h ·n)|Γ f −divΓ f (u−g)(h ·n), (40)

where ĝ is any C1 divergence free extension of g to an open neighbourhood of Γ⊂R2.
Using u− g = 0 on Γ f , as well as considering the fact that we are using divergence
free fields, the expression on the right-hand side in (40) vanishes and this completes
the proof.



H. Kasumba & K. Kunisch 14

4.1 Shape gradients of cost functionals
This subsection is devoted to the computation of the Eulerian derivatives of Ji(Ω,u), i=
1, . . . ,3. The goal is to express (35) in the Hardamard-Zolesio structure form dJi(Ω,u)h=∫

Γ f
∇Jin ·h, under appropriate smoothness conditions on the boundary of Ω. We call

∇Jin, the shape gradient of Ji. This gradient depends only on the state variables (u, p)
and the adjoint state variables (λλλ ,q). The variables (λλλ ,q) are defined by{

−ν∆λλλ −Dλλλ ·u+(Du)t ·λλλ +∇q = Ji(u)′ in Ω,
div λλλ = 0 in Ω,

(41)

together with the boundary conditions{
λλλ = 0 on Γw∪Γ f ∪Γin,
qn−νDλλλ ·n− (u ·n)λλλ = 0 on Γout ,

(42)

for test cases 1 and 2 and

λλλ = 0 on Γ, (43)

for test case 3. In what follows, we will for simplicity, consider system (41, 43) in our
computations. Nevertherless, the results still remain valid if we use system (41, 42).

Theorem 4.1. Let Ω ⊂ R2 be a bounded, open and connected domain, with a piece-
wise smooth boundary of class C2 and convex corners, (see, e.g., [23],[9]), ud the
desired flow field and h a fixed vector field. Then the shape gradients ∇Jin of the 3 cost
functionals J1,J2 and J3 can be expressed as

∇J1n =

[
1
2
|u−ud |2 +ν(D(u−g) ·n) · (Dλλλ ·n)

]
n, (44)

∇J2n =

[
1
2
|curl u|2 +D(u−g) ·n ·

(
νDλλλ ·n− (curl u)τττ

)]
n, (45)

∇J3n = [g3(det ∇u)+(D(u−g) ·n) · (νDλλλ ·n−P(u))]n, (46)

where all expressions are evaluated on Γ f , and the adjoint state λλλ satisfies (41, 43)
with J′1(u) = (u−ud), J′2(u) = curl(curl u) =−∆u, and J′3(u) = R(u), where

R(u) =

 −curl
(

g′3(det ∇u)∇u2

)
curl

(
g′3(det ∇u)∇u1

)
 , (47)

and

P(u) =

 g′3(det ∇u)
(

∂u2
∂x2

nx1 −
∂u2
∂x1

nx2

)
g′3(det ∇u)

(
∂u1
∂x1

nx2 −
∂u1
∂x2

nx1

)
 .
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Proof. The proofs of expressions (44-45) can be found in, e.g., [21]. Therefore, we
shall only prove expression (46). Since J3(Ω) is differentiable with respect to u, and
the state u is differentiable with respect to t, using Lemma 4.1 we obtain the Eulerian
derivative of J3(Ω) with respect to t:

dJ3(Ω;u)h =
∫

Ω

g′3
(

u1
x1
(u′2)x2

+(u′1)x1u2
x2
−u2

x1
(u′1)x2 −u1

x2
(u′2)x1

)
dx

+
∫

Γ

g3(det ∇u)h ·n ds,
(48)

where u′1 := ∂u1

∂ t , u′2 := ∂u2

∂ t , u′ = (u′1,u
′
2), and g′3 ≡ g′3(det ∇u).

Using integration by parts, the first term on the right hand side of (48) can be written
as ∫

Ω

g′3
(

u1
x1
(u′2)x2

+(u′1)x1u2
x2
−u2

x1
(u′1)x2 −u1

x2
(u′2)x1

)
dx =

∫
Ω

R(u)u′ dx

+
∫

Γ

P(u)u′ ds.

Hence,

dJ3(Ω;u)h =
∫

Ω

R(u)u′ dx+
∫

Γ

P(u)u′+g3(det ∇u)h ·n ds. (49)

From system (36), we have for the solution (λλλ ,q) of the adjoint system (41, 43)

0 =
∫

Ω

((
−ν∆u′+Du ·u′+Du′ ·u+∇p′

)
·λλλ − (div u′) ·q

)
dx.

Applying Greens formula gives

0 =
∫

Ω

((
−ν∆λλλ −Dλλλ ·u+[Du]t ·λλλ +∇q

)
·u′− (div λλλ ) · p′

)
dx

−
∫

Γ

u′
(
qn− (u ·n)λλλ −νDλλλ ·n

)
ds−

∫
Γ

(
− p′n+νDu′ ·n

)
λλλ ds.

Since (λλλ ,q) and (u′, p′) satisfy (41, 43) and (36, 38) respectively, we have∫
Ω

R(u) ·u′ dx =−
∫

Γ f

(νDλλλ ·n−qn)u′ ds. (50)

The term (qn)u′ in (50) vanishes on Γ f , due to Lemma 4.2. Hence, using (38), we
obtain the Eulerian derivative from (49):

dJ3(Ω;u)h =
∫

Γ f

(
g3(det ∇u)+D(u−g) ·n ·

(
νDλλλ ·n−P(u)

))
h ·n ds.

Since the mapping h 7→ dJ3(u,Ω)h is linear and continuous, we get the expression for
the shape gradient (46).
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5 Algorithmic realization and numerical examples
In this section, we present the algorithm that we use to solve the shape optimization
problems. Furthermore, computational results to the selected test problems are pre-
sented. We denote by Ω0, Ω f the initial and the final shapes respectively. Using the
gradient information from the previous section, the domain Ω is deformed according
to the following algorithm.

5.1 The boundary variation algorithm
As announced in Remark 4.1, we now explain how to obtain the globally defined field
h from data specified on Γ f only. These data will be taken as one of the negative
gradients according to (44)-(46). For the geometries depicted in Figure 2, only one of
the coordinates of ∇Jin is nontrivial. Thus Algorithm 1 defines the deformation field h

Algorithm 1 The boundary variation algorithm

1. Choose initial shape Ω0;

2. Compute the state system and the adjoint system, then evaluate the descent
direction hk by using

−∆h+h = 0 in Ω, (51)
∂h
∂n

=−∇J n on Γ f , (52)

h = 0 on Γin∪Γw∪Γout , (53)

with Ω = Ωk;

3. Set Ωk+1 = (Id + tkhk)Ωk where tk is a positive scalar.

over the entire domain. It provides a decent direction for the cost functional J:

dJ(u,Ω)h =
∫

Γ f

∇Jn ·h ds =−
∫

Ω

|∇h|2 + |h|2dx < 0.

Remark 5.1. In the above form, Algorithm 1 does not provide for the inequality con-
straints in Uad . To realize these constraints, a penality approach is used. For a positive
penalty constant µ , we consider the penalized functional

F(u,Ω,µ) = J(u,Ω)+µE (Ω),

where E (Ω) : R2 7→ R1, defined as

E (Ω) =
∫

Ω

[
max(Eu(x1,x2),0)+min(El(x1,x2),0)

]
dx,

describes the constraints on admissible shapes Ω. Here Eu(x1,x2) and El(x1,x2), de-
note the upper and lower constraints on the shape, respectively. If E and J are shape
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differentiable, then there exist shape gradients ∇E , ∇J of E (Ω) and J(u,Ω), respec-
tively. Consequently, the Eulerian derivative of F with respect Ω in the direction h
reads

dF(u,Ω,µ)h = dJ(u,Ω)h+µdE (Ω)h,

where
dE (Ω)h =

∫
Γ f

[
max(Eu(x1,x2),0)+min(El(x1,x2),0)

]
h ·n ds.

As a result, the computational step in (51-53) is replaced by

−∆hk +hk = 0 in Ωk,

∂hk

∂n
=−∇Jcn on Γ f ,

hk = 0 on Γin∪Γw∪Γout ,

(54)

where ∇Jcn =
[
∇Jn+µ

[
max(Eu(x1,x2),0)+min(El(x1,x2),0)

]
n
]
.

The constraint |α ′| ≤ Li, i = 1,2, is not directly enforced by the above algorithm
and therefore possible boundary oscillations can occur. The extension of h on the basis
of (54) is also regularizing. If the Neumann boundary condition in (54) is replaced by
a Dirichlet condition, then the regularization is insufficient and undesired oscillations
of the shapes occur.

5.2 Test case 1: flow in a channel with a bump
We consider the optimization of a flow in a channel with a bump as shown in Fig.1(a).
The dimensions of the channel are as follows, −1 < x1 < 1 and −1 < x2 < 1 with a
bump on the upper wall extending from x1 =−0.5 to x1 = 0.5, i.e., a =−0.5, b = 0.5,
α0 = α1 = 1, in Uad , µ = 103 and g = (2.5(x2 + 1)(1− x2),0). Moreover, we set
αmin(x1) = 0.5 and αmax(x1) = 1.5 as parameters in Figure 2 (a). As a consequence,
Eu(x1,x2) and El(x1,x2) in (54) are given by

Eu(x1,x2) =−1.5+ x2 and El(x1,x2) =−0.5+ x2.

The computational domain is discretized by triangular elements generated by a bi-
dimensional anisotropic mesh generator. Re is set to 50 and the Navier-Stokes equa-
tions are solved using a Picard type iteration. The velocity field is depicted in Figure 3.
The flow field pattern (Figure 3) possesses a vortex in the bump region of the compu-
tational domain. Its reduction/minimization by using the control boundary (Γ f ) is our
goal.

Remark 5.2. The motion of Γ f is modeled explicitly using boundary nodes which are
connected by line segments. These nodes are moved using the deformation field h
computed in (51-53). This field is chosen in accordance to the special parametrization
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(a) Un zoomed
(b) Zoomed

Figure 3: Vector plot of velocity vectors u1 and u2

of shapes of admissible domains. With reference to Figure 2 (a), h is chosen as h =
(0,h2) where

−∆h2 +h2 = 0 in Ω,
∂h2

∂n
=−∇Jcny on Γ f , h2 = 0 on Γin∪Γw∪Γout ,

meaning that only Γ f varies.

The choice of boundary condition for this example ensures that the solution of (4-5)
has a parabolic profile if Ω is a square. More precisely, if Ω is a square [−1,1]× [−1,1],
the solution is given by:{

u(x1,x2) = (2.5(x2 +1)(1− x2),0),

p(x1,x2) =
5

Re (1− x1).
(55)

5.2.1 Shape optimization with cost J1

The desired state is chosen as ud = (2.5(x2 +1)(1− x2),0). With this choice of target
flow, the functional J1 vanishes at the optimal domain, which in this case is known to be
a square. We start the algorithm with initial flow as in Figure 3. The H1(Ω) norm of h
together with the maximum value of h on the control boundary are used as the stopping
criteria for the algorithm. As expected, after optimization, we obtain an axis-parallel
flow field on a square geometry (Ω f ). The value of the cost J1 on the initial geometry
is 0.118577 while that on the final geometry is 1.97727×10−11. A plot of the history
of the three cost functions during the minimization process according to J1 results in
Figures 4 (a-c). From these figures, we see that as the number of iterations increases,
both cost J1 and J3 decrease while J2 increases. This means that the optimal geometry
which minimizes both J1 and J3 is not the optimal one for J2.
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a) History of J1 b) History of J2 c) History of J3

Figure 4: History of three cost functionals during minimization of tracking type cost

5.2.2 Shape optimization with cost J2

The results from the previous subsubsection indicate that the optimal geometry which
minimizes J2 is not a square. In this case initialization is made with geometry Ω0 as

(a) Initial flow field
(b) Final flow field

(c) Zoomed field

Figure 5: Initial geometry, flow field and final flow field with J2

shown in Figure 5 (a) and the value of the cost on Ω0 is 32.69. After 14 iterations,
the value of the cost on the final design is 16.0 which gives a relative reduction of
50.87% of the initial cost. From Figure 5 (b-c), we see that although we have reduced
the value of the cost functional J2, a vortex is created. From a physical point of view,
energy is applied to overcome the effect of the wall where no slip boundary condition
holds. This energy loss is proportional to the normal gradient of the tangential velocity
component at the wall. Compared to our example, this gradient is reduced by separation
giving results shown in Figure 5. Hence, this shows that in this particular example, cost
functional J2 seems not to be a good candidate for vortex reduction.

5.2.3 Shape optimization with cost J3

Similar results as in the case of J1 are obtained when J3 is minimized.

Remark 5.3. We remark here that the optimal geometry obtained when using the track-
ing type cost functional depends on how we define the desired flow ud . A different
choice other than the parabolic flow profile will yield a different optimal geometry.
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5.3 Test case 2: flow in a channel with an obstacle
Here the goal is the reduction of the vortex shedding behind an obstacle placed in a
parallel channel by changing the shape of one of its boundaries. The cost criteria are
again the three cost functionals introduced in the previous sections. In this example, the
exact solution to the flow problem is not known. Due to the fact that the cost functionals
are non-convex, the initialization of the algorithm can be important. A direct numerical
simulation for different geometries is performed and the value of each of the three cost
functionals on these geometries is computed. The geometry which gives the least cost
will be used as the initial guess for the boundary variation algorithm.

5.3.1 Computational geometries and direct numerical simulation

The dimensions of the channel in Figure 2 (problem 2) are set as follows, L = 2,
H = 1, d = 0.3, e = 0.7, αmin(x2) = 0.54 and αmax(x2) = 0.95. Three of the pos-
sible initialization configurations for Γ f (refer to Figure 2, problem 2 ) are consid-
ered. The resulting computational domains are then discretized by triangular elements
generated by a bi-dimensional anisotropic mesh generator. The boundary conditions
are set as in (5) where g = (1.2(0.5− x2)(x2 +0.5),0). The Reynold’s number Re
is set equal to 120. The following flow field patterns shown in Figure 6 are ob-
tained. After computation of the numerical solution in each of the three cases, the

(a) Geom 1 (b) Geom 2 (c) Geom 3

Figure 6: Vector plots of flow field patterns

values of each of the three cost functionals are computed and reported in Table 1.
In each column, the least value of the cost obtained after evaluation on each of the

Table 1: The values of the cost functionals on the three geometries
Geom Cost J1 (Tracking) Cost J2 (Curl) Detgrad cost J3

1 0.0567474 3.96193 0.329811
2 0.0565549 3.95435 0.327914
3 0.0577802 4.25205 0.310867

three geometries is marked with bold font, e.g., for the tracking type cost, the sec-
ond geometry gives the least value of this cost functional and so on. Now that we
have some idea of where the optimal geometry for each of the three cost functional
lies, the task is to use a numerical optimization procedure to find the optimal shapes
that minimize each of the three cost functionals. In the following subsections, we set
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Eu(x1,x2) =−0.95+x1, El(x1,x2) =−0.54+x1 and µ = 103. Furthermore, we chose
h = (h1,0), where−∆h1+h1 = 0 in Ω, ∂h1

∂n =−∇Jcnx on Γ f , h1 = 0 on Γin∪Γw∪Γout ,
meaning that only Γ f varies.

5.3.2 Optimization with Tracking cost J1

The desired state is chosen as ud = (0.07(0.5− x2)(x2 +0.5),0) . This choice of the
desired state is motivated by the fact that we want to suppress the vortex in the flow
around the obstacle. The optimization is initialized from the geometry that gives a
minimum cost after direct numerical simulation, (c.f. Table 1). The following results
are obtained. In Figure 7, we show the flow field on the final geometry obtained after

(a) Initial flow field (b) Flow field on final geometry

Figure 7: Zoomed velocity field on initial and optimal geometry

17 iterations. The value of the cost on the initial geometry is found to be 0.0577918
while that on the final geometry is 0.0564491. Although the cost has been reduced by
2.3% with respect to the initial value of the cost, the flow field on the final geometry
still possess a vortex. We remark that the optimization using this cost depends upon
the definition of the desired state, i.e., different desired state values ud yield different
optimal shapes.

5.3.3 Optimization with curl type cost J2

In this case we start with a discretized geometry with an initial flow as in Figure 6 (b).
In Figure 8, we show the flow field on the final geometry. The value of the cost on the
initial geometry is 3.95709 while that on the final geometry is 3.91294. This gives a
relative reduction of 1.1137% in the value of the cost. However, small vortices are still
visible in the region marked by bold circles in Figure 8.
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(a) Initial flow field (b) Flow field on final geometry

Figure 8: Zoomed velocity field on initial and optimal geometry

5.3.4 Optimization with cost J3

We start the computation with the initial geometry Ω0 with a flow as shown in Figure
6(c). The value of the cost J3 on Ω0 is found to be 0.311156 (c.f table 1) while that

(a) Initial flow field (b) Flow field on final geometry

Figure 9: Zoomed velocity field on initial and optimal geometry

on Ωopt (Figure 9(b)) is 0.2994. This gives a relative reduction of 3.7782% in the
value of the cost after 17 iterations. A further zoom of the final flow field in a region
marked with a circle in Figure 9 indicated no visual presence of vortices in the flow
field. These results from minimization of J3 suggest that cost J3 performs better than to
J1 (see Figure 7(b)) and J2 (see Figure 8(b)) in reducing the vortex in the region behind
the obstacle.

5.4 Test case 3 : an irrotational flow in a channel with a bump
In this example, we consider a steady, incompressible, viscous irrotational flow in a
channel−1 < x1 < 1 and−1 < x2 < 1 having a bump on the upper wall extending from
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x1 =−0.5 to x1 = 0.5. We choose h as well as the constraints El(x1,x2) and Eu(x1,x2)
as in test case 1. Here the flow under consideration is assumed to be irrotational flow,
i.e., curl u = 0. This guarantees existence of a velocity potential Φ, which is related
to the velocity components by u1 =

∂Φ

∂x1
and u2 =

∂Φ

∂x2
. In order to construct an exact

irrotational velocity field that solves (4) on Ω = (−1,1)× (−1,1), we choose Φ =
−2x1x2 such that

u = (−2x2,−2x1). (56)

This results in the following boundary conditions{
u = (2,−2x1) on Γ1, u = (−2x2,−2) on Γ2,

u = (−2,−2x1) on Γ3∪Γ f , u = (−2x2, 2) on Γ4.
(57)

The body forces f are chosen in such a way that if Ω is a square (−1,1)× (−1,1),
then the exact solution of (4), (57) is given by (56). Hence, we choose f = (4x1,4x2).
The value of the Reynolds number is set to 50 and system (4) together with the above

Figure 10: Flow on initial geometry

data is solved. This results in the flow field on the initial geometry depicted in Figure
10. This example is chosen to further highlight the different behavior of the three cost
functionals. For this irrotational flow, a proper choice of cost functional for vortex
reduction should have the property that it is insensitive with respect to changes of the
domain. In particular, an iterative algorithm is expected to stop after the first iteration
from any initial choice Ω0. However as we shall see below, this is not the case. There
is still a clear distinction between the optimal domains corresponding to the 3 cost
functionals.

5.4.1 Shape optimization with cost J1

The desired flow field is chosen as ud = (−2x2,−2x1) and the cost functional J1 is
minimized. The algorithm is initialized with the geometry shown in Figure 10. A
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similar stopping criterion as in the previous examples is set. The cost J1 is found to be
sensitive with respect to changes of the domain. In Figure 11, we display the results
obtained after optimization. The final geometry is obtained after 20 iterations. The

(a) Flow field on final geometry
(b) History of cost J1

Figure 11: Final geometry and history of cost J1

value of the cost J1 on the initial geometry is 0.01577 while that on the final geometry is
3.731×10−9. As expected in view of ud as the desired state in the tracking functional,
the final geometry is a square with an irrotational flow field.

5.4.2 Shape optimization with cost J2

The cost J2 is found to be sensitive with respect to changes of the domain. In Figure

(a) Flow field on final geometry
(b) History of cost J2

Figure 12: Final geometry and history of cost J2

12 (a), we depict the flow field on Ω f , and in ( 12 (b)), the history of cost J2. The final
geometry is obtained after 15 iterations. The value of the cost J2 on the initial geometry
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is 0.3827 while that on the final geometry is 3.21× 10−6. As expected in view of the
boundary conditions (57), the final geometry is a square with an irrotational flow field.

5.4.3 Shape optimization with cost J3

The cost J3 is found to be insensitive with respect to domain changes, i.e., we observe
stagnation after 1 iterations and we stop the algorithm. This is the case since the cost
as well as the shape gradient are already zero for the given flow field. Thus the defor-
mation field required to change the geometry is zero just after the first iteration, and
the returned geometry is the same as the initial geometry with the value of the cost of
order 10−8.

5.5 Conclusions
Our results confirm that the choice of cost functional is important for vortex reduction
in fluid dynamics. The Galilean invariant cost functional J3 should be preferred over
the commonly used functionals J2 and J1.

Remark 5.4. In case of 3-dimensional flows, it appears that further considerations are
necessary on how to design a practical cost functional to be used for vortex reduction.
Research in [3] shows that ∇u has one real and two complex conjugate eigen values
for the regions in space where

∆ =
(Q

3

)3
+
(det∇u

2

)2
> 0, (58)

where Q = 1
2 (|Ω̃|

2−|S|2), Ω̃ = 1
2 (∇u+(∇u)T ), and Ω̃ = 1

2 (∇u− (∇u)T ). Thus spa-
tial domains where ∆ > 0 are candidates for local instantaneous stirring. Therefore,
it could be forth-while to investigate the three dimensional case with det∇u in (3) re-
placed by ∆.
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