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AsstrACT. The Karush-Kuhn-Tucker and value function (lower-level value function, to be precise) re-
formulations are the most common single-level transformations of the bilevel optimization problem.
So far, these reformulations have either been studied independently or as a joint optimization prob-
lem in an attempt to take advantage of the best properties from each model. To the best of our
knowledge, these reformulations have not yet been compared in the existing literature. This paper
is a first attempt towards establishing whether one of these reformulations is best at solving a given
class of the optimistic bilevel optimization problem. We design a comparison framework, which
seems fair, considering the theoretical properties of these reformulations. This work reveals that
although none of the models seems to particularly dominate the other from the theoretical point of
view, the value function reformulation seems to numerically outperform the Karush-Kuhn-Tucker
reformulation on a Newton-type algorithm. The computational experiments here are mostly based
on test problems from the Bilevel Optimization LIBrary (BOLIB).

1. INTRODUCTION
Our focus in this paper is the standard optimistic bilevel optimization problem

n}‘cliyn F(x,p) s.t. G(x,9) <0, y € S(x), (P)

also known as the upper-level problem. The functions F : R” x R” — R and G : R" x R" — IRP
represent the upper-level objective and upper-level constraint functions, respectively, while x € R"
(resp. v € R™) corresponds to the upper-level (resp. lower-level) variable. Note that n,m,p € IN".
In the sequel, we collect all the feasible upper-level variables as follows:

X:={xeR"3JyeR": G(x,y) <0}. (1.1)

In problem (P), the set-valued mapping S : R” =3 R describes the set of optimal solutions of the
following parametric optimization problem, known as the lower-level problem:

myin {f(xy)]g(x,y)<0}. (1.2)

That is, precisely, we have

. < .
S()= argmin {f(xy)]gxy) <0} if xeX, (1.3)
0 if xeR"\X.

The functions f : R” x R” — R and g : R” x R" — R (with g € IN*) correspond to the lower-level

objective and lower-level constraint functions, respectively.
Throughout this paper, the upper- and lower-level problems are constrained only by inequality
constraints, for the sake of simplicity. However, all the analysis conducted here remains valid (of
course with the corresponding adjustments) if equality constraints are added to the upper-level
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and/or lower-level feasible set of problem (P). Furthermore, to focus our attention only on the
main points, we assume throughout the paper that S(x) = 0 for all x € X.

In the pursue of tractable approaches to solve (P) from the perspective of standard constrained
optimization, two main approaches have been considered to reformulate the problem as a single-
level optimization problem. Considering the Lagrangian function

Ux,y,2) = f(x,9)+2"g(x,p), (1.4)
of problem (1.2) and assuming that f and g are differentiable w.r.t. y, the first one-level reformu-
lation of problem (P) is the Karush-Kuhn-Tucker (KKT) reformulation that can be written as

min F(x,7)
X,z
st. G(x,p) <0, Vol(x,v,2) =0, (KKTR)

g(x,9)<0, z>0, z7¢g(x,p) =0,

where V,{ corresponds to the gradient of £ w.r.t. y. The second main approach to transform (P)
into a single-level optimization problem is the lower-level value function (LLVF) reformulation

min F(x,9)

(LLVFR)
st Glxp)<0, g(x,p) <0, f(xy)-¢(x)<0,
where ¢ denotes the optimal value function of the lower-level problem:
¢(x):=min {f(x,9)|g(x,y) < 0}. (1.5)

Both problems (KKTR) and (LLVFR) have been independently studied in various papers. For
example, [7] provides a detailed analysis of the relationship between (KKTR) and the original
problem (P). Solution algorithms specifically tailored to reformulation (KKTR) have been devel-

oped in numerous papers; see, e.g., [2, 6, | |, 28]. As for (LLVFR), most of the work so far has been
dedicated to optimality conditions (see, e.g., [8, 1 3, 42]), but a few works on numerical methods
have appeared recently. The papers [24, 38, 39] propose methods for nonlinear bilevel optimiza-

tion based on (LLVFR); algorithms in [10, 9] suggest techniques to solve special cases of problem
(LLVFR), where relaxation schemes are used to deal with the value function (1.5); the authors of
[22, 23] proposed numerical methods to solve special bilevel programs by exploiting a connection
between problem (LLVFR) and a generalized Nash equilibrium problem. A semismooth Newton-
type method for (LLVFR) is developed in [16]. A few papers (see, e.g., [39, 41]) have also proposed
methods based on a combination of (KKTR) and (LLVFR), in order to take advantage of some
interesting features from each of these reformulations.

Note however that problems (KKTR) and (LLVFR) taken separately, are reformulations of the
same problem (P), but which by nature, seem to be far apart from each other. It therefore seems
interesting to find a way to compare them. This paper is a first attempt towards establishing
whether one of these reformulations is best in solving a given class of problem (P). Our frame-
work for comparing problems (KKTR) and (LLVFR) revolves around the 5 questions below, which
gradually go from the basic considerations often taken into account when solving an optimization
problem to a numerical performance from the perspective of a certain numerical method:

(Q1) How are problems (KKTR) and (LLVFR) related to problem (P) and how do the requirements for
these problems to be smooth or locally Lischitz continuous optimization problems compare to each other?
This question is considered in Subsection 2.1, where first of all, we discuss the challenges in solv-
ing (P) via (KKTR) or (LLVFR) and highlight the fact that despite the apparent strong conditions
needed to ensure a close link between the former problem and (P), aiming to solve (LLVFR) as a
smooth (C!) optimization problem requires even much stronger conditions.

(Q2) How do the qualification conditions needed to derive necessary optimality conditions for (KKTR)
and (LLVFR) relate to each other? The analysis of this question conducted in Subsection 3.1 shows
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that on top of the aforementioned technical requirements to establish (LLVFR) as a smooth or
local Lipschitz optimization problem, the model does not seem to provide the same level of flexi-
bility for the fulfilment of qualification conditions that (KKTR) enjoys thanks to its connection to
mathematical programs with equilibrium constraints (MPCCs).

(Q3) How do the optimality conditions resulting from (KKTR) and (LLVFR) compare to each other?
Acknowledging the fact that each of these reformulations can lead to a wide variety of optimality
concepts, we identify specific classes of conditions and problems which enable sensible relation-
ships between the two models and subsequently to tractable solution algorithms; see Subsection
3.2 for details on the optimality conditions and Section 4 for the algorithms.

(Q4) How do the qualification conditions necessary to establish the convergence results for a corre-
sponding version of the semismooth Newton method compare to each other? As the standard frame-
work to analyse and solve (LLVFR) is via the partial exact penalization [42], considering a similar
approach for (KKTR) seems to be the most sensible methodological approach to compare our re-
formulations. Hence, as a by-product of this paper, we develop, probably for the first time, a
semismooth Newton-type algorithm for (KKTR) and compare it to the corresponding algorithm
for (LLVFR) developed in [16]. As expected, (KKTR) appears to be more demanding, in terms of
the derivative requirement for the lower-level problem (3rd order derivatives are necessary for
convergence analysis and implementation). However, from a theoretical point of view, there does
seem to be a clear dominance of the qualification conditions for convergence of the method of one
model on the other one; cf. Section 4.

(Q5) Which one from problems (KKTR) and (LLVFR) leads to a more efficient algorithm, in terms of
number of iterations, computing time, numerical accuracy, and rate of convergence? Our computa-
tional experiments, based on various test problems, including those from the BOLIB Library [45],
show that our semismooth Newton method for (LLVFR) generally outperforms the one based on
the (KKTR) model, for all the aforementioned performance measures. One of the surprising ob-
servation from the numerical computation is that the superiority of (LLVFR) remains for all the
aforementioned measures, even for classes of problems where 3rd order derivatives for lower-level
problems are non-zero, despite the expectation that in this case, better approximations of the cur-
vature of the lower-level optimal solution set could potentially reduce the number of iterations.

Overall, as it will be clear from the analysis in the remaining sections, the main take away
of this paper is that from the theoretical point of view, it is not possible to claim that one of
the reformulations is better than the other, although (KKTR) seems to provide a framework for
more tractable qualification conditions for optimality conditions an convergence analysis, thanks
to its relationship to MPCCs. However, from the numerical perspective, the framework and test
problems considered in this paper suggest that problem (LLVFR) is a much better option.

After addressing (Q1) in Subsection 2.1, the general framework for the analysis of the other
questions is introduced in Subsection 2.2. Questions (Q2), (Q3), (Q4), and (Q5) are then ad-
dressed, in this order, in the subsequent parts of the paper.

2. LINKS TO THE ORIGINAL PROBLEM AND FRAMEWORK FOR COMPARISON

To start this section, we introduce some notation that will be used throughout the paper.
Namely, we associate a number of index sets to the inequality constraints involved in problems
(KKTR) and (LLVFR). For instance, for a point (%, 7) in the upper-level feasible set of problem (P),
we denote the indices of the constraints active at this point by

1':=19%,9):={i | Gi(%,9) = 0). (2.1)

Since part of the analysis to be conducted in this paper will be based on the stationary points
of each of the reformulations above, we associate to a point (X,9) in the upper-level feasible set,
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a Lagrange multiplier ##. Then, considering the fact that the optimality conditions for problem
(KKTR) or (LLVFR) will lead to the complementarity system i > 0, G(X,7) <0, @' G(X,7) = 0, we
partition the corresponding indices in the following standard way:

0! :=0%(x,9,i):={i | 1; =0, G;(%,7) =0}, (2.2)
vii=vO(x,9,1):={i| #; >0, Gi(%,9) = 0}.

Similarly, considering the constraint g(x,y) < 0 appearing in (KKTR) and (LLVFR), as well as z > 0
in (KKTR), the corresponding index sets at (X,7) (resp. (X,9,7)), Z (resp. (z,w)), and (X,2) (resp.
(%,z,w)), where 7, w, and w represent the Lagrange multipliers, are respectively defined as

12:=18(%,9), n*:=48(%99), 07:=08x797), v>:=vE(%P7D)
P:=1*2), #’=n*zw), 0°:=0%zw), v =1(zw), (2.3)
1*:=18(%,2), n*:=n8(xzw), 0*:=0%%zw), v*=vE&(%2zw)
with the first and second lines here being associated to (KKTR) and the last one related to problem
(LLVFR). For vectors di e R", dl € R™, and d* € RP, for example, with i,j,k € IN, dii and dii*
represent the combined vectors
1
i‘._[di ] ijk ._ .
dv:=| . | and d7%:=| dl |,
dal gk
respectively. For a function ¢ : R” x R" x RP — RY, V;1(a, b, c) with i € {1, 2,3}, corresponds to the
gradient of i w.r.t. the ith variable a, b or c. Furthermore, unless otherwise stated, V; ;i(a,b,c)
(resp. Vl-zjz,b(a, b,c)) with i,j € {1,2,3}, denotes the gradient (resp. second order derivative) of
w.r.t. the ith and jth variables. Note that in the sequel, the corresponding versions of the function
Y could have 2, 3, 4, more variables. In those cases, the same logic presented here will be used.

2.1. Nature of reformulations and relationships to original problem. We start this subsection
by looking at the relationships between (P) and its reformulations (KKTR) and (LLVFR). For the
link between (KKTR) and (P), we need two properties; i.e., convexity and a lower-level regularity
condition. These assumptions are needed to help ensure that inclusion y € 5(x) can be written in
terms of the KKT conditions present in the feasible set of problem (KKTR).

Definition 2.1 (lower-level convexity). The lower-level optimization problem (1.2) is said to be
convex if the functions f(x,.) and g;(x,.), i = 1,...,q are convex for all x € X. The problem will be
said to be fully convex if the latter functions are convex w.r.t. (x,p).

For lower-level regularity, various options are possible. For the next result, we use the lower-
level Slater constraint qualification (LSCQ). The LSCQ is said to be satisfied for the lower-level
problem at x € X if there exists some vector y(x) such that g;(x,y(%)) <0,i=1,...,4. For a point
(x,v) such that G(x,y) < 0 and (x,y) € gph S, it is well-known that if the SCQ holds at x, then the
following set of lower-level Lagrange multipliers is non-empty:

Ax,p):= {z €RY| Vyl(x,9,2) =0, z>0, g(x,9) <0, z"g(x,7) = 0}. (2.4)
We have the following result established in [7].

Theorem 2.2 (local and global relationship between (KKTR) and (P)). Let G be independent from y
and f(x,.) and g;(x,.), i =1,...,q be convex and C' for all x € X. Then, the following statements hold:
(i) Let (X,7) be a global (resp. local) optimal solution of (P) and the LSCQ be satisfied at x. Then,
for each z € A(X,7), the point (X,79,z) is a global (resp. local) optimal solution of (KKTR).
(i1) If the LSCQ holds at all x € X (resp. at X) and (X, 9, z) is a global (resp. local) optimal solution
(resp. for all z e A(X,7)) of (KKTR), then (X,7) is a global (resp. local) optimal solution of (P).
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It is shown in [7] that this result is very sensitive to convexity and the LSCQ, as it typically
fails if one of these assumptions does not hold. More details on the results can be found in that
paper; some of the key issues faced when attempting to solve (P) via (KKTR) can be found in the
next examples below. Before that, we state the equivalence between (P) and (LLVFR), which is
valid locally and globally without any assumption (apart from requiring that gphS = 0, assumed
to valid throughout the paper as stated in the introduction), given that the lower-level optimal
solution set-valued mapping S (1.3) can be equivalently written as

S(x):={y e R"| g(x,9) <0, f(x,y)—¢@(x)<0} forall xeX.

Theorem 2.3 (local and global relationship between (LLVF) and (P)). (%, 9) is a local (resp. global)
optimal solution of (LLVFR) if and only if the point is a local (resp. global) optimal solution of (P).

Example 2.1 (problem (LLVFR) has an optimal solution but (KKTR) does not have one). Consider
an example of problem (P) from [7] with the corresponding functions defined by

§
F(x,9):=% G(x,y):=-x f(xy):=y1, and g(x,):=(y7-v2-% v +72) .

For this example, it is shown in [7] that (%,7) = (0,0) is the global optimal solution of (P) and hence of
problem (LLVFR) (cf. Theorem 2.3), but (KKTR) does not have any solution.

Example 2.2 (problems (LLVFR) and (KKTR) both have optimal solutions, but which are com-
pletely different from each other). Consider an example of problem (P) from [7] with the correspond-
ing functions defined by

F(x,p):=(x=1)*+9% f(xy):=xy, and g(x,p):=y". (2.5)

The global optimal solution of the corresponding problem (P) is (%,9) = (1,0). The feasible sets of
(KKTR) and (LLVFR) can be respectively obtained as

S1 :{(x,y,z)|z€IR+, x:y:O} and SZ:{(x,y)| xeRR, y:O}.

Obviously, (1,0) is also the optimal solution of (LLVFR). However, the global optimal solution of
(KKTR) is (0,0,z) for any z > 0. It is pointed out in [7] that this is due to the failure of the lower-
level regularity condition; cf. Theorem 2.2. This clearly shows that the optimal solution of problem
(KKTR) need not be optimal for (P), while this cannot be the case for (LLVFR); cf. Theorem 2.3.

Example 2.3 (problems (LLVFR) and (KKTR) both have optimal solutions which are equivalent in
the sense of Theorem 2.2). Now, consider a variant of the problem described in (2.5); i.e.,

F(x,p):=(x=1)>+v% f(x,v):=x%y, and g(x,v):=p*-1. (2.6)

where the lower-level constraint function is slightly modified. The lower-level problem is convex and
LSCQ holds for all x € R. The points (x,9) = (1,-1) and (x,9) = (0,0) are global optimal solutions of
the version of (P) in (2.6) and hence of the corresponding (LLVFR). The feasible sets of (KKTR) and
(LLVER) in the context of (2.6) are respectively given by

S1 :{(x,y,z)I (x:z:O,yzgl) or (x2:2z ZO,y:—l)} and 82:{(x,y)| *y+x2=0,79°< 1}.

Clearly, both (%,9,2) = (1,-1,0.5) and (x,9,2) = (0,0, 0) are optimal solutions of (KKTR). The feasible
sets in Figure 1 clearly exhibit the differences between the sizes of problems (KKTR) and (LLVFR); the
former has more variables and constraints than the latter; cf. Table 1 for the general case.
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1 1 {x=2z=0,-1<y<1} 1t

> {x=0,-1<y<1}

{y=-1} (0,0 -1

-1 0 1
X

Ficure 1. Feasible sets to (KKTR) and (LLVFR). The red lines represent the feasible
sets and green points stand for the global optimal solutions.

Now, we go beyond the relationship analysis above and start to consider the question of how to
solve problems (KKTR) and (LLVFR) and how the processes of getting to a solvable model compare
to each other. To design a solution algorithm for an optimization problem, the nature of the
functions involved is critical in choosing the most suitable approach. For instance, we would
like to look at the framework, based on problem (P) data, ensuring that the reformulations under
consideration are smooth (C!) or Lipschitz continuous optimization problems. Obviously, (KKTR)
is a smooth optimization problem if the following conditions are satisfied:

F and G are Cl;
f(x,.) and g(x,.) are C' for all x € R"; (2.7)
V,f and V,g are C! in (x,y).

On the other hand, to ensure that (LLVFR) is smooth, the following conditions need to hold:
F, G, f, g and ¢ are cl. (2.8)

Unfortunately, it is quite demanding to ensure that ¢ is a smooth function. To guaranty that this
is the case, we present the following result due to Fiacco [14].

For this result, we need another lower-level regularity condition. Namely, the lower-level linear
independence constraint qualification (LLICQ) that will be said to hold at (%,7) if the following
family of gradients is linearly independent:

{Vagi(x9)| ier?}. (2.9)
It is well-known that under this condition, the set of lower-level Lagrange multipliers is single-

valued. Furthermore, considering (X, Zz,7) such that v € A(%,2) = 0, the lower-level strict comple-
mentarity condition (LSCC) will be said to hold at this point if

08(x,9,v) = 0. (2.10)

Theorem 2.4 (continuous differentiability of ¢). Assume that the functions f and g are C?, LLICQ
and LSCC hold at (X,7) and (X,7,7), respectively. Furthermore, suppose that the following lower-level
strong second order sufficient condition (LSSOSC) holds at (%,z,7):

dTV§2€(JE,37,77)d >0, Vd =0 s.t. V,gi(%,9)d =0 forall i s.t. v;>0. (2.11)

Then ¢ is continuously differentiable around x.
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Obviously, these conditions are far much stronger than the ones needed for the KKT reformula-
tion (KKTR). Moreover, even if one adds the assumptions of Theorem 2.2 to (2.7), the framework
for (LLVFR) to be smooth is still far more demanding than the one necessary for building (KKTR)
and ensuring that it is a smooth optimization problem. Furthermore, it is important to observe
that the assumptions in Theorem 2.4 ensure the differentiability of ¢ (1.5) only locally. Hence, it
could happen that they hold everywhere but at the point of interest for a given bilevel optimiza-
tion, as shown in the following example.

Example 2.4 (¢ can be continuously differentiable everywhere but at the point of interest). Con-
sider the following bilevel optimization problem (P) in the case where

F(x,p):=(x-9)%+(y-3)>, G(x,y):=-x f(x,9):=(y-3)% and g(x,y):=y>-x. (2.12)
The lower-level of this problem is taken from [6] and its optimal solution map can be obtained as

0 if x<0,

Vxboif 0<x<9,
3} if x>9.

S(x) =1 |
{
We can check that the family of points (x,y,v) such that v € A(x,y) with y € S(x) can be described as

x:O; }):0; A(xly)_m’
x€(0,9), v=+x v:%—1>0,
x>9, y=3, wv=0

Observing that

V2,0(x,9,v) = 2(1 +v) and V,g(x,y) = 2y,
it becomes obvious that all the assumptions of Theorem 2.4 hold for all (x,v,v) such that v € A(x,v) with
v € S(x) except (x,v,v) with x =9, y = 3, and v = 0, where the strict complementarity conditions fails.
Indeed, the map of ¢ is continuously differentiable everywhere on (0, 00) except at x = 9:

0o if x<O0,
p(x)={ (Vx-3)* if 0<x<)9,
0 if x>09.

Unfortunately, for the problem described in (2.12), the point (x,v) = (9, 3) is the optimal solution.

The following collection of well-known results provides three main scenarios in which ¢ can be
locally Lipschitz continuous, see, e.g., [3, 30, 36] for details. To proceed, we need another, much
weaker, lower-level regularity condition; i.e., the lower-level Mangasarian-Fromowitz constraint
qualification (LMFCQ), which holds at (%, 7) if there exits d such that

V,gi(%,9)Td <0 forall iel? (2.13)

Also, in one of the scenarios of the result, we will need some continuity requirement on S (1.3).
The mapping S will be said to be inner semicontinuous at (X, 9), with § € S(x), if for every sequence
xk — %, there is a sequence of v* € S(x¥) that converges to 7 as k — co.

Theorem 2.5 (local Lipschitz continuity of the optimal value function). Considering the function ¢
defined in (1.5), the following statements hold true:
(i) If the lower-level problem is fully convex, then ¢ is locally Lipschitz continuous. If additionally,
LMFCQ holds at (%,7), then we have
Ip(x) C {Vil(%5v)| ve ). (2.14)

(ii) If S is inner semicontinuous at (%,9) € gph S and the LMFCQ holds at (%,7), then ¢ is Lipschitz
continuous around X and moreover, inclusion (2.14) holds.
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This result shows that the framework to ensure that ¢ is just locally Lipschitz continuous, with
corresponding subdifferential formula, is closely related to the setup required for established that
(KKTR) is closely related to (P); cf. Theorem 2.2. However, the conditions in Theorem 2.5 are
far much weaker than the ones needed in Theorem 2.2. In fact, it is common in the literature to
analyse (LLVFR) as a Lipschitz optimization problem. Hence, to make sure that our comparisons
are fair, from here on, we will treat (LLVFR) as such, while the framework ensuring that (KKTR)
is a continuously differentiable optimization problem will be considered.

To close this subsection, we summarize the main points about problems (KKTR) and (LLVFR),
and their distinctive features, in the following table. Note that there are many other types of
conditions ensuring that ¢ is locally Lipschitz continuous and leading to estimates of its subdif-
ferential; see the aforementioned references.

KKTR LLVFR
fand g are C! wrt. y v/ X
Model requirements| lower-level convexity v X
lower-level regularity v/ X
Relationship to (P) | locally/globally equivalent | ? 4

F and G are C! F and G are C!

fand gareC®>wrt. v | f and g are C?
Reformulation’s smooth problem gisC! LSSOSC
nature LLICQ
LSCC

Lipschitz continuous

f and g convex
or MFCQ + S isc

number of variables

n+m

n+m+q

Problem size
p+2q+m+1

number of constraints pt+q+1

TasLE 1. Summary for requirements needed to derive KKT and LLVF reformu-
lations; links to original problem; main characteristics of the reformulations and
snapshot of requirements for reformulations to be continuously differentiability or
locally Lipschitz continuity. isc stands for inner semicontinuity.

2.2. Framework for optimality conditions and numerical comparison. In this subsection, we
present the general framework that will be used to solve (KKTR) and (LLVFR); going from the
corresponding optimality conditions to the Newton-type method to solve the problem. To pro-
ceed, let 71, p, 4 € IN be given such that 71, p,§ > 1 and consider the optimization problem

min f(x) s.t. p(x)=0, §(x)<0, h(x)=0, (2.15)

where the functions f : R” - R, §: R” — R?, and i : R” — RY are continuously differentiable and
y : R" — R is locally Lipschitz continuous. The setup of problem (2.15) is such that the presence
of the constraint y(x) = 0 can potentially lead to the failure of standard constraint qualifications.
Hence, our aim is to remove this from the feasible, in order to get a more tractable feasible set for
the problem. To proceed, we use the concept of partial calmness [42, 43] defined as follows.

Definition 2.6 (partial calmness condition). Let % be a local optimal solution of problem (2.15).
Problem (2.15) is said to be partially calm on y at X provided that there exist 6 > 0 and A > 0 such
that for all 0 € U(0,9) and all x € U(%, 0) with

y(x)+0 =0, §x)<0, h(x)=0,
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we have

f(x)=f(@)+ Aol >0,
where U(z,0) is a neighbourhood of z with radius 9, i.e., U(z,0) :={x e R" | [|x — || < 9}.

Based on this, the following partial penalization from [43, Proposition 2.2] can be used to move
constraint y(x) = 0 from the feasible set to the objective function to get a tractable feasible set.

Theorem 2.7 (partial exact penalization). Let X is a local minimizer of problem (2.15). Then this
problem is partially calm on y at X if and only if there exists A € (0, 00) such that x is also a local optimal
solution of the following problem:

mxin fx)+ Aly(x) s.t. §(x)<0, h(x)=0. (2.16)
To derive the optimality conditions for problem (2.16), generalized differentiation tools will be

needed, considering the potential nonsmoothness of . For a function ¢ : R" — IR, its directional
derivative at X € R", in direction d € R", is the following limit when it exists:

Y'(x;d) = liinl%[ll)(f-f-td)—l)b()c)]. (2.17)

t10
Differentiable and convex (not necessarily differentiable) functions are examples of directionally
differentiable functions [35]. The optimal value function ¢ (1.5) can well be directionally differ-

entiable without necessarily being differentiable nor convex [20].

Proceeding further, recall that the definition of the usual directional derivative (2.17) relies on
the existence of a limit, which in fact does not exist for various classes of functions. To extend the
concept of directional derivative to a wider class of function, Clarke [4] introduced the notion of
generalized directional derivative, defined for a function i) : R” — R by

PO (x;d) :zlimsup%[lp(x+td)—1p(x)]. (2.18)

X—Xx
t10

This quantity exists if ¢ is any function Lipschtz continuous around x [4, Proposition 2.1.1]. Uti-
lizing this notion, Clarke also introduced the generalized subdifferential
() := (€ € R (%) > (&,d), Vd € R"). (2.19)

dP(x) = {Vip(X)} if ¢ is differentiable at %. Also, if ¢ is convex, dip coincides with the subdifferential
in sense of convex analysis, which can be defined in way similar to (2.19) while instead using
(2.17). Furthermore, note that i being Lipschitz continuous around %, it is differentiable almost
every around this point; hence the subdiffential (2.18) can also be written as

IP(%) := co {lim Vip(x")| x" —> % x" € Dy}, (2.20)

where “co” stands for the convex hull and D,, represents the set of points where 1 is differentiable.
The latter concept remains valid for a vector-valued function and is called the generalized Jaco-
bian, with Vi in (2.20) denoting the Jacobian of ¢ at points where the function is differentiable.
Following the expression in (2.20), the B-subdifferential (see, e.g., [31]) can be defined by

Ipp(%) = {lim Vp(x")| x" > %, x" € Dy}. (2.21)
We are now ready to derive the necessary optimality conditions for problem (2.16). To proceed,
recall that a point X feasible to problem (2.16) satisfies the MFCQ if the gradients
Vhi(%), i=1,...,4§ are linearly independent (2.22)
and there exists a vector d € R” such that

Vhi(%)Td=0,i=1,...,4

V§i(x)Td <0, i e I(%):= iil g:(x)=0}. (2.23)
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Theorem 2.8 (necessary optimality conditions). Let x be a local optimal solution of problem (2.15).
Assume that the problem is partially calm at %, y is nonnegative and locally Lipschitz continuous around
x and the MFCQ holds for the remaining constraints. Then, there exist some A > 0, u, and v such that

VF(x)+ Ady(x) +V§(x)Tu+Vh(x)Tv 30, (2.24)
u>0, u'g(x)=0, g(x)<0, h(x)=0. (2.25)

Assuming that there exists a function 9 such that any & € dy(x) can be written as & = 9(x, w), for
some w, the conditions (2.24)—(2.25) can be relaxed to a certain system of equations of the form

D (x, 1, v,w)=0. (2.26)

More details on the nature of ®* will be clear for each specific reformulation of the bilevel pro-
gram in the next section. For the reminder of this section, we assume that ®* is a semi-smooth
function [29], which is useful for the convergence result of the Newton method to be discussed
in this paper. A locally Lipschitz continuous function 3 : R” — R™ is semismooth at ¥ if the
following limit exists for all 4 € R™:

lim{Vd'|V edp(x+td’), d —d, t | 0}.

If in addition, Vd —’(%;d) = O(||d||?) for all V € di(x+d) with d — 0, then 1 is said to be strongly
semismooth at %. ¢ is SC! if it is continuously differentiable and V) is semismooth. Also, ¢ will
be LC? if 1 is twice continuously differentiable and V4 is locally Lipschitzian.

If the function ®* is semismooth, then a generalized Newton-type method can be used to solve
equation (2.26). Our main goal in this paper is to solve this system of equations. We will show
that (2.26) when specified for our problems of interest is a square system. This therefore allows
for a natural extension of standard versions of the semismooth Newton method (see, e.g., [5, 15,

, 33, 34]) to the bilevel optimization setting. In order to take full advantage of the structure of
the function ®* (2.26), we will use the following globalized version of the semismooth Newton
method developed by De Luca et al. [5]. Recall that there are various other classes of functions
generally known as NCP (nonlinear complementarity problem) functions that have been used in
the literature to reformulate complementarity conditions into equations; see [19] and references
therein for an extended list and related properties. Note however that one main advantage of the
Fischer-Burmeister function is that it allows the merit function

WA(0):= SO (2.27)

of equation (2.26) to be differentiable. Hence, permitting the global convergence of this algorithm.

Algorithm 2.9 Semi-smooth Newton Method for Bilevel Optimization

Step 0: Choose A, B,e,M >0,p€(0,1),0 €(0,1/2),t > 2, C° and set k := 0.
Step 1: If |} (¢X)|| < € or k < M, then stop.
Step 2: Choose W € dp®*(¢¥) and find the solution d* of the system

wkak = (b
If the above system is not solvable or if the condition
vwh(ch)Tak < -pllat|
is not satisfied, set d* = -VWA(Ck).
Step 3: Find the smallest nonnegative integer s; such that

WALk +pd*) < WK+ 200 VWA (CF) T,
Then set ay := p%, (¥ := 5 + a4 d¥, k := k+ 1 and go to Step 1.
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Note that the only difference between this algorithm and the original one in [5] is that in Step
0, we also have to provide the penalization parameter A (3.6). Also recall that in Step 2, dz®*
denotes the B-subdifferential (2.21). Obviously, equation Wkd = —®*(¢¥) has a solution if the
matrix W is nonsingular. The latter holds in particular if the function ®* is BD-regular. The
function ®* is said to be BD-regular at a point  if each element of dp®*(C) is nonsingular. Using
this property, the convergence of Algorithm 2.9 can be established as follows [5, 32]:

Theorem 2.10. Suppose that the problem (2.15) is SC' and let C := (X,ii,7) be an accumulation point
of a sequence generated by Algorithm 2.9 for some parameter A > 0. Then C is a stationary point of the
problem of minimizing W, i.e., VWA(C) = 0. If C solves ®*(C) = 0 and the function ®* is BD-regular
at C, then the algorithm converges to C superlinearly and quadratically if the problem (2.15) is LC2.

Observe that BD-regularity in this theorem be replaced by the stronger CD-regularity, which
refers to the non-singularity of all matrices in dP*(C).

3. NECESSARY CONDITIONS FOR OPTIMALITY

Here, we implement the optimality conditions aspect of the previous section on (KKTR) and
(LLVFR). We start with the relevant qualification conditions in the next subsection and subse-
quently, we apply them to derive necessary optimality conditions.

3.1. Qualification conditions. First considering (KKTR), it is well-known that the standard MFCQ
(2.22)—(2.23) fails at any feasible point; see [18, 43]. However, reformulating the feasible set of the
problem can lead to a tractable MFCQ-type constraint qualification (CQ) known as MPEC-MFCQ
that can help generate optimality conditions; cf. [12, 18, 40]. Many other specifically tailored
CQs (e.g., MPEC-LICQ, MPEC-Abadie CQ, and MPEC-Guignard CQ) have been proposed and
analysed in the literature; see, e.g., [1 8, 40] and references therein. In this paper, we are not going
to follow any of these standard approaches to derive necessary optimality conditions for (KKTR).
Instead, we will use the penalization approach introduced in Subsection 2.2, as it is conducive to
a sensible comparison of (KKTR) and (LLVFR). To see why, we focus our attention next on tools to
derive necessary optimality conditions for (LLVFR).

Considering (LLVFR) as a Lipschitz optimization problem (cf. Theorem 2.5), it is also well-
known that the corresponding extension of the MFCQ systematically fails [13, 42]. Similarly to
(KKTR), (LLVFR) is closely related to another important class of optimization problem; namely,
the generalized semi-infinite programming problem (GSIP). In fact, problem (LLVFR) is equiva-
lent to the following special class of GSIP:

min F(x,y)
X,y
s.t. G(x,y)<0, g(x,v)<0, (3.1)

f(x,v)—f(x,2)<0, Vz: g(x,2) <0.

The version of the MFCQ tailored to this class of problem is called the extended Mangasarian-
Fromowitz constraint qualification (EMFCQ) [21] and will be said to hold at a feasible point (X, ) of
problem (3.1) if there exists a vector d := (d!,d?) € R"” x R"™ such that

VGi(x,9)Td <0, iell,

Vgi(%,9)Td <0, jel? (3.2)

Ve(%,9,2,v)Td <0, YZe S(X), Yv e A°(%,7,2),
where €°(x,9,2,v) := v, [f(x,v) — f(x,2)]-)_;cr4 vigi(x, 2) and V£° represents the gradient of the func-
tion w.r.t. its first and second variables. Also note that

A%(%,7,2) = {v

v, >0, v; >0, iel? vO+ZvZ_1 V3l0(%,9,2,v) = 0}.

iel4
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Having (%,7) as a feasible point of problem (LLVFR) implies that we automatically have y € S(x)
and hence, A°(%,7,7) # 0 by the Fritz-John rule for the lower-level problem (1.2). Considering any
vector (u,v) € A°(%,7,7), it follows that for z:= 7, we have

) wiVigi(®9)Td + ) viVagi(%,9)Td> <0, (3.3)
iel? iel?

v Vaf (£9)7d’ =) v Vig(%9)7d" <0, (3.4)
iel?

v Vaf (£9)7d>+ ) viVagi(%9)7d? =0, (3.5)
iel?

where (3.3) and (3.4) respectively follow from the second and third lines of (3.2), while (3.5)
results from the definition of A°(X,7,7). Considering (3.3) and (3.4),

v Vaf (£9)Td> < ) vVigi(%,9)Td' <= ) viVag(%y)Td’.

iel? iel?

This obviously contradicts (3.5) and thus confirming that the EMFCQ systematically fails at any
feasible point of problem (LLVFR). Therefore, unlike for (KKTR), there does not seem to be any
hope to restore a MFCQ-type CQ for (LLVFR) via a transformation of its feasible set.

So far, the main qualification condition that has been successfully applied to derive necessary
optimality conditions for (LLVFR) is the partial calmness on (x,y) — f(x,v) — ¢(x) (cf. Defini-
tion 2.6). However, this condition is very restrictive as demonstrated in [26]. There are various
characterizations of the condition, and they are overviewed in the latter reference. An interest-
ing perspective of the partial calmness condition for (LLVFR) is that a qualification condition
ensuring that it holds is also a sufficient condition for the partial calmness of problem (KKTR)
on (x,v,z) — z"g(x,y) to hold [43]. This connection between (KKTR) and (LLVFR) is one of the
main motivations of the comparison approach adopted in this paper in addition to the fact this
framework enables standard-type CQs to be subsequently applied on both problems.

Recall that the concept of partial calmness was introduced in [42] in the context of problem
(LLVFR) and in line with Theorem 2.7, it is said to hold on (x,v) — f(x,v) — ¢(x) at one of its local
optimal solution (%, ) if this point is also locally optimal for problem

n;’iyn F(x, )+ A(f(x,y) - p(x)) st. G(x,3)<0, g(x,9) <0, (3.6)

for some A > 0, given that y(x,v) := f(x,v) — @(x) > 0 for all (x,p) such that x € X and g(x,y) < 0.
Similarly, (KKTR) will be said to be partially calm on (x,v,z) > z7 g(x, ) at a locally optimal point
(%,7,2) if there exists a number A > 0 such that this point also locally solves

min F(x,y) - Az"g(x,v) s.t. G(x,9) <0, g(x,9)<0, Vol(x,9,2) =0, 2> 0, (3.7)
X, 9,2

as for any (x,v,z) such that z> 0 and g(x,y) <0, we have y(x,v,z) := g(x,v) "z < 0.

One thing that is clear by now is that the partial penalization above is not enough to completely
develop necessary optimality conditions for our problems (KKTR) and (LLVFR). Hence, we intro-
duce the versions of the MFCQ (2.22)—(2.23) tailored to these problems. The KKT-MFCQ will be
said to hold at a feasible point (x,v,z) of problem (3.7) if the gradients

V(Vy,0)(x,v,2), i=1,...,m are linearly independent (3.8)
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(V2,€ representing the ith component of the derivative of £ w.r.t. the second variable y) and there
exist vectors d' € R"*™ and d? € RY such that the following conditions hold:

V(V2i€)(x,y,z)Td12 =0, i=1,...,m,
VGi(x,y)Td' <0, jell,
Ver(x,9)Td <0, kel?,

df <0, lel’

(3.9)

Looking more closely at the terms in KKT-MFCQ involving the function ¢, note that the linear
independence condition (3.8) is equivalent to the full rank condition for the matrix

(Vi f ()T + X 2k(V,8k(x,9)T
V(V2O)(x,9,2)" = | Vi, f(op)+ X1 2V38(xp) : (3.10)
Vag(x, )

Furthermore, based on (3.10), the first condition in (3.9) is equivalent to V(V,¢)(x,v,2)d!? = 0.
Also note that if f and g are all linear in (x,v), then V(V,€)(x,y,2)7 satisfies the full column rank
condition if the Jacobian matrix V,g(x,v) has a full column rank. In the latter case, the condition
V(V20)(x,v,2)d'? = 0 in (3.9) can be replaced by V,g(x,v)Td? = 0.

Similarly to problem (LLVFR), we consider the LLVF-MFCQ, which will be said to hold at a
point (x,p) if there exists a vector d € R"*" such that we have

VGi(x,y)Td <0, jell,

Vgr(x,y)Td <0, kel (3.11)

Clearly, if KKT-MFCQ holds at some point (x,v,z), then LLVF-MFCQ holds at (x,v), which means
that the former condition is stronger than the latter one. In the next example, we show that the
converse of this implication is not true.

Example 3.1 (the KKT-MFCQ can fail while the LLVF-MFCQ is satisfied). Consider the example of
problem (P) taken from [22] with the following data:

F(x,9):=x>+ (1 +12)°, G(x,9):= —x+0.5, f(x,9):=p1, g(x,p):=—(x+p1 +32—1, p1, 32) "

The optimal solution of the problem is (X,9) with £ = 0.5 and § = (0, 0.5)7. It is easy to verify that
z2=(0, 1, 0)7 is the only point in A(%,9). Hence, (%, 9, Z) is feasible to the problem (3.7) and I' = {1},
1? ={1, 2}, and I3 = {1, 3}. The first and last conditions are equivalent to

d?+d3 =0, d?+d3=0, d} <0, and d?<0.

This system is obviously infeasible. Thus, demonstrating the KKT-MFCQ does not hold at (%,7,z). On
the other hand, it easy to find a vector (dy,d,,d3) such that we have dy >0, dy >0, and dy +d, +d3 > 0;
confirming that the LLVF-MFCQ holds at the point (X, ).

3.2. Optimality conditions. Our main aim here is to provide necessary optimality conditions for
the KKT and LLVF reformulations (KKTR) and (LLVFR), respectively, using the corresponding
partial exact penalization approaches introduced in the previous subsection.

Theorem 3.1 (necessary optimality conditions for (KKTR)). Consider problem (KKTR) while assum-
ing that F and G (resp. f and g) are C! (resp. C?). Suppose that (x,v,z) is a local optimal solution of the
problem and let it be partially calm on (x,y,z) — z'g(x,v) at a point (x,y,z), where the KKT-MFCQ is
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also assumed to hold. Then, there exist A >0, u € RP, (v,w) € R*4, and s € R" such that
VE(x,y)+ VG(x,9)Tu+Vg(x,v)" (v — Az) + V1 2(V2)(x,9,2) Ts = 0, (
Vaf (%,9)+Vag(x,p) 2 =0, (
-Ag(x,v)+Vyg(x,v)s+w =0, (3.14
u>0,G(x,9)<0, u"G(x,y) =0, (
v20,8(xy) <0, v'g(x,y) =0, (
w<0,z>0, w'z=0. (3.17
Proof. Considering (x,v,z) as a local optimal solution of problem (KKTR), it follows from the
partial calmness assumption that this point is also a local optimal solution for problem (3.7) for

some A > 0. Applying the standard Lagrange multiplier rule to the latter problem, we have the
result under the fulfilment of the KKT-MFCQ at the point (x,v, z). O

Next, we state a relationship between the optimality conditions obtained in this result and the
S-stationarity conditions of problem (KKTR), known to be the strongest in the context of MPCCs,
class of problem that (KKTR) belongs to.

Theorem 3.2 (relationship between the optimality conditions in Theorem 3.1 and S-stationarity).

VF(x,9)+VG(x,9) i+ Vg(x,9) 7+ V1 ,(V20)(%,9,2)'5=0, (3.18)
Vaof (%,9)+Vog(%,9)72=0, (3.19)
>0, G(x,9)<0, G(x,9)"1=0, (3.20)
2>0, g(x,9)<0, 2" ¢g(x,79) =0, (3.21)
m
Viev?: V,gi(%,9)5=0, Vien®: 5;=0, Vie0?: 5;>0A Z§Nzlgi(9€,3}) > 0. (3.22)
1=1
Proof. See [44, Section 3.3]. O

The conditions in (3.18)—(3.22) correspond to the S-type stationary conditions for problem
(KKTR), in the sense of MPCCs; see [12]. As the algorithm to be designed in next section to solve
this problem will be computing points of the form (3.12)—(3.17), the key message from Theorem

For the necessary optimality conditions for (LLVFR), we have the following result from [16].

Theorem 3.3 (necessary optimality conditions for (LLVFR)). Consider problem (LLVFR) while as-
suming that F, G, f, and g are C1. Let (x,v) be a local optimal solution of problem (LLVFR), where
the functions f and g; with j =1,...,q are also assumed to be fully convex. Furthermore, suppose that
(LLVER) is partially calm on (x,y) — f(x,vy) — @(x) at (x,v), where the LMFCQ and LLVF-MFCQ are
also assumed to hold. Then there exist A>0, u € RP, (v, w) € R4, and z € R™ such that we have

VF(x,9)+ VG(x, ) 1 +Vg(x,v) v+ AVf(x,p) - /\[ Vlg(’(‘)’z'w) ] -0, (3.23)
Vaof(x,z)+V,g(x,2)Tw =0, (3.24)

u>0, G(x,y)<0, u'G(x,y) =0, (3.25)

v>0, ¢g(x,9) <0, v g(x,y) =0, (3.26)

w>0, g(x,2) <0, wg(x,z)=0. (3.27)

Theorem 3.4 (relationship between the optimality conditions of problems (KKTR) and (LLVFR)).
The following statements hold true:
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(i) Assume that the conditions (3.12)—(3.17) hold for some A > 0 with z := w, z"g(x,y) = 0, and
V1.2(V20)(x,v,2) = 0. Then conditions (3.23)—(3.27) are satisfied with z :=y.
(ii) Suppose that the conditions (3.23)—(3.27) hold with z = y, w := z, V} »(V,0)(x,v,2) = 0, and
there exists s € R™ such that
V,g(x,v)s— Ag(x,9) >0 and z"V,g¢(x,9)s =0 (3.28)
are satisfied for some A. Then, the conditions (3.12)—(3.17) also hold.
Proof. For (i), if we consider (x,v,z, u,v,w) with V; 5(V,€)(x,v,2z) = 0 such that (3.12)—(3.17) hold
for some A > 0, we precisely have from (3.12) that
ViE(x,v)+ViG(x,v) ' u+Vig(x,v) v - AV g(x,v)'z=0, (3.29)
VoF(x,9) + Vo G(x,9) Tu+Vog(x,v) v — AV,g(x,v) 2= 0. (3.30)
Obviously, equation (3.29) is equivalent to
ViF(x,9)+V1G(x,v) u+Vig(x,v) v+ AV, f(x,v) — AV €(x,,2) = 0.
This confirms that the x-component of (3.23) holds. Furthermore, we also have from equation
(3.13) that V,g(x,v) Tz = =V, f(x, ). Inserting this expression in (3.30), it follows that
VoF(x,9)+ VoG(x,9) T+ Vog(x,9) v+ AV, f(x,v) = 0.
Hence, the y-component of (3.23) is also satisfied. Subsequently, the whole system (3.23)—(3.27)
is satisfied with z := y, considering the assumption that z7g(x,y) = 0 (i.e., w'g(x,v) = 0).
For (ii), consider (x,v,z,u,v, w) satisfying (3.23)—(3.27) with the related assumptions, then
ViF(x,9) +V1G(x,9)Tu+V,8(x,9)T (v - A2) + V,4(x,9,2)Ts = 0. (3.31)

Secondly, considering equality V,f(x,v) = -V,g(x,y)"w from (3.24) (with z = y and w := z) and
inserting it in the y-component of (3.23), it holds that

VoF(x,9) + VoG(x,9) Tu + Vag(x,9) T (v — Aw) + V3,0(x,9,2) s = 0. (3.32)
It is clear that combining (3.31) and (3.32), we have the fulfilment of equation (3.12). If addition-
ally, (3.28) holds, then it follows that the whole system (3.12)—(3.17) is satisfied. O
KKTR LLVFR
F, G, f,and g are Ct v v
. . f and g are C? v/ X
Basic requirements LMFCO / X
Convexity/isc of S X v
MEFCQ can hold X X
P . Remedy for MFCQ failure exists | v/ X
Qualification conditions | ;. almness can hold KKT-PCAL | &= | LLVF-PCAL
MECQ for penalized problem KKT-MFCQ | = | LLVF-MFCQ
g
Stationarity conditions (3.12)—(3.17) (3.23)-(3.27)
(++)
=

TasLE 2. Requirements for necessary optimality conditions for problems (KKTR)
and (LLVFR) and relationships between them. Here, isc stands for inner semicon-
tinuity and (*) and (**) refer to the assumptions in Theorem 3.4(i) and (ii), respec-
tively. KKT-PACAL and LLVF-PACAL represent the partial calmness condition for
(KKTR) and (LLVFR), respectively.
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The assumption V; ,(V,€)(x,,z) = 0 automatically holds if the functions f and g defining the
lower-level problem (1.2) take the form f(x,v):=a(x)+b"y and g(x,y) := C(x)+ DTy, respectively.
Here, a : R” - R and C : R" — R? while b € R” and D € R?™. In general, the stationarity
conditions for problem (P) obtained via (LLVFR) differ significantly from those derived through
(KKTR), especially due to the second order term appearing in the latter case. This theorem estab-
lishes a clear link between both classes of conditions, though under a very restrictive framework.

The main observations and relationships between (KKTR) and (LLVFR) from this section are
summarized in Table 2.

4. SEMIsSMOOTH NEWTON-TYPE METHOD

In this section, we implement and compare the semismooth Newton scheme discussed in Sub-
section (2.2) on the necessary optimality conditions for (KKTR) and (LLVFR) presented in the
previous section. Precisely, the optimality conditions of interest will be (3.12)-(3.17) and (3.23)-
(3.27), respectively. To completely formulate these conditions as systems of equations, we use the
Fischer-Burmeister function [15] defined from IR? to R by

feg(a,b) := Va2 + b2 —a—b. (4.1)
For instance, we have [ >0, G(x,9) <0, uTG(x,y) = 0] < Yrp(-G(x,v),u) = 0 with

feB(=G1(x,9),11)
Yre(=G(x,9),u) := : ' (4.2)
fFB(_Gp(xry)r up)

To reformulate the optimality conditions resulting from the KKT reformulation as a system of

equations, we denote the Lagrangian function of the corresponding problem by
A
1

LT :=F(x,v)+uTG(x,9)+ v+ A12)Tg(x,v) +5TV2l(x,9,2) +w z, (4.3)

where we set {1 := (x,v,2,5,u,v,w) and g(x,y,z) := f(x,v) —z"g(x,y) for convenience in the pre-
sentation and comparison purpose in this section. Based on (4.2) and (4.3), the counterpart of
equation (2.26) for the system (3.12)—(3.17) can be obtained as

vy (ch)

. h(x,v,z)

D11(C) = Ype(-G(x,p),u) |=0, (4.4)
Yre(—8(x,9),v)
Yr(-2z,w)

where A :=1; and Vﬁf‘ representing the gradient of [Si\l w.r.t. (x,v,z). This is a square equation
system with n+ 2m + p + 3q variables and n + 2m + p + 3g nonlinear equations.
Similarly, we consider the Lagrangian function of problem (LLVFR)

L (C?):= F(xy)+uTGxy)+v7g(6p)+ Aaf (x,9) - Aol(x,2,w), (4.5)

where (2 := (x,9,2z,u,v,w) and ¢ is defined in (1.4). Then, the expression of (2.26) in the context of
the system (3.23)-(3.27) can be rewritten as

VLY (C2)
CD/\Z 2 = lPFB(_G(X’y 'u) =0, 4.
S I 4.6)
Prp(=g(x,2), w)
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where A:= 1, and VK;Q representing the gradient of C;‘Z w.r.t. (x,v,z). This is also a square system
of equations of dimension variables and (n+2m+ p +2q) x (n+ 2m + p + 2q). Clearly, the system of
equations resulting from (KKTR) is g x g larger than the one resulting from (LLVFR).

For the convergence of Algorithm 2.9 for equations (4.4) and (4.6), it follows from Theorem
2.10 that it suffices to develop conditions ensuring that the functions CD{\ "and @5\ ? are semismooth
(and/or strongly semismoothness) and CD-regular. To proceed, note that a vector-valued function
¥ :R" — R? is SC! (resp. LC?) if its all components 1;, i = 1,...,p are SC! (resp. LC?).

Theorem 4.1 (semismoothness and strong semismoothness). The following statements hold true:

(i) Suppose that f and g are cl. IfF,G,Vf,and Vg, i=1,...,q, are sct (resp. LC?), then @{\1 is
semismooth (resp. strongly semismooth).

(ii) IfF, G, f, and g are SC' (resp. LC?), then @5\2 is semismooth (resp. strongly semismooth).

One can see that if a function 1 is twice continuously differentiable and V21 is semismooth,
then V¢ is SC!. In a similar way, if ¥ is thrice continuously differentiable and V33 is locally
Lipschitzian, then Vi is LC2. Clearly, the conditions in (i) are stronger than the ones in (ii).

Theorem 4.2 (estimate of the generalized Jacobian of @{\1). Let F and G (resp. f and g) be twice

— Vflﬁi‘(:) szﬁﬁi )T v§3£§1((g)T Vi lE9,2)T
A= | VRE© VRLND) VLT Vple T |
VIsL1'(0) - VL) o ~V2g(%,7)
Vi l(%9,2) Vyl(%,9,2) -Vag(x,9)" o
AV1G(x,9) AV,G(x,9) O O
B = | AVig(x,9) AVyg(x,y) O O |,
o) o) A; O
ViG(%9)"T Vig(xy)" O
I O O
= T = T 1
C = VQG(S'}’) V2g((§'y) 0| aa D:=| 0T, O]
o 0 0 O O Iy
where A\; := diag(ai) and T; .= diag(bi), i=1,2,3, are such that
(= (0,-1) if jen’,
(a},b;-) = (1,0) if jev, (4.7)

{(a,p): (@=1)2+(B+1)2 <1} if jeo,
with the index sets qi, viand 6',i=1,2,3 defined in (2.2)—(2.3).

The next result provides a framework for the CD-regularity of the function ®*1. To perform
this, we define the cone of feasible directions for problem (3.7),

VGi(%,9)Td'2=0, iev!

Qi(%,9,2):={(d", d> d*) e R""™4 | Vgi(£9)7d'2=0, jev? 1, (4.8)
d]-3:0, jen?
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We denote by Vzﬁi\l the Hessian matrix of Ki” wr.t (x,v,2), i€,
A A A
- VLLU©) VRLNOT VLT
VLN = Vlzﬁ}\l (C) V22£}\1(C) V5L (0T
VILYH(C) V35L1'(C) O
Theorem 4.3 (CD-regularity of ®"1 in the general case). Suppose that f and g are C' and let F, G,

(3.17) for some Ay > 0, then ®* is CD-regular at C, provided that the following conditions hold:

(i) The family of vectors {VG;(%,9)| i € I'}u{Vg;(%,9)] j € I*}U {v1,2(v2ié)(az,y-,z)| i= 1m}
is linearly independent;
(ii) Forall (d', d?, d°) € Q1(%,7,2) with d'? = 0, we have
(d"23) V2L (E)d 2 > 0. (4.9)
Proof. Let WM be any element from d®*1(C). Then, it can take the form described in Theorem 4.2.
Hence, to prove that Wh s non-singular, we need to show that for d := (dl,dz,d3,d4,d5,d6,d7)
with d! e R", d2 e R™, d3 e R, d* e R™, d°> € RP,d® € RY, and d’ € R7, we have d = 0 whenever
Whid = 0. To proceed, start by noticing that from Theorem 4.2, Wt d = 0 is equivalently to
V3L d VR L a4 VR L a4V (V50) d4 4V G + v, gTdd = 0, (4.10)
VhLL A V3L a2 4 VL0 dP 4V, (V50) d4 4 V,GTd +V,gTdd = 0, (4.11)
V2L d V2,0 A2 - Vygdt +d7 =0, (4.12)
Vi,0dt +V3,0d* —-V,g7d> =0, (4.13)
Vi=1..,p: a;VG/d'?+b;d> =0, (4.14)
Vj=1,...q: aiVgld'?+bidf =0, (4.15)
Vi=1,..,q: ajd+b}d] =0, (4.16)
where £1\‘ = Ei\l (C), € :=€(x,9,2), G := G(%,79), and g := g(%,7). Recall that p and g represent the
number of components of upper- (resp. lower-) constraint functions of problem (P). Fori=1,2,3,
let p! :=p, p? := q, and p? := q. Since (%, 7, 2) satisfies the optimality conditions (3.12)-(3.17), then
it is feasible to problem (KKTR). Hence, from (4.7), we have

0" = {je(l...pll(a-12+@®+1)7? <1}, (4.17)
n' = {jeli...p')la) =0, b;'.:—1}, (4.18)
vio= {jell.. p'lai=1, b =0}, (4.19)
{1,...,p"} = 0'un’uv,i=1,23. (4.20)

Clearly, a§ >0and b; <0 forany je @', and (4.14)—(4.16) and (4.17)—(4.20) lead to the table

jeo! jen jevi
i=1 VGld'? =cjd? d? =0 VGld'?=0
i=2 Vgld'? = cid? d? =0 Vgld'?=0
i=3 d’=c3d’ ] =0 d? =0

)RS S
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where c] = —b /a >0 for je 0!, c —bjz/a]? > 0 for j € 62, and c]“?’ = —b?/a; > 0 for j € 63,

By respectlvely multlplymg (4.10), (4 11), and (4.12) from the left-hand-side by (d')T, (d?)T and
(d3)T, and adding the resulting sums together,

(d'2) V2L A1 1 (d4) TV (V,0)d' 23 +(d%)TVGA'2 + (d°)TVgd'2 +(d%)Td7 = 0. (4.21)
Note that from (4.13), we have
V(Vol)d'? =V, (Vaol)d' + V5 (Vo) d> - VogTd® =0, (4.22)

while from the table above, one can see that

(dS)TVGd12 + (dG)Tvgd12 + (d3)‘|'d7

p' P’
50 T 112 6 12 3 17
Zd].VG].d +Zd Vg d +Zd d’
j=1 j=1
Y e Y gure Y aupr o

jeo! je6? je63

Combining (4.21)—(4.23) yields that

A
(1) V2L A 1 g el (dD)2 + L g A(dO)? + L jego €3(d])? = 0. (4.24)

Since c]l >0 for j € 0!, C]Z > 0 for j € 02, c3 > 0 for j € 63, and (d123)TV2L/\1d123 > 0 for any
d1?% € Q,(x,7,2) \ {0} with d'? # 0, we have d5 0 for j € 0! and d6 =0 for j € 62, and d7 0 for
j € 63. Hence, d3 = c3d7 =0 for j € 03. Also note from the table above, d3 =0 for j € v3 and by
definition (4.8), d3 0 for] € 173, Inserting these values in (4.10)—(4.12), it holds that

Zd4V1 V)0 Zd V,G; +Zd6V1g] = 0, (4.25)
jevl jev?

Zd4V2 Vo,l)+ ) &G+ ) dfVag = 0, (4.26)
jevt jev?

~Vygd*+d” = 0, (4.27)

while considering the table above. Observe that (4.25) and (4.26) lead to
Zd4V1 2Vl ZdSVG + Zd6Vg] = 0. (4.28)
jevt jev?

Assumption (i) implies that the family {Vl 2(V2 €)| i= 1,...,m} U {VGj| jE vl} U {ng| jE vz} is
11nearly independent glven to v! € I' and v? C I%. This suffices to ensure that d* = 0, d5 =0,

jev!, and d]6 0, j € v?, and hence d]7 0, j € v3 by (4.27), which concludes the proof as we have
shown that all the components of the vector d are zero. O

We impose d!? # 0 in assumption (ii) because we automatically have
(') V2L (C)d'? = 0 forany (d',d?,d%) with d'?=0

Furthermore, one can observe that assumption (i) is not appropriate for situations where the func-
tions f and g are linear functions, as V; (VZZ) (%,9,2) = 01in this case. To deal with such a scenario,
we propose the following modification of the above result.



20 COMPARISON OF THE KKT AND VALUE FUNCTION REFORMULATIONS IN BILEVEL OPTIMIZATION

Theorem 4.4 (CD-regularity of ®* under a full rank condition). Let the functions F, G, Vf, and

(3.17) for some Ay > 0. Then ®* is CD-regular at C provided the following conditions hold:
(i) The family of vectors {VGZ-(JZ,ZJ)| i€ 11} U {Vg]-(JE,}?)| jE 12} is linearly independent;
(ii) V28g3uy3(X,9) has a full column rank, where V,ggsy,3(X,9) is the submatrix containing rows of
V,4(%,9) indexed on 63 Un3;
(iii) For all (d', d2, d°) € Q1(%,9,2) with d'? = 0, we have

(d123)TVz£i\1((j)d123 > 0.
Proof. The proof follows on the lines of that of Theorem 4.3 till (4.25)—(4.27) and from the last of
these equations, we have
—Vzg]-(JE,Z)Td4 =0 for je6>uUsn® and - Vag;i( ¢, z)7d* +d]-7 =0 for jev>.
If the matrix V;gpsyy3(%, ¥) has full column rank, then it holds that d* =0 and hence d].7 =0, jevd.
This together with (4.25) and (4.26) leads to

zdfvcj(x, ) + deng(JE, ) =
jevt jev?
Then considering assumption (i), the remaining part of the proof follows. O
Recall that the index sets 17i, vy’ and 07 with i = 1,2, 4 that we used here are defined in (2.2) and

(2.3). The following two results are the counterparts of Theorems 4.2 and 4.3 in the context of
problem (LLVFR) developed in [16].

Theorem 4.5 (estimate of the generalized Jacobian of CD;Z). Let the functions F, G, f, and g be

V%lﬁ% (C:) V%zﬁgj(C_}T VLY ()T ViG(59)T Vig(% )T -A,Vig(%2)"
szﬁ%z((i) V3,L£5%(0) O,\ o VG5 g)T Vag(x9)" o

wh = | ViL£3%(0) @) V3,L5%(C) 0] @) ~A,V,g(%,2)T
AV1G(E ) AV2G(E ) 0 T, 0 0
AyVi8(%,9)  AyVag(x,7) O O b} O
| A4V18(%,2) O A4Vyg8(%,2) O O Iy

with A; = diag(a') and T; := diag(b"), i = 1,2, 4 defined in a way similar to (4.7).

In the next result, we provide conditions ensuring that the function ®*2 is CD-regular. To
proceed, let us introduce the cone of feasible directions for problem (3.6),
VGi(x,9)Td'? =0, iev!
Vg]-(JE,p)Td12 =0, jev?

Qz(i’?’i) = (dl, d2’ d3) c IRn+m+m
ng(x,i)le?’ =0, jev?

Theorem 4.6 (CD-regularity of ®*2). Let the functions F, G, f, and g are SC' and assume the point
C := (%,9,2,11,0,W) satisfy the optimality conditions (3.23)—(3.27) for some A, > 0. Then ®* is CD-
regular at C provided that the following conditions hold:

(i) {VGZ-(JZ,;?)| i€ 11} U {ng(f,p)| jE 12] linearly independent as well as {ng(f,2)| jE 14};

(ii) 0% = 08(x,2,W) = {j | @; = 0, g;(%,2) = 0} = 0;
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(iii) For all (d', d?, d°) € Qa(%,9,2) \ {0}, we have

(d123)'|’v2£;\2((:)d123 > 0. (429)

We are now going to present some examples to illustrate the conditions in Theorems 4.3, 4.4,
and 4.6 and the fact that the set of assumptions required to ensure the convergence of Algorithm
2.9 in the context of (KKTR) and (LLVFR), respectively, are not necessarily related to each other.

Example 4.1 (the sufficient conditions for CD-regularity hold for both ®* and ®*2). Consider an
example of problem (P) from [37] with the data

Cx -2x+y-1
F(x,9):=(x=3)*+(y-2)%, G(x'})):[ ‘o8 ] f(xy):=(@-5)7 gxy)=| x-2p+2
x+2y-14
As the global optimal solution of the problem is X =1, 9 = 3, let
) T
G = ( 1, 3 ,-400 0, 0,0,62,0,0,0,48,112),
S~ — Y~ — T —_ Y
x ¥ z § i v w
_ T
Gy ::(1, 3, 3,0,0,6,0,0,4,0,0).
—— —— —— —_— ™~ DN —
X 7 z i v w

Direct calculations show that Cy and C, satisfy (3.12)-(3.17) with A; = 16 and (3.23)-(3.27) with A, =
2, respectively. In addition, we have I' =0, 1> =T* = {1}, I = (2,3}, v! =0, vZ = v* = {1}, v* = (2,3},
03 Un3 = {1}, and 6* = 0. One can easily check that

{Vejm9)|jer’}={vgx2)l|jer*}= [ 2 ] {V12(V20)(%3,9)7) = [ X ] Vagosup (%,9) = 1.

Hence, condition (i) in Theorem 4.3, (i)—ii) in Theorem 4.4, and (i)— (ii) in Theorem 4.6 hold. Moreover,

01(%,9,2) = {(dl, 2", d3,0,0)" | d,d} e IR}, Q,(%,9,2) = {(dl, 2d',24")" | d' e IR},

—4
2 .
0

Hence, (d123)TV2£1\1 (C)d'?3 = 10(d")? > 0 for any (dl,dz,d3) € Qi(%x,7,2) \ {0} with d'? # 0 and
(d123)TV2£§2((fz)d123 =10(d')? > 0 for any (dl,dz,d3) € Qy(%,9,2) \ {0}. Overall, the conditions in
Theorems 4.3, 4.4, and 4.6 all hold; thus ®* and ®*2 are CD-regular at Cy and C,, respectively.

2 0 -32 16 16
i 0 2 16 -32 32 _
vzﬁi\l(cl): -32 16 0 0 0| and Vzﬁé\z(Cz)=
16 -32 0 0 0
16 32 0 0 0

=~ o N
NN O

Example 4.2 (the sufficient conditions for CD-regularity hold for ®*! but the ones for ®*2 fail).
Consider the example of problem (P) with

—x+2 ¥=y1—y2+4
F(x,p):=x+9), G(x,y):=[ x—4 ] f(x9):=291 +x92, g(x,9):= W
%2
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taken from [1]. The unique optimal solution being (%,7V) with X =2 and § = (6, 0)7, let

. T
¢ = ( 2 ,6,0,-200, 00077, —0.0077, 0.9923, 0, 2, 0, 1, 0, 5.9923, 0.0077 ) ,
S~ —— —(— ~—_———— ~—
x 7 z § i 7 w
. T
Cp = ( 2 , 6,0,5.5207, 0.4793, 0.0415, 0, 4,0, 1, 2, 0, O) .
— ——— —,—— ——— — . —
x U z i 7 w
One can verify that C; and C, satisfy (3.12) (3 17) with Ay =1 and (3 ( .23)—(3. 27) with A, = 2, respec-
tively Furthermore as IV = {1}, I? = {1,3}, I* = {2, 3}, I* = {1}, v! = {1}, v? = {1, 3}, v3 = {2, 3},
vi={1},03un®={1}, and 0* =0, one can quickly check that
-1 1 0 1
{(vGixp)|ielfu{vgg|jer}=| 0 -1 0| {Vgixz|jert)=| -1 |,
0 -1 -1 -1
i 0 1
Via(Va0)(%5,2)7 = 0 0 |, Vaggup(®p)=[ 1 -1],
0 0

which imply that the conditions (i) in Theorem 4.3 and (ii) in Theorem 4.4 do not hold but (i)—(ii) in
Theorem 4.6 are satisfied. Moreover, as Q,(%,7,2) = {0}, it follows that ®*2 is CD-regular at C,.

To conclude this section, we would like to point out the analogy between the assumptions in
Theorems 4.3, 4.4, and 4.6 with corresponding conditions ensuring the convergence of the semis-
mooth Newton method in a standard nonlinear optimization problem [32]. An interesting point
though is that the corresponding conditions in the context of standard nonlinear optimization
also guaranty that a stationarity point satisfying them is locally optimal; cf. latter reference. This
is unfortunately not the case for the bilevel optimization problem. In the next example, we show
that assumptions Theorems 4.3, 4.4, and 4.6 can all fail at a stationary point, which corresponds
to a locally optimal solution of a given bilevel program.

Example 4.3 (a point is locally optimal while the sufficient conditions for convergence for Algo-
rithm 2.9 fail). Considering the problem in Example 3.1 again, but with

T
¢ = ( 0.5,0,0.50 -1, 0, 0,-0.0061, 0 ,1,1,0, 0.0061, 0, 0.5061) ,
\/—/ ——— ————— e \/—/ ~——
x v Z S u v w
Cp = ( 0.5,005,0,05 0 ,1,1,0,0,1, 0) .
S~ —— —— T —(— —
x v Z u v w

Direct calculations show that C; and C, satisfy (3.12)—(3.17) with A =1 and (3.23)—(3.27) with )\2 =1,
respectively. In addition, I' = {1}, 1> = T* = (1,2}, I* = {1,3}, v! =0, v? = {1,2}, v3 = {1, 3}, v* = {2},
03 U3 ={2}. Since {Vl,z (sz)(x,y, z)T } 0, Vaggsuyp(%,9) =[-1 0], and 0* = {1} = 0, conditions (i)
in Theorem 4.3, (ii) in Theorem 4.4, and (ii) in Theorem 4.6 all fail.

For the qualification conditions in Theorem 4.6 to guaranty that a point is locally optimal, much
stronger second order sufficient conditions are needed; see [16, 27] for a detailed analysis of first
and second order sufficient conditions for optimality in bilevel optimization.

Following up on the tradition adopted so far in this paper, we summarize the key features of
the systems solved for (KKTR) and (LLVFR) and the corresponding requirements ensuring that
Algorithm 2.9 converges.
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Needed for (KKTR) Needed for (LLVFR)
Computation of 8(13{\1/8(135\2 F,GareC? f, gareC? = | F, G, f,and g are C?
SC! of CDl/\I/CDE\2 F,G,Vf,and Vgare SC! | = | F, G, f, and g are SC!
LC of P [@3” F,G,Vf,and Vgare LC2 | = | F, G, f, and g are LC?
comnyaroffoy | IO ey
#f variables/equations in (4.4)/(4.6) | n+2m+p+3g n+2m+p+2q

TasLe 3. KKT-LICQ and KKT-SSOSC represent (i) and (ii), respectively, in Theo-
rem 4.3 or (i)-(ii) and (iii), respectively, in Theorem 4.4. Similarly, LLVF-LICQ and
LLVF-SSOSC correspond to (i) and (ii), respectively, in Theorem 4.6.

5. NUMERICAL EXPERIMENTS

Based on our implementation of Algorithm 2.9 in MarLaB (R2018a), we report and discuss test
results obtained for the 124 nonlinear bilevel optimization problems in the current version of the
BOLIB [45] and a quadratic bilevel optimal control (BOC) program with large size from [25].

Recall that the necessary optimality conditions (3.12)—(3.17) and (3.23)—(3.27) and their refor-
mulation (4.4) and (4.6) as nonsmooth system of equations contain the penalization parameter
A > 0. Since there is no rule to select an appropriate A, one may try all A from a certain finite
discrete set in (0, ), solve the corresponding optimality conditions, and then choose the best so-
lution in terms of the upper-level objective function value. For our approach, it turned out that a
small set of A-values is sufficient to reach very good results. To be precise, for all our experiments,
we just used the 11 values of A in A= {2’3, 272,... 26 27}.

5.1. Implementation details and test problems. Besides the selection of penalization parame-
ters described before, the other parameters needed in Algorithm 2.9 are set to

B:=10"% €e:=107%, t:=2.1, p:=05, and o:=10""

For each test example, we only use one starting point (x°,y°) defined as follows. If an example in
the literature comes with a starting point, then we use this point for our experiments. Otherwise,
we choose x° = 1,, and y° = 1, except for the three examples #20, 119, and 120 because their
global optimal solutions are (1,,1,,). Note that 1,,:= (1,---,1)T € R", for example. So, for these
three examples we use x° = —1,, and y° = —1,,. Detailed information on starting points can be
found in [17]. Moreover, to fully define C° := (x°,y°,2°5° u° v°,w°) in (4.3) , we set

T T

2° = —(|g1(x0,y0)|,...,|gq(x",yo)|) , ul = (|G1(x",y")|,...,|Gp(x",y")|) , v =20 wl=0C.
As for (4.5) we define C° = (x%,v°,2% u’,v°,w°) by

T T

Gp(xo’yo)|) ’ v = (|gl(x0:yo)|,---,|gq(xo,y0)|) ’ wo =77,
In addition to the stopping criterion [|®*(C¥)|| < € used in Algorithm 2.9, the algorithm is ter-
minated if the iteration index k reaches 2000. Finally, to pick an element from the generalized
B-subdifferential dz®*(C¥) in Step 2 of Algorithm 2.9, we adopt the technique in [5]. Finally, we
denote the semismooth Newton method (i.e., Algorithm 2.9) for (3.12)—(3.17) with A := A; and
(3.23)—(3.27) with A := A, as SNKKT and SNLLVF, respectively.

2%:=y% u’:= (|G1(x0,y‘7)

yeeey
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#  Example Status Known SNKKT SNVF ot
Frnown  Jknown Fi f/\] Fh l[/\5 oM 5%
1 AiyoshiShimizu1984Ex2  optimal 5 0 34.77 0 4.97 0 595 0.01
2 AllendeStil12013 optimal 1 -0.5 1 -0.5 0.99 -0.51 0 0.01
3 AnEtal2009 optimal 2251.6 565.8 2251.6 565.8 2251.6 565.8 0 0
4 Bard1988Ex 1 optimal 17 1 17 1 17 1 0 0
5 Bard1988Ex2 optimal  -6600 54 -6600 54 -6600 54 0 0
6 Bard1988Ex3 optimal -12.68 -1.02  -12.68 -1.02 -12.68 -1.02 0 0
7 Bard1991Ex1 optimal 2 12 2 12 2 12 0 0
8 BardBook 1998 optimal 0 5 0 5 0 5 0 0
9 CalamaiVicente1994a optimal 0 0 0 0 0 0 0 0
10 CalamaiVicente1994b optimal 0.31 -0.41 0.31 -0.41 0.31 -0.41 0 0
11  CalamaiVicente1994c optimal 0.31 -0.41 0.31 -0.41 0.31 -0.41 0 0
12 CalveteGale1999P1 optimal  -29.2 0.31 -29.2 0.31 -29.2 0.31 0 0
13 ClarkWesterberg1990a optimal 5 4 5 4 5 4 0 0
14 Colson2002BIPA1 optimal 250 0 250 0 250 0 0 0
15 Colson2002BIPA2 known 17 2 17 2 17 2 0 0
16 Colson2002BIPA3 known 2 24.02 2 24.02 2 24.02 0 0
17 Colson2002BIPA4 known  88.79 -0.77 88.79  -0.77 88.79 -0.77 0 0
18 Colson2002BIPA5 known 2.75 0.57 2.75 0.55 2 =1l 0 -0.27
19 Dempe1992a unknown 0 0.5 0 0.5
20 Dempe1992b optimal  31.25 4 31.25 4 31.25 4 0 0
21  DempeDutta2012Ex24 optimal 0 0 0.12 0 0 0 0.12 0
22 DempeDutta2012Ex31 optimal =1l 4 -0.7 3.33 -1.07 4.29 0.3 0.07
23  Dempefranke2011Ex41 optimal -1 -1 -1 -1 -1 -1 0 0
24  Dempefranke2011Ex42 optimal 5 =2 5 =2 4.99 -2.01 0 0
25 DempeFranke2014Ex38 optimal 2.13 -3.5 2.2 -3.5 2.13 -3.5 0.03 0
26  DempeEtal2012 optimal =1l -4 -1 -4 -1 -4 0 0
27  Dempelohse2011Ex31a optimal -5.5 0 -5.5 0 -5.5 0 0 0
28  Dempelohse2011Ex31b optimal -12 0 =12 0 =12 0 0 0
29 DeSilval978 optimal -1 0 -1 0 -1.01 0 0 0.01
30 FalkLiu1995 optimal -2.2 0 -2.25 0 -2.22 0 0.02 0.01
31 FloudasEtal2013 optimal 0 200 0 200 0 200 0 0
32  FloudasZlobec1998 optimal 1 -1 1 -1 1 -1 0 0
33 GumusFloudas2001Ex1 optimal 2250 197.8 2250 197.8 2250 197.8 0 0
34  GumusFloudas2001Ex3 optimal  -29.2 0.31 -6 0.29 -29.2 0.31 0.79 0
35  GumusFloudas2001Ex4 optimal 9 0 9 0 9 0 0 0
36  GumusFloudas2001Ex5 optimal 0.19 -7.23 019 -7.23 0.19 =723 0 0
37 HatzEtal2013 optimal 0 0 0 0 -0.13 0.02 0 013
38 HendersonQuandt1958 known -3266.7 -711.1 -3266.7 -711.1 -3275.2 -709.5 0 0
39 HenrionSurowiec2011 optimal 0 0 0 0 0 0 0 0
40 IshizukaAiyoshi1992a optimal 0 -1.5 0 -0.02 0 0 0.98 1
41 KleniatiAdjiman2014Ex3 optimal -1 0 -1 0 -1 0 0 0
42 KleniatiAdjiman2014Ex4 known -10 -3.1 -2 -0.1 -6.04 -2.1 0.97 0.4
43  LamparSagrat2017Ex23 optimal -1 1 -1 1 -1 1 0 0
44  LamparSagrat2017Ex31 optimal 1 0 1 0 1 0 0 0
45 LamparSagrat2017Ex32 optimal 0.5 0 0.5 0 0.5 0 0 0
46 LamparSagrat2017Ex33 optimal 0.5 0 0.5 0 0.5 0 0 0
47  LamparSagrat2017Ex35 optimal 0.8 -0.4 0.8 -0.4 0.8 -0.4 0 0
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LucchettiEtal 1987
LuDebSinha2016a
LuDebSinha2016b
LuDebSinha2016¢
LuDebSinha2016d
LuDebSinha2016e
LuDebSinha2016f
MacalHurter1997
Mirrlees1999
MitsosBarton2006Ex38
MitsosBarton2006Ex39
MitsosBarton2006Ex310
MitsosBarton2006Ex311
MitsosBarton2006Ex312
MitsosBarton2006Ex313
MitsosBarton2006Ex314
MitsosBarton2006Ex315
MitsosBarton2006Ex316
MitsosBarton2006Ex317
MitsosBarton2006Ex318
MitsosBarton2006Ex319
MitsosBarton2006Ex320
MitsosBarton2006Ex321
MitsosBarton2006Ex322
MitsosBarton2006Ex323
MitsosBarton2006Ex324
MitsosBarton2006Ex325
MitsosBarton2006Ex326
MitsosBarton2006Ex327
MitsosBarton2006Ex328
MorganPatrone2006a
MorganPatrone2006b
MorganPatrone2006¢
MuuQuy2003Ex1
MuuQuy2003Ex2
NieWangYe2017Ex34
NieWangYe2017Ex52
NieWangYe2017Ex54
NieWangYe2017Ex57
NieWangYe2017Ex58
NieWangYe2017Ex61
Qutrata1990Ex1a
OQutrata1990Ex1b
Outrata1990Ex1c
Outratal1990Ex1d
Outratal1990Ex1e
Outratal1990Ex2a
Outrata1990Ex2b
Outratal1990Ex2c
Outrata1990Ex2d

optimal 0
known 1.14
known 0
known 1.12
unknow
unknown
unknow
optimal  81.33
optimal 1
optimal 0
optimal -1
optimal 0.5
optimal -0.8
optimal 0
optimal -1
optimal 0.25
optimal 0
optimal -2
optimal 0.19
optimal  -0.25
optimal  -0.26
optimal 0.31
optimal 0.21
optimal 0.21
optimal 0.18
optimal -1.76
known -1
optimal  -2.35
known 2
known -10
optimal =1l
optimal  -1.25
optimal -1
known -2.08
known 0.64
optimal 2
optimal -1.71
optimal  -0.44
known -2
known -3.49
known -1.02
known -8.92
known -7.56
known -12
known -3.6
known -3.15
known 0.5
known 0.5
known 1.86
known 0.92

0 0 0 0
1.18 1.11 1.95 1.14
1.66 0.05 1.17 0.03
0.06 1.64 0.03 1.12

-114.85 -16.07 -192

1.1 -18.57 2.09

0 0.13 0

-0.33 81.33 -0.34 81.33
-1.02 0.01 -1.04 0.87

0 0 0 0

-1 -1 -1 =1l
-0.1 0.5 -0.43 0.5

0 -0.8 0 -0.5

0 0 0 -0.02

0 0 -0.5 =1l
-0.08 0.06 0 0.22
-0.83 0 -0.83 0.65

0 -1 0.25 -2.06
-0.02 0.19 -0.02 0.24

0 0 0 0
-0.02 -0.26  -0.02 -0.26
-0.08 0.03 0 0.03
-0.07 0.21 -0.07 0.21
-0.07 0.21 -0.07 0.21

-1 0.18 -1 0.18

0 -1.75 0 -1.76

=2 0 0 0

-2 -2 -2 -2
-1.1 1.45 -0.4 1.16
-3.1 -3.8 -1.78 -3.95

0 -1 0 =1l

0 -1.5 0.25 -1.25
-0.25 0.75 0 -1
-0.59 -3.62 -1.2 -3.26
1.67 0.64 1.68 0.64

0 2 0 2
-2.23 -1.41 =2 -1.39
-1.19 0 0 -0.15

=1l 0 0 -2.04
-0.86 -0.32 0.05 -3.53
-1.08 -1.02  -1.08 -1.02
-6.05 -8.92  -6.14 -8.96
-0.58 -7.58  -0.57 -7.62

-112.71 -12 -76.45 -12
=2 -3.6 =2 -3.6
-16.29 -3.79 -17.95 -3.79
-14.53 0.5 -14.54 0.5
-4.5 0.5 -4.5 0.5
-10.93 1.86 -10.93 1.85
-19.47 0.4 -25.37 0.33

0 0
1.18 0.65
1.2 0.05
0.06 0.47
-192
-17.68
0.13
-0.33 0
-1.07  0.99
0 0
=1 0
-0.1  0.33
0 0
0 0
0 1
-0.07  0.19
-0.51 0
0 0.5
0 0
0 0.25
-0.02 0
0 0.28
-0.07 0
-0.07 0
=1 0
0 0
0 1
-2 0.15
-1.04 0.64
-0.1  0.62
0 0
0 0.25
-0.25 1.75
-1.13  -0.62
1.68 0.01
0 0
-2.03 0.17
-0.03 1
-0.99 1
-0.84 0.91
-1.09 0
-6.08 0
-0.57  0.01
-174.81  0.32
-1.99 0
-17.94  -0.1
-14.53 0
-4.5 0
-10.93 0
-25.8  -0.3

25

0

0.03

-0.33
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98 Outratal990Ex2e known 0.9 -14.94 0.9 -14.93 0.9 -15.11 0 0
99  Outratal993Ex31 known 1.56 -11.68 1.56 -11.68 1.56 -11.67 0 0
10C OQutrata1993Ex32 known 3.21 -20.53 3.21 -20.53 3.21 -20.49 0 0
101 Outrata1994Ex31 known 3.21 -20.53 3.21 -20.53 3.2 -20.45 0 0
102 OutrataCervinka2009 optimal 0 0 0 0 0 0 0 0
103 PaulaviciusEtal2017a optimal 0.25 0 0 0 0.31 -0.09 0.25 0.09
104 PaulaviciusEtal2017b optimal -2 -1.5 -2 -1.5 -2 -1.5 0 0
105 SahinCiric1998Ex2 optimal 5 4 5 4 5 4 0 0
10€ ShimizuAiyoshi1981Ex1 optimal 100 0 99.93 0 99.83 0 0 0
107 ShimizuAiyoshi1981Ex2 optimal 225 100 225 100 225 100 0 0
10& ShimizuEtal1997a unknow 1.71 1.92 16.89 1.58

109 ShimizuEtal1997b optimal 2250 197.8 2250 197.8 2250 197.8 0 0
11C SinhaMaloDeb2014TP3 known -18.68 -1.02  -18.68 -1.02 -18.71 -1.02 0 0
111 SinhaMaloDeb2014TP6 known -1.21 7.62 -1.21 7.62 -1.21 7.62 0 0
112 SinhaMaloDeb2014TP7 known -1.96 1.96 -1.98 1.98 -1.96 1.96 0.01 0
113 SinhaMaloDeb2014TP8 optimal 0 100 0.69 2.78 0 100 0.97 0
114 SinhaMaloDeb2014TP9 known 0 1 0 1 0 1 0 0
115 SinhaMaloDeb2014TP10 known 0 1 0 1 0 1 0 0
11€ TuyEtal2007 optimal 22.5 -1.5 4.44 -2 22.5 -1.5 0.8 0
117 Vogel2012 optimal 1 -2 4 -2 1.78 -0.96 3 0.78
118 WanWanglv2011 optimal 10.62 -0.5 10.63 -0.5 10.63 -0.5 0 0
119 YeZhu2010Ex42 optimal 1 -2 5 2 1.05 -2 4 0.05
12C YeZhu2010Ex43 optimal 1.25 -2 9 2 1 -2 6.2 0.2
121 Yezza1996Ex31 optimal 1.5 -2.5 1.5 -2.5 1.5 -2.5 0 0
122 Yezza1996Ex41 optimal 0.5 2.5 0.5 2.5 0.62 3 0 0.2
123 Zlobec2001a optimal -1 -1 -1 -1 -1 -1 0 0
124 Zlobec2001b unknow 1 -1 1 -1

TasLE 4. Objective function values at the solution for different selections of A € A.

5.2. Test examples. We first apply SNKKT and SNLLVF to solve 124 test examples from the
BOLIB library [45]. Table 4 lists values of the leader’s objective function F and follower’s ob-
jective function f. The columns Fy,,; and fr,own show the best known F-values and f-values
from the literature. Such a value was not available for 6 of the test problems. This is marked
by “unknown” in the Status column. For 83 examples, the best known F-value and f-value are
even optimal (with status labelled as “optimal”). For the remaining 35 test problems, the known
F-value might not be optimal and its status is just set to “known”.

Note that examples #14, 39, and 40 contain a parameter that should be provided by the user.
The first one is associated with p > 1, which separates the problem into 4 cases: (i) p = 1, (ii)
1 <p<2,(iii) p = 2, and (iv) p > 2. The results presented in Table 4 correspond to case (i). For
the other three cases, our method still produces the true global optimal solutions. Example 39
has a unique global optimal solution and results given in Table 4 are for c = 0. We also tested our
method when ¢ = +1, and obtained the unique optimal solutions as well. Example §40 contains
the parameter M > 1, and the results presented in Table 4 correspond to M = 1.5.

Among the 124 examples, there are 60 where the implementation of SNKKT requires the calcu-
lation of 3rd order derivatives for f or g. Those examples are labelled as Group B. The remaining
64 examples with f or ¢ where there is no need to compute 3rd order derivatives are categorized
as Group A. We will demonstrate that SNKKT and SNVF have similar computational speed on
solving examples in Group A but significantly different speed for problems in Group B.
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A 273 272 2l 20 2! 22 23 24 2° 26 27
Average SNKKT 166.1 173.7 157.9 170.9 212.4 233.2 308.9 339.0 351.2 414.9 447.1
Iter SNVF  154.0 113.4 181.7 852 144.3 154.4 198.6 300.5 377.3 361.1 465.8
Average SNKKT 5.11 5.55 3.99 1.23 427 5.68 575 512 5.67 7.74 7.43
Time SNVF 0.17 0.10 0.16 0.07 0.15 014 0.21 026 031 0.29 0.36
Number of SNKKT 8 8 6 6 9 12 12 15 13 17 17
Failures SNVF 6 2 8 3 3 1 6 9 13 13 17

SNKKT 114 109 107 110 107 109 109 106 105 105 100

ag =1
K SNVF 107 112 109 113 112 116 112 108 107 110 103

TaBLE 5. Performance of SNKKT and SNVF on solving 124 examples for A € A.

5.3. Comparison of SNKKT and SNVF on solving BOLIB examples. The first comparison is to
see the ability of SNKKT and SNVF on solving the 124 test examples from the BOLIB library. De-
tailed results are listed in Table 4, where columns F1, f’\>i and columns F*1, f’v2 show the values
obtained through SNKKT and SNVF for one of the eleven penalization parameters in A, respec-
tively. Note that evaluating the performance of an algorithm for the bilevel optimization problem
(P) is a difficult task since the decision whether a computed point is (close to) a global solution
of (P) basically requires computing the LLVF ¢. Therefore, instead of doing this, we suggest the
following way of comparing our obtained results with the results from literature known for the
test problems. For an approximate solution (x,y) obtained from Algorithm 2.9, we first compute

Al F* — Frnown A f/\ _fknown
F max{lllpknownl} f max{lrlfknownl}

where Fuoun and finown are the best known F-value and f-value from literature, F* and f* are
the objective function values generated by Algorithm 2.9 for a given A € A. Moreover, we set

51 max{lé?l, |6}\|}, if Status is optimal,
B max{éf}, 6}\}, if Status is known.

In the latter case, 5* can become negative. This means that both F and f are smaller than the
values for the point with best F-value and f-value known in the literature. We then pick the value
of A* via the following rule:

V= argmin/\eAF’\, if Status is unkown,
" | argmin, 36", otherwise.

Then we report the F-value and f-value (F*, f*') under A* and compare them with (F0um» fenown)-
Since Algorithm 2.9 has two versions (SNKKT associated with A = A; and SNVF associated with
A =A,), Table 4 lists (F’\i,f’\i ) (F’VZ, f’VZ) and 611 and 612. Note that it is not necessary that A7 = A}
for each test example. One can observe that there are 33 (resp. 21) examples with 641 > 0.05 (resp.
6*2 > 0.05), which means SNKKT (resp. SNVF) did not get improved solutions for those examples
by using the above given starting point.
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Group A Group B

Aver. Iter Aver. Time Aver. Time/Iter Aver. Iter Aver. Time Aver. Time/Iter
A SNKKT SNVF SNKKT SNVF SNKKT SNVF | SNKKT SNVF SNKKT SNVF SNKKT SNVF
273 161.7 117.1 0.25 0.18 0.0016 0.0015| 171.1 196.1 10.67 0.26 0.0623 0.0013
272 112.7 1142 0.15 0.14 0.0013 0.0012| 243.1 1125 12.17 0.14 0.0500 0.0012
271 128.7 1443  0.19 0.18 0.0015 0.0013 | 191.1 2243 8.13 0.26 0.0426 0.0011
20 119.9 87.2 0.16 0.10 0.0013 0.0011 | 228.9 8238 2.28 0.07 0.0100 0.0009
2! 176.5 101.5 0.23 0.13 0.0013 0.0013 | 253.3 193.1 8.54 0.22 0.0337 0.0011
2? 197.6 1494 0.29 0.17 0.0015 0.0011 | 273.6 160.0 12.28 0.18 0.0449 0.0012
23 232.7 162.7 0.38 0.20 0.0016 0.0012| 395.7 2394 11.44 0.32 0.0289 0.0014
24 347.8 332.3 0.49 0.34 0.0014 0.0010| 329.0 264.4 10.15 0.29 0.0308 0.0011
25 328.1 3799 0.44 0.40 0.0013 0.0011 | 377.6 3743 11.59 0.41 0.0307 0.0011
20 371.4 3519 0.52 0.35 0.0014 0.0010 | 464.3 371.6 15.87 0.41 0.0342 0.0011
27 375.6 406.4 0.50 0.42 0.0013 0.0010| 528.5 533.3 15.37 0.63 0.0291 0.0012

TaBLE 6. Performance of SNKKT and SNVF on examples from two groups for A € A.

We then compare the test runs/number of iterations and computational time (in seconds) of
SNKKT and SNVF. As shown in the first four rows of Table 5, SNVF uses fewer iterations for
all examples except for A = 271 or 27 and runs much faster than SNKKT for all A € A in the
average sense. In addition, as we mentioned before, we separated the 124 examples into Group A
and Group B in order to see the behaviour of these two methods on solving examples from each
group. Results are presented in Table 6. When the two methods are applied to solve examples
from Group A, SNVF takes a smaller average time (e.g. Aver. Time) for each A and uses fewer
average iterations (e.g. Aver. Iter) for most values of A. However, the average computational time
per iteration (e.g. Aver. Time/Iter) for SNVF was almost as same as the one needed by SNKKT.
By contrast, when the two methods are applied to solve examples from Group B, the picture is
significantly different. For each A, the average time of SNVF is much smaller than that of SNKKT.
Most importantly, as what we expected, SNVF ran much faster than SNKKT for each iteration
because the Aver. Time/Iter of SNKKT is dozens of times higher than that of SNVF. Interestingly,
the Aver. Iter of SNKKT on solving examples in Group B is more than that of solving examples in
Group A for all A except for A = 24, Similar observation can be seen on Aver. Iter for SNVE. This
implies that the more information used did not necessarily led to fewer iterations. For instance,
results from the two methods on solving Example #114 SinhaMaloDeb2014TP9 are presented in
Figure 2. This example has a very complicated lower level objective function,

L , 10 9 10 ,
[1+ 1000 ;yi —Hcos(ﬁ)];xi

f(x,y) =exp

and thus the complexity of computing the third order derivative of f is relatively high. Despite
the fact that the two methods obtain the best known optimal solutions for each A, SNKKT uses
more iterations and took much longer than SNVE. The latter only needs 2 iterations with cost less
than 1 second to produce the solution, while the former takes more than 8 iterations and spent
hundreds of seconds for all A (except for A = 29).

We next report on examples where SNKKT and SNVF failed to solve, in the sense that the
corresponding method ended with ||®4(CX)|| > €; hence, it did not converge before it stops. Here,
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Ficure 2. Performance of SNKKT and SNVF on solving Example #114.

note that K denotes the iteration number, where the methods are terminated. As shown in the
third and forth rows in Table 5, it can be clearly seen that, for each A except for A = 27!, SNVF got
better results than SNKKT in terms of number of failures. For instance, when A = 22, SNVF failed
to solve one example, whilst SNKKT failed to solve 12 examples. The last two rows in Table 5 list
the number of examples solved at last step with ag = 1, a full Newton step. For all values of A € A,
both methods solved more than 100 examples while stopping with ag = 1. And clearly, compared
with SNKKT, more examples (except for the case of A = 273) were handled by SNVF with ag = 1.

Finally, in order to estimate the local behaviour of SNKKT and SNVF on our test examples, we
report on the experimental order of convergence (EOC) defined by

" {1og||c1>A<cK-l>|| log [Pl }
Log [T (T2 Tog @A (CK )] |

As shown in Figure 3, when A = 271, for examples, SNKKT (resp. SNVF) solves 27 (resp. 14)
problems with EOC < 1.1, 8 (resp. 9) problems with 1 < EOC < 1.5 and 89 (resp. 101) examples
with EOC > 1.5. Generally speaking, SNVF outperforms SNKKT because it solves more examples
with EOC > 1.5 and fewer examples with EOC < 1.1.

EOC :=

5.4. Comparison of SNKKT and SNVF on solving a quadratic BOC program. Note that the
examples in the BOLIB library are of a small scale, with dimensions satisfying max{n, m, p, g} < 20.
Therefore, to see the performance of SNKKT and SNVF on solving problems with lager scale,
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EOC<1.1
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Ficure 3. Experimental order of convergence (EOC) of SNKKT and SNVF for A € A.

we take advantage of a discretized bilevel optimal control (BOC) program from [25]. This is a
quadratic program and its dimensions {rn,m, p,q} can to be altered. The model is described by

F(x,9) := 3[(»'0)-c]"D[(y';0)—c]-dTx,

G(x,y) = (-x1+x-1;-x),

flxy) = 3(Cy'=Px)TU(Cy"' - Px) + §(y* - Qx)TV(y* - Qx),
gxy) = (yQ—u;—y2+l;Ay;—Ay),

where x € R?, y = (v';9?) with ' € R™, D e R™*"™, d € R", c € R", C € R*™, P € R®", U € R®,
Q e R"™" vV € R™*M2, y € R™, | € R™, A € R™™" are given data. Here, (a;b) = (a” bT)T. For
simplicity, we fix the dimensions as n = 2,m = 274,p = 3,m; = m, =s =1t =137 and thus q = 548.

We now compare the performance of SNKKT and SNVF on solving a BOC program with larger
size n =2, m = 274, p = 3, and q = 548. The problem is quadratic, and thus there is no need to
calculate the third derivatives of functions in lower level problem. We tested different values of A
on solving this problem and observed that larger values A (e.g., A > 4) led to a bad performance
for both methods. Therefore, we used A € {2_2, 2_1'5,...,21'5,22}. As depicted in Figure 4, it
can be clearly seen that SNVF outperforms SNKKT in terms of the number of iterations and the
computing time. Most importantly, from the subfigure Iter, among 9 choices of A, SNKKT used
2000 iterations for 7 choices of A, which means it did not get desired solutions before it stopped.
Detailed results were listed in Table 7. It seems that the best optimal upper level and lower level
objective function values are 0.5 and 1.13, respectively. The last two rows reported the time per
each iteration, in which SNVF ran much faster than SNKKT for all A.

6. CONCLUSIONS AND FUTURE WORK

In this work, we have considered the most common single-level reformulations of the bilevel
optimization problem; i.e., problems (KKTR) and (LLVFR). After a detailed theoretical analy-
sis and comparison of the two problems, in terms of (1) the requirements for problems to C!
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Ficure 4. Performance of SNKKT and SNVF on solving the quadratic BOC program.

1 2—2 2—1.5 2—1 2—0.5 20 20.5 21 21.5 22

Flx,y) SNKKT 0.40 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58

SNVE 0.65 0.61 0.60 0.59 0.50 0.52 0.53 0.54 0.55

SNKKT 1.78 1.27 1.23 1.23 1.22 1.20 1.24 1.22 1.26

fxy) SNVE 0.81 0.90 0.99 1.05 1.13 1.15 1.17 1.18 1.20

Iter SNKKT 2000 2000 2000 2000 67 2000 2000 406 2000

SNVF 39 49 35 50 19 40 237 32 49

Time SNKKT 348.34 435.07 420.82 415.74 4.04 371.10 353.46 27.74 315.67

SNVF 2.56 3.03 1.54 2.45 1.06 3.40 10.34 1.69 2.48

. SNKKT 0.17 0.22 0.21 0.21 0.06 0.19 0.18 0.07 0.16
Time/Iter

SNVF 0.07 0.06 0.04 0.05 0.06 0.08 0.04 0.05 0.05

TaBLE 7. Performance of SNKKT and SNVF on solving the quadratic BOC program.
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or Lipschitz continuous and equivalent to the original problem (P), (2) the necessary optimality
conditions and qualification conditions necessary to derive them, (3) frameworks for semismooth
Newton-type method and convergence, and (4) numerical efficiency. It has resulted from the theo-
retical framework that non of the reformulations can be said to be superior to the other, although
the KKT reformulation provides some higher level of flexibility and tractability that it borrows
from the well-established field of MPCCs. However, from the numerical perspective, the LLVF
reformulation appears to be superior to the KKT reformulation based the experiments conducted
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in this paper. Our assessment is that this may be largely due to the fact the size of the equation
solved for the KKT reformulation is larger by g x g (9 number of lower-level constraints) and the
fact that this reformulation is very sensitive to lower-level convexity and regularity condition as
shown in [7] (see Subsection 2.1), while the LLVF reformulation is completely equivalent (i.e.,
globally and locally) to problem (P). Moreover, due to the presence of the gradient of lower-level
Lagrangian function in the KKT reformulation, the evaluation of 3rd order derivatives of func-
tions involved in the lower-level problem is required in the methods considered in this paper. The
latter issue does not appear to have played a big influence in the test set used in this paper, but will
be potentially be very detrimental to bilevel programs of lager sizes, especially when 3rd order
derivatives of lower-level functions are nonzero. In order to check whether the observations made
on the numerical performance of the methods studied in this paper for (KKTR) and (LLVFR) are
valid in general, in a future work, we will be studying and comparing the theoretical performance
bounds of the semismooth Newton-type method for both problems in a general setting.
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