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Abstract

This paper considers the problem of minimizing the summation of a differentiable function
and a nonsmooth function on a Riemannian manifold. In recent years, proximal gradient method
and its invariants have been generalized to the Riemannian setting for solving such problems.
Different approaches to generalize the proximal mapping to the Riemannian setting lead ver-
sions of Riemannian proximal gradient methods. However, their convergence analyses all rely
on solving their Riemannian proximal mapping exactly, which is either too expensive or imprac-
ticable. In this paper, we study the convergence of an inexact Riemannian proximal gradient
method. It is proven that if the proximal mapping is solved sufficiently accurately, then the
global convergence and local convergence rate based on the Riemannian Kurdyka-Lojasiewicz
property can be guaranteed. Moreover, practical conditions on the accuracy for solving the
Riemannian proximal mapping are provided. As a byproduct, the proximal gradient method on
the Stiefel manifold proposed in [CMSZ20] can be viewed as the inexact Riemannian proximal
gradient method provided the proximal mapping is solved to certain accuracy. Finally, numer-
ical experiments on sparse principal component analysis are conducted to test the proposed
practical conditions.

1 Introduction

Proximal gradient method and its variants are family of efficient algorithms for composite optimiza-
tion problems of the form

min F(z) = f(z) +9(2), (L.1)

where f is differentiable, and ¢ is continuous but could be nonsmooth. In the simplest form, the
method updates the iterate via

oy = axgmin e (VS (o). e + S0IE +9(on+p). (Proximal mapping!) |,
Tyl = Tk + dp, (Update iterates) ’
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where (u,v)p = uv and ||u|3 = (u,u)p. The idea is to simplify the objective function in each

iteration by replacing the differentiable term f with its first order approximation around the current
iterate. In many applications, the proximal mapping has a closed-form solution or can be computed
efficiently. Thus, the algorithm has low per iteration cost and is applicable for large-scale problems.
For convergence analysis of proximal gradient methods, we refer the interested readers to [BT09,
Becl7, [Dar83) INes83|, [AB09, [LL15, [GL16] and references therein.
This paper considers a problem similar to (ILI]) but with a manifold constraint,

min F(z) = (z) + g(), (1.3)
where M is a finite dimensional Riemannian manifold. Such optimization problem is of interest due
to many important applications including but not limit to compressed models [OLCO13|, sparse
principal component analysis [ZHT06, HW21b|, sparse variable principal component analysis [US08|
CMW13| [XLY20], discriminative k-means [YZWO0S|, texture and imaging inpainting [LRZM12], co-
sparse factor regression [MDCT7], and low-rank sparse coding |ZGL™13, [SQT6].

In the presence of the manifold constraints, developing Riemannian proximal gradient methods
is more difficult due to nonlinearity of the domain. The update formula in (I.2)) can be generalized
to the Riemannian setting using a standard technique, i.e., via the notion of retraction. However,
generalizing the proximal mapping to the Riemannian setting is not straightforward and different
versions have been proposed. In [CMSZ20], a proximal gradient method on the Stiefel manifold
called ManPG@, is proposed and analyzed by generalizing the proximal mapping (L2) to

. i
m = argmin (Vf (), e + 5 [llE + g(@s +n) (1.4)
n€ETz, M

via the restriction of the search direction n onto the tangent space at xj. It is shown that such
proximal mapping can be solved efficiently by a semi-smooth Newton method when the manifold M
is the Stiefel manifold. In [HW21b]|, a diagonal weighted proximal mapping is defined by replacing
[Inl|%in (L) with (, Wn)g, where the diagonal weighted linear operator W is carefully selected.
Moreover, the Nesterov momentum acceleration technique is further introduced to accelerate the al-
gorithm, yielding an algorithm called A ManPG. Note that the Riemannian proximal mappings (4]
involves the calculation of the addition, i.e., xj + 71, which cannot be defined on a generic manifold.
In [HW21a], a Riemannian proximal gradient method, called RPG, is proposed by replacing the
addition x + p with a retraction Ry, (1), so that it is well-defined for generic manifolds. In addi-
tion, the Riemannian metric (, ), is further used instead of the Euclidean inner product (, ), and a
stationary point is used instead of a minimizer. More precisely, letting

|

o () = (V[ (@k), My, + 5 (0 My + 9(Ray (1)),

the Riemannian proximal mapping in RPG is given by
N € Ty, M is a stationary point of ¢, (1) that satisfies 05, () < £z, (0). (1.5)

Unlike ManPG and AManPG that only guarantee global convergence, the local convergence rate of
RPG has also been established in terms of Riemannian KL property.

The convergence analyses of Riemannian proximal gradient methods in [CMSZ20, [HW21b|
HW21a] all rely on solving proximal mappings ([4) and (5] exactly. On the one hand, solving



these proximal mappings exactly is not practicable due to rounding errors from the finite precision
arithmetic. On the other hand, these Riemannian proximal mappings generally do not admit a
closed-form solution, and finding a highly accurate solution may take too much computational time.
Therefore, it makes sense to study the convergence of the inexact Riemannian proximal gradient
method (i.e., the method without solving the proximal mapping ([L3]) exactly), which is essentially
the goal of this paper. The main contributions of this paper can be summaries as follows:

e A general framework of the inexact RPG method is presented in Section Bl The global
convergence as well as the local convergence rate of the method are respectively studied in
Sections B.1] and based on different theoretical conditions. The local convergence analysis
is based on the Riemannian KL property.

e It is shown in Section 1] that if we solve (4] to certain accuracy, the global convergence of
the inexact RPG can be guaranteed. As a result, ManPG in [CMSZ20| can be viewed as the
inexact RPG method with the proximal mapping (L5, and it is not necessary to solve (L4
exactly for ManPG to enjoy global convergence.

e Under the assumption g is retraction convex, a practical condition which meets the requirement
for the local convergence rate analysis is provided in Section The condition is derived
based on the notion of error bound.

Inexact proximal gradient methods have been investigated in the Euclidean setting, see e.g.,
[Com04], [FP11], SRB11l, VSBV13, BPR20]. Multiple practical termination criteria for the inexact
proximal mapping have been given such that the global convergence and local convergence rate are
preserved. However, these criteria, the corresponding theoretical results, and the algorithm design
all rely on the convexity of the function in the proximal mapping. Therefore, these methods can not
be trivially generalized to the Riemannian setting since the objective function in the Riemannian
proximal mapping (L5) may not be convex due to the existence of a retraction. Note that for
the inexact Riemannian proximal gradient method, the global and local convergence analyses and
the condition that guarantees global convergence all do not assume convexity of the Riemannian
proximal mapping. The convexity assumption is only made for the algorithm design that guarantees
local convergence rate.

The rest of this paper is organized as follows. Notation and preliminaries about manifolds are
given in Section Pl The inexact Riemannian proximal gradient method is presented in Section [3]
followed by the convergence analysis. Section ] gives practical conditions on the accuracy for solving
the inexact Riemannian proximal mapping when the manifold has a linear ambient space. Numerical
experiments are presented in Section [B] to test the practical conditions.

2 Notation and Preliminaries on Manifolds

The Riemannian concepts of this paper follow from the standard literature, e.g., [Boo86, [AMSO0S]|
and the related notation follows from [AMSO08]. A Riemannian manifold M is a manifold endowed
with a Riemannian metric (1;,&:) — (N2, &2)2 € R, where 7, and £, are tangent vectors in the
tangent space of M at x. The induced norm in the tangent space at x is denoted by || - || or || - ||
when the subscript is clear from the context. The tangent space of the manifold M at x is denoted
by T, M, and the tangent bundle, which is the set of all tangent vectors, is denoted by T M. A
vector field is a function from the manifold to its tangent bundle, i.e., n: M — TM :z+— n,. An



open ball on a tangent space is denoted by B(1.,7) = {{z € Toe M | |2 — nzlle < r}. An open
ball on the manifold is denoted by B(x,r) = {y € M | dist(y,z) < r}, where dist(z,y) denotes the
distance between x and y on M.

A retraction is a smooth (C°°) mapping from the tangent bundle to the manifold such that
(i) R(0;) = « for all z € M, where 0, denotes the origin of T, M, and (i) % R(tn,)|=o = 7, for
all n, € T, M. The domain of R does not need to be the entire tangent bundle. However, it is
usually the case in practice, and in this paper we assume R is always well-defined. Moreover, R,
denotes the restriction of R to T, M. For any x € M, there always exists a neighborhood of 0,
such that the mapping R, is a diffeomorphism in the neighborhood. An important retraction is
the exponential mapping, denoted by Exp, satisfying Exp,(n,) = v(1), where v(0) = z, 7/(0) = n,,
and « is the geodesic passing through x. In a Fuclidean space, the most common retraction is the
exponential mapping given by addition Exp,(n,) = x + n,. If the ambient space of the manifold
M is a finite dimensional linear space, i.e., M is an embedded submanifold of R™ or a quotient
manifold whose total space is an embedded submanifold of R™, then there exist two constants sy
and 2z such that the inequalities

[ R (1) — 2| < sal|mal, (2.1)
”Rx(nx) — T = 77:(:” < %2”771‘”2 (2-2)

hold for any = € N and R.(n,) € N, where N is a compact subset of M.

A vector transport 7 : TM & TM — TM : (n3,&) — Tp, & associated with a retraction
R is a smooth (C°°) mapping such that, for all (x,7,) in the domain of R and all £, € T, M, it
holds that (i) 7,8z € Trey,) M (ii) 7o,z = &, and (iii) 7;, is a linear map. An important vector
transport is the parallel translation, denoted PP. The basic idea behind the parallel translation is
to move a tangent vector along a given curve on a manifold “parallelly”. We refer to [AMS08| for
its rigorous definition. The vector transport by differential retraction 7g is defined by Tg, & =
%Rx(nx—kt@)\t:o. The adjoint operator of a vector transport 7, denoted by 7%, is a vector transport
satisfying (&, T, Ca)y = <777ﬁx£y,(x>m for all n,, ¢, € Ty M and &, € Ty M, where y = Ry(n,). In
the Euclidean setting, a vector transport 7, for any n, € T, M can be represented by a matrix
(the commonly-used vector transport is the identity matrix). Then the adjoint operators of a vector
transport are given by the transpose of the corresponding matrix.

The Riemannian gradient of a function h : M — R, denote grad h(x), is the unique tangent
vector satisfying:

D h(x)[n:] = (ne, grad h(x)),, Y, € Ty M,

where D h(z)[n,] denotes the directional derivative along the direction 7,. The Riemannian Hessian
of h at x, denoted by Hess h(x), is a linear operator on T, M satisfying

Hess h(x)[n.] = Vy, grad h(z), V. € Tp M,

where Hess h(x)[n,] denotes the action of Hess h(z) on a tangent vector 7, € T, M, and V denotes
the Riemannian affine connection. Roughly speaking, an affine connection generalizes the concept
of a directional derivative of a vector field and we refer to [AMSO08|, Section 5.3| for its rigorous
definition.

A function h : M — R is called locally Lipschitz continuous with respect to a retraction R
if for any compact subset N of M, there exists a constant Lj such that for any x € AN and
&x,Me € Ty M satistying R, (&) € N and Ry(n;) € N, it holds that |h o R(§;) — h o R(ny)| <



Lp||€x — nall. If b is Lipschitz continuous but not differentiable, then the Riemannian version of
generalized subdifferential defined in [HHY18§]| is used. Specifically, since h, = h o R, is a Lipschitz

continuous function defined on a Hilbert space T, M, the Clarke generalized directional derivative

at 1, € Tp M, denoted by hS(n.;v), is defined by hS(n.;v) = limg, p, supy o w,

where v € T, M. The generalized subdifferential of ﬁm at n,, denoted 8?193(7793), is defined by
Ohy(ne) = {ne € To M | (1, 0)e < hS(na;v) for all v € T, M}. The Riemannian version of the
Clarke generalized direction derivative of h at = in the direction 7, € T, M, denoted h°(z;mn,),
is defined by h°(x;1,) = h(04;7,). The generalized subdifferential of & at z, denoted dh(x), is
defined as dh(z) = dh,(0,). Any tangent vector &, € Oh(x) is called a Riemannian subgradient of
h at x.

A vector field 7 is called Lipschitz continuous if there exist a positive injectivity radius i(M)
and a positive constant L, such that for all z,y € M with dist(z,y) < i(M), it holds that

IPY 0y — nelle < Ly dist(y, z), (2.3)

where v is a geodesic with v(0) = = and (1) = y, the injectivity radius i(M) is defined by
i(M) = infiemi, and i, = sup{e > 0 | Exp, |p(s¢) is a diffeomorphism}. Note that for any
compact manifold, the injectivity radius is positive [Leel8] Lemma 6.16]. A vector field 7 is called
locally Lipschitz continuous if for any compact subset € of M, there exists a positive constant L,
such that for all z,y € Q with dist(z,y) < i(Q), inequality (23] holds. A function on M is called
(locally) Lipschitz continuous differentiable if the vector field of its gradient is (locally) Lipschitz
continuous.

Let Q be a subset of M. If there exists a positive constant o such that, for all y € Q,Q C
R,(B(0y,0)) and R, is a diffeomorphism on B(0y, 0), then we call Q a totally retractive set with
respect to p. The existence of Q can be shown along the lines of [dC92l Theorem 3.7], i.e., given
any x € M, there exists a neighborhood of x which is a totally retractive set.

In a Euclidean space, the Euclidean metric is denoted by (n;,&:)r, where (n,,&,)¥ is equal to
the summation of the entry-wise products of 7, and &,, such as n’ &, for vectors and trace(n’¢,) for
matrices. The induced Euclidean norm is denoted by || - ||p. For any matrix M, the spectral norm

1
is denoted by || M]|2. For any vector v € R", the p-norm, denoted |[v||p, is equal to (3, |v;[P)?.
In this paper, R™ does not only refer to a vector space, but also can refer to a matrix space or a
tensor space.

3 An Inexact Riemannian Proximal Gradient Method

The proposed inexact Riemannian proximal gradient method (IRPG) is stated in Algorithm [Il The
search direction 7)., at the k-th iteration solves the proximal mapping

i o (1) = (rad (o). n), + P + 9(F, (1) (31)

approximately in the sense that its distance to a stationary point 7} , [[9z, — 5, [, is controlled
from above by a continuous function g of (g, |7z, ||) and the function value of ¢,, satisfies £, (0) >
Uy, (71z,,). To the best of our knowledge, this is not Riemannian generalization of any existing
Euclidean inexact proximal gradient methods. Specifically, given the exact Euclidean proximal
mapping defined by Prox)y(y) = argmin, ®\(z) = Ag(z) + 3|z — y[|3, letting 2 = Prox,,(y),



it follows that (y — z)/A € 0Fg(z) and dist(0,0%®,(z)) = 0, where OF denotes the Euclidean
subdifferential. Based on these observations, the inexact Euclidean proximal mappings proposed
in [Roc76l SRB11l, VSBV13|, BPR20] only require z to satisfy any one of the following conditions:

2
dist(0,05®(2)) < S, ®y(2) < min®y + —, and L= € 95 g(2), (3.2)
A 2\ DY =

where OF denotes the Euclidean e-subdifferential. The corresponding analyses and algorithms rely
on the properties of e-subdifferential of convex functions. However, since the function £, (n) is
not necessarily convex, these techniques cannot be applied. Note that if ¢ is convex and M is a
Euclidean space, then the function & is strongly convex. Therefore, the solutions of the inexact
Euclidean proximal mappings in ([3.2) all satisfy (B3] with certain ¢ by choosing an appropriate
choice of €.

Algorithm 1 An Inexact Riemannian Proximal Gradient Method (IRPG)

Input: Initial iterate xg; a sufficiently large positive constant L
1: for k=0,1,... do

2 Let by, (n) = (grad f(zx), m)a, + 51nll* + (R, (m);
3: Find 7)., € T,, M such that the following two conditions hold

172y = 1, | < a(ers 1 ) and £, (0) > Loy (), (3-3)

where g, > 0, and ¢ : R? = R is a continuous function;

4: Tr+1 = Ry (N, )3
5. end for

In Algorithm[I] g controls the accuracy for solving the proximal mapping and different accuracies

lead to different convergence results. Here we give four choices of g:
1 q\Ek, HﬁmkH €k with €k — 0

2

(ank ||) with ¢ : R — [0, 00) a continuous function satisfying ¢(0) = 0;

q(Eks |17 ]

3) q(e, 17z, |l ©, with Y72 (ep < 0o; and

) 4l )=
) a( )
) a( )
4) qek, iz, ) = mln(sk,(S [z, |I?) with a constant d, > 0 and 332 e < o0.

The four choices all satisfy the requirement for the global convergence in Theorem [B.I] with the first
one being the weakest. A practical scheme discussed in Section [4.1] can yield a 7)., that satisfies
the second choice. The third ¢ guarantees that the accumulation point is unique as shown in
Theorem The last g allows us to establish convergence rate analysis of Algorithm [I] based on
the Riemannian KL property, as shown in Theorem 3.3l The practical scheme for generating 7,
that satisfies the third and fourth choices is discussed in Section

3.1 Global Convergence Analysis

The global convergence analysis is over similar to that in [HW2Ia|] and relies on Assumptions [B.1]
and below. Assumption [3.1]is mild in the sense that it holds if the manifold M is compact and
the function F' is continuous.



Assumption 3.1. The function F is bounded from below and the sublevel set Q, = {x € M |
F(z) < F(x0)} is compact.

Definition B.] has been used in [BACIS| [HW21a|. It generalizes the L-smoothness from the
Euclidean setting to the Riemannian setting. It says that if the composition h o R satisfies the
Euclidean version of L-smoothness, then h is called a L-retraction-smooth function.

Definition 3.1. A function h : M — R is called L-retraction-smooth with respect to a retraction
R in N C M if for any x € N and any S, C Ty M such that R.(S;) C N, we have that

M(Ra(n) < h(x) + {grad b)) + Sl Vi€ 8. (34)

In Assumption B.2] we assume that the function f is L-smooth in the sublevel set €. This is

also mild and practical methods to verify this assumption have been given in [BACI8, Lemma 2.7].

Assumption 3.2. The function f is L-retraction-smooth with respect to the retraction R in the
sublevel set .

Lemma B shows that IRPG is a descent algorithm. The short proof is the same as that for
[HW21al Lemma 1|, but included for completeness.

Lemma 3.1. Suppose Assumption [32 holds and L > L. Then the sequence {x} generated by
Algorithm [1] satisfies

F(zg) = F(zrg1) 2B, 1%, (3.5)
where B = (L — L)/2.
Proof. By the definition of 7),, and the L-retraction-smooth of f, we have

F(xk) = f(xk) + g(xk) > f(xk) + <gradf(xk)777xk>1‘k + gHﬁmHz + g(ka(ﬁSUk))
L

L-1L
2 — 7y I* + f(Ray () + 9(Ray (M) = Fwpg) + —5—

which completes the first result. O

~

I, 11,

Now, we are ready to give a global convergence analysis of IRPG.

Theorem 3.1. Suppose that Assumptions[31 andZAhold, that L > L, and that limy,_, o q(eg, 112 1)
0. Then the sequence {xx} has at least one accumulation point. Let x, be any accumulation point

of the sequence {xy}. Then x is a stationary point. Furthermore, Algorithm[1l returns xy, satisfying
9z, || < € in at most (F(zo) — F(x4))/(8€*) iterations.

Proof. The proof mainly follows the proof in [HW21a, Theorem 1]. Here, we only highlight the
differences. The existence of an accumulation point follows immediately from Assumption Bl and
Lemma 3.1

By Lemma[31] we have that F(z9) — F (&) > 8.5, 9z, |?, where Z denotes a global minimizer
of F'. Therefore,

tim i, | = 0. (3.6)
—00
By limy, o0 q(&k; ||, [|) = 0, we have
Jim |z, || = 0.
The remaining of the proof follows [HW21a, Theorem 1]. O



3.2 Local Convergence Rate Analysis Using Riemannian Kurdyka-¥f.ojasiewicz
Property

The KL property has been widely used for the convergence analysis of various convex and nonconvex
algorithms in the Euclidean case, see e.g., [ABRS10, [ABS13| BST14) [LL15]. In this section we
will study the convergence of RPG base on the Riemannian Kurdyka-FLojasiewicz (KL) property,
introduced in [KMAQO] for the analytic setting and in [BACNO11] for the nonsmooth setting. Note
that a convergence analysis based on KL property for a Euclidean inexact proximal gradient has
been given in [BPR20]. As we pointed out before, the convergence analysis and algorithm design
therein rely on the convexity of the objective in the proximal mapping.

Definition 3.2. A continuous function f : M — R is said to have the Riemannian KL property at
x € M if and only if there exists € € (0, 00|, a neighborhood U C M of x, and a continuous concave
function ¢ : [0,¢] — [0,00) such that

* <(0) =0,
e ¢ is Cl on (0,¢),
e >0 o0n(0,¢),

o For everyy € U with f(z) < f(y) < f(z) + ¢, we have

'(f(y) — f(x)) dist(0,0f (y)) = 1,

where dist(0,0f(y)) = inf{|jv|l, : v € 0f(y)} and O denotes the Riemannian generalized
subdifferential. The function ¢ is called the desingularising function.

Note that the definition of the Riemannian KL property is overall similar to the KL property
in the Euclidean setting, except that related notions including U, df(y) and dist(0,0f(y)) are all
defined on a manifold. In [BACNOTI, [HW21al, sufficient conditions to verify if a function satisfies
the Riemannian KL condition are given.

Assumptions B.3] and B.4] are used for the convergence analysis in this section. Assumption B.3]
is a standard assumption and has been made in e.g., [LL15], when the manifold M is the Euclidean
space.

Assumption 3.3. The function f: M — R is locally Lipschitz continuously differentiable.
Assumption 3.4. The function F' is locally Lipschitz continuous with respect to the retraction R.

In order to guarantee the uniqueness of accumulation points, the Riemannian proximal mapping
needs to be solved more accurately than (3.3]), as shown in Theorem

Theorem 3.2. Let {x;} denote the sequence generated by Algorithm [l and S denote the set of all
accumulation points. Suppose Assumptions 31, [3.3, and hold. We further assume that
F = f + g satisfies the Riemannian KL property at every point in S. If the Riemannian proximal
mapping ([LH) is solved such that for all k,

71y, — 1z, |l < €2, (3.7)



that is, q(e, |7z, ||) = €3~ Then,

Zdist(:nk,ka) < 0. (3.8)
k=0

1t follows that S only contains a single point.

Proof. First note that the global convergence result in Theorem [B.I] implies that every point in S
is a stationary point. Since limg_,o |75, || = 0, there exists a d7 > 0 such that |7, || < dr for all k.
Thus, the application of [HW21al Lemma 6] implies that

dist(xg, zr41) = dist(zg, Ry, (M2,.)) < &[0z, ]| = 0. (3.9)

Then by [BST14, Remark 5], we know that S is a compact set. Moreover, since F(xy) is nonin-
creasing and F' is continuous, F' has the same value at all the points in S. Therefore, by [HW21a),
Lemma 5], there exists a single desingularising function, denoted ¢, for the Riemannian KL property
of F' to hold at all the points in S.

Let , be a point in S. Assume there exists k such that xj, = 4. Since F'(z},) is non-increasing,
it must hold F(zj) = F(254). By Lemma[31] we have )} =0, 2, = zj,, (88) holds evidently.

In the case when F(xy) > F(w.) for all k, Since n;,  — 0, we have F(Ry, (n;,)) — F(z4),
dist(Ry, (17, ),S) — 0. By the Riemannian KL property of F' on S, there exists an [ > 0 such that

(F(Ray, (n},)) — F(24)) dist(0,0F (R, (n},))) > 1 for all k> L.
It follows that
J(F(Ray,(n3,)) — F(xx)) > dist(0, 0F (Rqy (n},))) " for all k> 1. (3.10)

Since limy o |75, || = 0, there exists a constant ko > 0 such that [|n}, || < p for all k > ko, where p
is defined in [HW2Tal Lemma 7|. By Assumption B3] and [HW2Tal Lemma 7], we have

I grad F(Ro, () — T (grad f(a) + L )| < Leli, | (3.11)
Tk
for all k > ko, where L. is a constant. By the definition of ; , there exists (;, € dg(Rq, (n;,)) such
that

grad f(zx) + Z}n;k + T}gn* Cep, = 0. (3.12)
Tk
It follows that
grad f (Ra, (,))~Tr . (grad f(xx) + Lig;,)

k

= grad f(Re, (03, ) + Cay, € OF (Ry, (n7,))- (3.13)
Therefore, (3.11)) and (BI3) yield
dist(0, OF (Re, (113,))) < Lellnz, Il (3.14)
for all k > ko. Inserting this into (B:10) gives
S (F(Rqy,(n;,)) — F(xy)) > Lc_1||77;k||_1 for all k > [ := max(ko, ). (3.15)
Define Ay, ;, = ¢(F(zp) — F(z4)) — s(F(xq) — F(z4)). We next show that for sufficiently large k,
1722, 1 < BoBrgs1([lfiay ., | + k1) + brei_s, (3.16)

where by = %, b1 = LTF, and Ly is the Lipschitz constant of F'. To the end, we consider two cases:

9



Case 1: F(zy) = F(Ray_, (Nay_,)) < F(Ryy (03, ,))-
We have

S(F(wg) — F(w4))—¢

—~

F(xp41) — F(xs))

> (F(zp) — F(2))(F(2r) — F(2p41))
> ¢ (F(Ryy_, (n},_,)) — F(z:))(F(2k) — F(wp11))
s ot g il
175, |
b 7k [ or a [ := max
> L 20 for all k > 1 := (ko, 1),

where the first and the second inequalities are from the concavity of ¢, the third inequality is

from (BI5) and ([B.3), and the last inequality is from (B.7). It follows that

. L .
ank”2 < ECAk,k-l-l(”nxkﬂ ” + Ei—l)v

which implies that (3I6]) holds.

Case 2: F(xy) = F(Ry_, (z,,_,)) > F(ka,l(n;ik,l))-

We have
S(F(a) = F(2.)) = S(Flwg1) - Flz.)
> S(F(Ry, (03, ) = Fl@.)) = s(F(aki1) = F(z.)
> §,(F(ka 1(77:6/1C 1)) F(x*))( ( Th— 1(77xk 1)) - F(xk—i-l))
= (F(Ray (5, ,)) = F(@) (F(Ray, (05, )

— F(Ruy (o)) + Flag) = Plogs))
Bl I* = Lellz,_, = oyl
Lellnz, _, I
Bl |I* = Lrei_y
= Le([1zy_, |l + 5%_1)’

for all k > [ := max(ko, )

(3.17)

where the third inequality is from Assumption B4l with Lipschitz constant denoted by Lg
and the last inequality is from ([B.7). Together with ([B.7)), inequality (B.I7) yields that for all
k>,

ﬁ”ﬁkaZ < LcAk,k+1(Hﬁm71 ” + Ei—l) + LFE%—D (3-18)
which gives
-2 Le . 2 Lr ,
19, 17 < FAhk-l-l(Hnwqu +ep_1) + 751@—1- (3.19)

which implies that (3I6]) holds.
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Once (BI0) has been established, by va% + b2 < a + b and 2vab < a + b, we have

2||77$k|| < bOAkJH-l + ||77-'Ek71|| + 5%—1 +2 V bieg_1.

For any p > [, taking summation of B20) from p to s yields

s s s s s
D 20 <D b0 kktr + D e | 2V > e+ Y eh,
k=p k=p k=p k=p k=p

which implies
S S S
D Wl < ey ol + BoApsir +2V01 D> e+ Y ey
k=p k=p k=p
Taking s to oo yields

D Ml < My |l + bos(F (@) = F(@a)) +2v/b1 Y en1+ Y iy
k=p k=p

k=p

It follows that "2 |71z, || < co, which yields (B.8) due to (B:9).

(3.20)

(3.21)

O

Theorem [B.3] gives the local convergence rate based on the Riemannian KL property. Note that
the local convergence rate requires an even more accurate solution than that in Theorem

Theorem 3.3. Let {x} denote the sequence generated by Algorithm [l and S denote the set of all
accumulation points. Suppose Assumptions[3.1, 3.3, [3.3, and hold. We further assume that
F = f+g satisfies the Riemannian KL property at every point in S with the desingularising function
having the form of ¢(t) = %te for some C' >0, 6 € (0,1]. The accumulation point, denoted x, is
unique by Theorem [T A If the Riemannian proximal mapping (L3 is solved such that for all k,

A " : B s
oy = 12,1 < i (&, 5N

that is, q(ek, e, |) = min (<3, 57 i, 12) . Then
o [f0 =1, then there exists k1 such that xp = x4 for all k > k.

e if 0 €[3,1), then there exist constants C, > 0 and d € (0,1) such that for all k
dist(xy, z,) < Crd;
e if6 € (0, %), then there exists a positive constant C, such that for all k

dist(xg, x4) < C’Tkﬁ

Proof. In the case of § = 1, suppose F'(zy) > F(z.). It follows from (B.I0) and (8.14) that

dist(0, OF (R, (n,))) > C for all k > 1,
dist(0, OF (Ry, (n5,))) < Lellng, |l for all k> k.

11
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Therefore, we have [|n; || > C/L. for all k > max(ko,l). By ([83), there exists ky > 0 and C >0
such that |7, || > C’||n;k|| for all k > ko. It follows that

71, || > CC/Le, for all k > max(ko, ko, ).
Due to the descent property in (B.5]), there must exist k1 such that xp = x, for all k > k;.

Next, we consider 6 € (0,1). By the same derivation as the proof in Theorem and noting
the difference between ([3.:22) and (B.7)), we obtain from (B.I0]) that

1 17 < B0k (e | + 57— ankH )+bl—H?7xk|!2

by replacing ;1 with %Hﬁxk ||. Since ||z, || — 0, for any § > 0, there exists k2 > 0 such that for
all k > kg, it holds that 1 + /(2L F)||%s, || < 6. Therefore, we have

. . L.
17, 1* < oAk kr1(1 + 0) 17z, || + §||77:ck||2-

By 2vab < a + b, we have )
2|7y, | < b0 Ak et 1 + [y, |

where by = 2bp(1 + ). Tt follows that

D ol < M,y |+ bos (F(zp) = Fa.). (3.23)
k=p

Substituting ¢(t) = $t? into ([3.23) yields

S el < eyl + 2 (Play) — P2 (3.21)

By Assumption B4 and (3:22)), we have

[F(2p) = F(Ra, (0, )| =IF(Ray s (1)) — F(Rmp 1 (0, ,)]

<Lplliey ey | < Sl (3.25)
Combining ([3:24) and (B25)) yields
boC . B.,. f
Z Vng Il < ey |+ 2€ ( (R, (5, ) — Fla.) + §||nxp1||2) . (3.26)
=p

By (B10), we have &(F(R,,_, (3,_,)) — F(z,))'7% < dist(0,0F (R, _, (n7,_,))- Combining this
inequality with (3.14]) yields

(F(Rap i (1) = Fle)'™ < Lelln, |- (3.27)

Ql-
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It follows from ([B.26)) and (3:27)) that

> . bC . B o
5 il <l + 5 (€Ll D+ S )

k=p
5 boC A = By ’
<Nyl + =5 <(CLC<1 + )1z, )77 + gunx,,l\\?) : (3.28)

Since limy_s o0 |7z, || = 0, there exists p > 0 such that ||, || < 1 for all & > p. Therefore, for all
p > P, it holds that

ity 177 < e, ™70 and ([, (12 < e, ™02 770)

which combining with ([B.28)) yields

bC min ]
ermku<unxwu+ O (€Lt +8) 77 4 5/2)” [, 7P 550).

k=p

Note that if 6 > 0.5, then 1 < 20 < /(1 — §). Thus min (29, ] 9) > 1. If 0 € (0,0.5), then

min (29, B 9) =0/(1—-6) < 1. The remaining part of the proof follow the same derivation as those
in [HW19, Appendix B| and [AB09, Theorem 2|. O

4 Practical Conditions for Solving Riemannian Proximal Mapping

In the general framework of the inexact RPG method (i.e., Algorithm [I]), the required accuracy
for solving the Riemannian proximal mapping involves the unknown exact solution 7y, . In this
section, we study two practical conditions that can generate search directions satisfying (B.3]) for
different forms of g when the manifold M has a linear ambient space, or equivalently, M is an
embedded submanifold of R™ or a quotient manifold whose total space is an embedded submanifold
of R™. Throughout this section, the Riemannian metric is fixed to be the Euclidean metric (, )p.
We describe the algorithms for embedded submanifolds and point out here that in the case of a
quotient manifold, the derivations still hold by replacing the tangent space T, M with the notion
of horizontal space H,.

4.1 Practical Condition that Ensures Global Convergence

We first show that an approximate solution to the Riemannian proximal mapping in [CMSZ20]
satisfies the condition that is needed to establish the global convergence of IRPG. Recall that the
Riemannian proximal mapping therein is

i = axg min . (7) = {grad [ (@), e + 5 m. e + 9(z + ). (1.1)
neETs M

Since M has a linear ambient space R™, its tangent space can be characterized by

T, M= {neR": BI'n=0}, (4.2)

13



where B : R" — R"? : v s ((b,v)F, (ba, V)F, ..., (bp_q,v)F)T is a linear operator, d is the
dimension of the manifold M, and {by,bs,...,b,_4} forms an orthonormal basis of the normal

space of T, M. Concrete expressions of BL for various manifolds will be given later in Section E3]
Based on B!, Problem (&I can be written as

. L
Mo = arg mion ta(n) = (grad f(2), mr + 5 (n,n)r + g(z +n). (4.3)
Tn=

Semi-smooth Newton method can be used to solve ([£3). Specifically, the KKT condition of (3]
is given by

aﬁﬁ(’rlv A) = 07

Byn =0,
where £(n, A) is the Lagrangian function defined by

L0, A) = (erad £(x),n)r + o b+ 9(X + ) — (A, B

Equation (£.4) yields

n=v(A) = Prox <:17 - %(grad fz) — BwA)> -z, (4.6)

where ) )
P . — in=|lv—z|[|2+ = 4.7
rox, i (2) arg min Sllv— 2] Lg(v) (4.7)

denotes the Euclidean proximal mapping. Substituting (£6]) into (43]) yields that

W(A) = BT <Proxg i <x _ %(grad ) — BIA)> _ x> 0, (4.8)

which is a system of nonlinear equations with respect to A. Therefore, to solve (2.2)), one can first
find the root of (48]) and substitute it back to (4.6]) to obtain 7,. Moreover, the semi-smooth
Newton method can be used to solve ([A.8]), which updates the iterate Ay by Agi1 = A + di, where
dy. is a solution of

Ju(Ag)[di] = =P (Ar),

and Jg(Ag) is a generalized Jacobian of W.

To solve the proximal mapping (A1) approximately, we consider an algorithm that can solve
(L8) globally, e.g., the regularized semi-smooth Newton algorithm from [QS06}, [ZST10l, XLWZIS|.
Given an approximate solution A to 43, defind?

Mo = Pr, m(v(A)), (4.9)

where v(+) is defined in (Z6]). We will show later, in order for 7, to satisfy (3.3)), it suffices to require
A to satisfy

W (A)]| < min(é([7]),0.5), (4.10)

ZNote that if U(A) # 0, then 7 defined by (@B) may be not in T, M. Therefore, we add an orthogonal projection.
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:(0) > £, (72), (4.11)

where £,(-) the Riemannian proximal mapping function used in Algorithm [Il ¢ : R — R satisfies
#(0) = 0 and nondecreasing. Moreover, a globally convergent algorithm will terminate properly
under these two stopping conditions. The analyses rely on Assumption E.11

Assumption 4.1. The function g is conver and Lipschitz continuous with constant Ly, where the
convexity and Lipschitz continuity are in the Euclidean sense.

Note that if g is given by the one-norm regularization, then Assumption E.1] holds.

It is evident that, in order to show that 7), satisfies (8.3), we only need to show that there is a
function ¢(t) such that ||7, — || < ¢(||72]|) holds if 7, satisfies ({I0) and (LII). Therefore, the
function ¢(s,t) in (B3] can be defined by ¢(s,t) = ¢(t).

Theorem 4.1. Suppose there exists a constant p > 0 such that for any x € Qg, it holds that
Qo C Ry(B(04,p)). If L is sufficiently large and the search direction 7y define in (L9) satisfies
(410Q)), then we have

17 = 1zl < q([I7]), (4.12)
where
2L AL, 309 — 41232 49
t) = —22 44 |97 TRyn min(¢(t),0.5)
L — 2Ly (L —2Lg)? L — 2Ly

and ¢(t) is defined in ([EI0).
Proof. For ease of notation, let e = W(A) = BTv(A). Consider the optimization problem

in £,(n). 4.13
i () (4.13)

Its KKT condition is given by
0,L(n,A) =0,  Byn=e,

which is satisfied by (A, v(A)) Therefore, v(A) is the minimizer of £,(n) over the set S = {v : By =
€}, i.e.,

(&) = argmin 1 (n) = (grad £ o). 1) + 5 (1) + gl + ) (1.14)

Define 4, (1) = 0, (n + Bye). Further by the definition of #,, i.e., fiz = Pr, pqv(A), it is not hard to
see that

Nz = arg min @x(n)
neETz M

By the L-strongly convexity of ?, and the definition of 7z, it holds that

~ P L .
Co () > Lo(f)) + 5”7790 - 7790H27 Vn, € Ty M. (4.15)
By definition of 7j,, we have

0 € grad f(x) + Liy + Pr, mOF g(x + 1z + Bge). (4.16)
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Since €2y, is compact, there exists a constant Uy such that || grad f(z)|| < Uy for all € Q.
By [Cla90], if a function is Lipschitz continuous, then the norm of any subgradient is smaller than
its Lipschitz constant. Therefore, by Assumption BL1] it holds that ||¢|| < L, for any ¢ € 0Fg(x+n).

It follows from (A0 and (£10) that
. Ur+ L
17| < ~L==2. (4.17)
L

Define U = {Ry(nz) : © € Qqq, |0zl < p}. Therefore, U is compact. Moreover, since Qy, C
R (B(0y, p)) for any = € Q,, we have Q, C U. It follows from (22]) that there exists s such that
[Re(n2) — 2 — mal| < %2”77&:“2 (4.18)

holds for any = € Q, and ||n;|| < p. By Assumption .1l and (£I8), we have
[o(ne) = Lo(no)| < Losea|lne|®, Vo € Qugy 0o € Ta M, Il < p. (4.19)

Moreover, by the definition of /,(,), we have for any = € Q,, and ||n.|| < p,

~ ~

1€ (1) — La(n2)] )

~ L
< |l grad f(2)||| Buel| + Lllna || Bzell + §||3m6||2 +19(@ + 12 + Bee) — g(z + 1))

~ L
= (llgrad f (@)l + Lllna|| + 5 | Boell + Lg) || Bue|

< (Us+ (p+ 1)L+ Ly)||Bye]|
=: ¥o| Byell,

where the third line has used the fact ||Bze|| < |le]| < 1/2 (see (EI0)). Together with (EI9),
and ([AI5), it holds that for any x € Qy,, 7, € Ty M, and ||n,|| < p,

N L .
() + §||77m ell” = Lygsea||nz||* — D2 Bee
géx(nx) - Lg%2”77:cH2 — o Bye|
<lp(ne) — Lg%2”77:cH2 (4.20)
§€m(77x) (4 21)
§gx(77w) + Lg%2||77m||2
<l2(ne) + Lgseo||nz||* + V2| Buell. (4.22)
Define
. L R .
Q={ns € To M s — Nell” = Lygsea||n2|” — D2 Bre|| < Lysea|fie||” + V2| Brel|}-

It is easy to verify that

O = Ny € Ty M :




ALLgsey — AL252 49
< - S22 1|12 + ———2— | Bae]| ¢,
(L — 2Lg%2)2 L — 2Lg%2
which yields
qu:: Nz ETxM : an_fle <
9Ly ALLgsp — AL253 495
—— = ||h|| + = 92 192 1* + =————|| Bze|l
L — 2Lg%2 (L — 2Lg%2) L — 2Lg%2

Noting the expression of ¥, when L — 00, the righthand side in the above inequality goes to
V4(p+1). Thus, for sufficiently large L and p, we have

Qcu = {ne € To M= |Inall < p/2}
CW = {1, € Ty M ]| < p}-

For any 7, € W but not in ©, it follows from [22) that

. L A
Ce(ne) 2l2(N2) + §H7h - 77:(:”2 - Lg%2”77:c”2 — V|| Brell
>£ﬂc(ﬁw) + Lg%2‘|77w||2 + V|| Bye|l > £y (7). (4.23)

Therefore, there exists a global minimizer of ¢, in the set Q, we denote it by 7. It follows from
ni € €, and thus |1, — %] < ¢(||92]]) for ¢(¢) given in the theorem. O

Theorem A.T] ensures that the search direction given by (£9) is desirable for IRPG to have
global convergence. There are several implications of this theorem. First, the global convergence
of ManPG in [CMSZ20] follows and the step size one is always acceptable. This can be seen by
noting that if ¢(¢) = 0, then the direction 7 with A satisfying (£I0) is the search direction used
in [CMSZ20]. Secondly, one can relax the accuracy of the solution in ManPG and still guarantees
its global convergence. However, it should be pointed out that Theorem 1] does not implies that
7, satisfies (B.1) or ([B:22]). Therefore, the uniqueness of accumulation points and the convergence
rate based on the Riemannian KL property are not guaranteed.

Lemma [T shows that a globally convergent algorithm for solving (48] can terminate properly
in the sense that it satisfies (ZI0) and ([@II) under the assumption that L is sufficiently large.

Lemma 4.1. Suppose there exists a constant p > 0 such that for any x € 1y, 1t holds that g, C
R, (B(0y,p)). If L is sufficiently large and an algorithm that converges globally is used for (A.3]),
then there exists an iterate from the algorithm such that 7, satisfies ([EI0) and (ZIT]).

Proof. 1f € = 0, then 7, = 7, and the above derivations for 7, also hold for 7,. Therefore, ¢,(0,) >
(4 (7)) follows from (@23) by noting 0, € W and 0, ¢ Q when L is sufficiently large.. Finally, by
strong convexity of £, and the convergence of the algorithm, we have that 7}, — 7, and |[¥(A)|| — 0.
Therefore, the iterate 7, satisfies (4£.10) and ([4.11]) in certain iteration. O
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4.2 Practical Condition that Ensures Local Convergence Rate

In this section, we directly consider the solution of the Riemanniann proximal mapping (B.I)) and
provide a practical condition that meets the requirement for the local convergence rate analysis.
First note that the Riemnnaian proximal mapping (3.1) is equivalent to

min J,(0) = (e, @ grad f(@) + 5 |ef? + 9(Rel@ue)) (1.24)
which is an optimization problem on a Euclidean space, where the subscript & is omitted for sim-
plicity, d is the dimension of M and @, forms an orthonormal space of T, M.

The analysis in this section relies on the notion of error bound (see its definition in e.g., [TY09,
(35)], |Z2S17]), whose discussion relies on the convexity of the objective function. Therefore, we
will make Assumption which uses Definition Bl It follows that J;(c) is convex. Note that
Definition 1] has also been used in [HGA15, [HW21al

Definition 4.1. A function h : M — R is called retraction-convex with respect to a retraction R in
N C M if for any x € N and any S, C T, M such that R,(S.) C N, there exists a tangent vector
¢ € T, M such that p, = h o R, satisfies

px(n) = pa(§) + (0 —&a 0,€ € Sy (4.25)

Note that ¢ = grad p, (&) if h is differentiable; otherwise, ¢ is any Riemannian subgradient of p, at
£.

Assumption 4.2. The function g is retraction-convexr on M.

In the typical error bound analysis, the residual map plays a key role which controls the distance
of a point to the optimal solution set. For our purpose, the residual map for ([£24]) is defined as
follows:

rz(c) = arg min wy,e(v) = (v,Q; grad f(z) + Le)r + éllvll2 + 9(Re(Qa(c+v))), (4.26)
veR™

It is not hard to see that
rz(c*) = 0 & ¢ is the optimal solution to (4.24]).

Note the residual map defined here is slightly different from the one defined in [TY09], where the
coefficient in front ||v]|? is 1/2 instead of L/2. However, the error bound can be established in
exactly the same way. To keep the presentation self-contained, details of the proof are provided
below. It is worth pointing out that the family of Problems (£.24]) parameterized by = possesses
an error bound property with the coefficient independent of .

Lemma 4.2. Suppose that Assumption [{.9 holds. Then it holds that
e —cill < 2|lrz(o)|l,  for all z € M, (4.27)

where ¢ is the minimizer of Jy(c).
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Proof. Let f.(c) denote grad f(z)T Q.c + %Hc|]2 and g;(c) denote g(R;(Qx(c))). It follows that
Jo(€) = fo(€) + gu(c) and

N L
re(c) = argmin (v, Vf(c))r + —Hsz + gz (c +v).
vERT 2

Therefore, we have 0 € V f,(c) 4+ Lrz(c) + 8§, (c + 74(c)), which implies

re(c) = argmin (V f,(c) + Lry(c), v)p + Gul(c + v).
vERA

It follows that

(Vfo(€) + Lra(e), ra(e))r + Gule + 72(c)) < (Vfule) + Lra(c), ¢ — e)p + Gu(ch). (4.28)
Since 0 € V£, (%) + 0% §,(ck), we have ¢ = argminycgn V fz(c2)Tv + §u(v). Therefore,
(falcn), 0w + Gu(ch) < (VFulch)s e+ ra(e)r + Gule +7a(c)). (4.29)

Adding ([@28) to (4.29) yields
(fole) = falch) e = i)p + Llra(o)|I* < (falh) = fale),ra(e)r + Lira(c), s —c)p. (4.30)

By definition of f,, we have that f, is L-strongly convex and Lipschitz continuously differentiable

with constant L. Therefore, (30) yields
Liie = ¢;lI* < 2Lle = ez llra (o)l
which implies |lc — || < 2[|r. (). O

Computing the residual map ([4.20]) is usually impractical due to the existence of the retraction
R in g. Therefore, we use the same technique in [HW21al Section 3.5] to linearize R, (Qz(c+v)) by
Ry (Qzc) + TRy, Qzv, and define a new residual map 7 (c) that can be used to upper bound r4(c),

Tz(c) = argmin W, (v) := (v, grad f(z) + fJQxc>F + §|

; |TRQxCQxUH2 + g(y + TRQxCva)7 (4'31)
veR

where y = R;(Qzc). A simple calcualtion can still show that
7z (c*) = 0 < ¢* is the optimal solution to (Z24).

Moreover, minimizing @ is the same as Problem (@1l and therefore can be solved by the techniques
in Section .11

Lemma 4.3. Let G C M be a compact set. Suppose that Assumptions[{.1] and [{.2 hold, and that
there exists a parallelizable set U such that G C U, where a set is callel parallelizable if Qy as a
function of x is smooth in . If L is sufficient large, then there exist two constants b > 0 and § > 0
such that

[r2(c)]| < bll7 ()] (4.32)

for allx € G and ||c|| < 6.

3The notion of a parallelizable set is defined in [HAGI5| and the function Q is also called a local frame. The
existence of a smooth @ around any point z € M can be found in [AMSO08| [Bou20].
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Proof. Since @, is smooth in U and Tg is smooth, we have that the function z : i x R — R¥x¢ .
(x,c) — QZTR%CQQE is a smooth function, where y = R,(Q.c). Furthermore, since Tg, is an
identity for any x € M, we have z(z,0) = I for any x € M. It follows that

1Qy Trq,.Qw — Lall < Lyl for any = € G, |lcl| <6, (4.33)

where Lj = max,cg,|c|<s | J-(7, Qzc)||. Since the set of {(z,c) : x € G, ||c|| <} is compact and the
Jacobi J, is continuous by smoothness of z, we have L; < oco.

Using 33) and noting || Tr,,, .|l = Q) Try,. Qx| yields
1 Trg, |l < Iall + Q) Tr, Qe — Lall < 1+ Lylic]
and

ITal =l < a — (QF Thg, Q)
< T QT Thg, . Qa — Ll < LllellI Tl I,

which gives
(L= LyllelI Tz, Il < 1.

Therefore, by choosing § < min(,/3/2 — 1,1 —1/v/2)/L;, we have

| TRg, |l < V/3/2, and || T, || < V2. (4.34)
It follows that
1
[Titgye QeI — ol < (T, P = Dlol]* < 5 Jo]* and
Titg, @eol ~ ol 2 ( s =1 ) Il = 2 ol
T

which yields
1
1TRq,Quvll® = IWIP| < S llvlf*.

By the compactness of G, there exists a constant Y5 such that
1R:(Qu(c +v)) = Ru(Quc) — Trq, . Quv|l < XollTh, . Quvl, (4.35)

for all z, R;(Q.¢), Ry (Qu(c+v)) € G.

Therefore, we have

’wx,C(U) - wz,C(”)‘

L L
< 5”””2 + 9(Rz(Qu(c +v))) — EHTRQZCQIUW +9(y + TRQZCQ:EU)

L _
<5 ko, Quvll* = 10l + LoX2l Trg, 0]

<Cgllv|?,
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where Cp = L /4 + 2LgX2, the second inequality follows from (30 and Assumption 1], and the
last inequality follows from (4.34]).

Since wy . and W, . are both strongly convex, their minimizers r,(c) € R? and 7, (c) € Ty M are
unique. By the same derivation in Theorem .1l we have that

o |

Irz(c) = 72()1* = Crlira(o)|* < CrlIFz(c)lI?,

which implies
L L _
5 VCR | |Irz(0)| < 5+ Cr | I7x(0)]|, for all k > k.

B L > 8L,%2, we have that holds with b — YLv20xr O
y assuming gX2, we have that (£32) holds wi N~

The main result is stated in Theorem 2] which follows from Lemmas and @3l It shows
that if the Riemannian proximal mapping is solved sufficiently accurate such that the computable
Tz, (Cr) satisfies (A.30]), then the difference ||77;, — 7}, || is controlled from above by the prescribed
function . An algorithm that achieves (£36) can be found in [HW21al Algorithm 2| by adjusting

its stopping criterion to (4.30]).

Theorem 4.2. Let S denote the set of all accumulation points of {xy}. Suppose that there exists
a neighborhood of S, denoted by U, such that U is a parallelizable set, that Assumptions[37, [Z2,
[4-1] and[{.2 hold, that L is sufficiently large, and that an algorithm is used to solve

min Jp, (c) = (¢, Qy grad f (zx))r + §IICII2 +9( R, (Q,0)),

such that the output ¢, € R? of the algorithm satisfies

172, ()| < ¥ (ew, 0, |2k ), (4.36)

where xy, is the k-th iterate of Algorzthmlj] and ¥ is a function from R3 to R. Then there exists a
constant @ > 0 and an integer K > 0 such that for all k > K, it holds that

172y = 1, | < @ (ks 0, 11772, 11) (4.37)

where iy, = Qg Ck. Moreover, if Y(ex,0,t) = &2, then inequality B1) holds; if (eg,0,t) =
min(e2, ot?) with o < %, then inequality (3.22)) holds.

Proof. By ([8.9) and [BST14, Remark 5|, we have that S is a compact set. Therefore, there exists a
compact set G and an integer K > 0 such that S € ¢ C U and it holds that rp C G for all k > K.
By Lemma [4.3] there exists two constants b > 0 and ¢ > 0 such that ||r;(c)|| < b||7x(c)| for all
z € G and ||¢| < 6. In addition, it follows from (3.6) that there exists a constant K, > 0 such that
for all k> K, it holds that ||#j, || < d. Therefore, for all k > max(K, K, ), we have

172, ()| < bl () (4.38)

The result ([£3T) follows from ([£36) and (4.3]). O
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For simplicity, we define 75, (¢) as the minimizer of @, .(v). Indeed, we can show that it is not
necessary to optimize Wy, (v) exactly. Suppose that the minimizer c;, of Jy, (c) is nonzero, that
a converging algorithm is used to optimize J;, (¢) and let {¢;} denote the generated sequence, and
that @, .(v) is only solved approximately such that the approximated solution, denoted by %wk (),
satisfies ||7z, (¢;) — 7, (¢i)|| < 00|72, (ci)|], where 6, € (0,1) is a constantl. Then we have

(1= 017w (e | < IIFy ()l < (14 0) |17 (ci)]- (4.39)

It follows that if
Tp(ekaQ’HCiH)’ (440)

~ 1
|72, (ci) || < 119,

then (4.306) holds. Since a converging algorithm is used, we have ¢; goes to ¢, and 7, (c;) goes to

zero. Tt follows that (e, o, ||c;]|) is greater than a positive constant for all i and 7, (c;) goes to
zero by ([4£39). Therefore, an iterate ¢;, denoted by ¢y, satisfying inequality (4.40) can be found.

4.3 Implementations of B and B,

In this section, the implementations of the functions Bg :R" - R* % and B, : R*% —» R
are given for Grassmann manifold, manifold of fixed-rank matrices, manifold of symmetric positive
definite matrices, and products of manifolds. Note that the Riemannian metric is chosen to be the
Euclidean metric in this section.

Grassmann manifold: We consider the representation of Grassmann manifold by
Gr(p,n) = {[X]: X € St(p,n)},

where [X] = {XO : OTO = I,}. The ambient space of Gr(p,n) is R"*? and the orthogonal
complement space of the horizontal space Hyx at X € St(p,n) is given by

Hy = {XM : M € RP*P},
Therefore, we have
BL R 5 RPXP . 7 XTZ, and
Bx : RPP - R™P: M — X M.
Manifold of fixed-rank matrices: The manifold is given by
R™™ ={X € R™" : rank(X) = r}.

The ambient space is therefore R™*". Given X € R"*" let X = USV be a thin singular value
decomposition. The normal space at X is given by

Ny R™>™ — {UJ_MVE ‘M e R(rr:,—r)x(n_r)}7

“Note that s, (v) has the same format as (ZI). We can use condition (I0) and (@II) to find the approximate
solution 7, (¢;).
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where U, € R™*(™=7") forms an orthonormal basis of the perpendicular space of span(U) and
V) € R"(™=") forms an orthonormal basis of the perpendicular space of span(V). It follows that

BEY R 5 Rm=x(=n) s 7 T ZV) | and
By : Rm=mx(=r) _, gmxn pr s 7, MV

Note that it is not necessary to form the matrices U; and V. One can use [HAGI16, Algorithms 4
and 5] to implement the actions of U, Uf, V,, and Vf.

Manifold of symmetric positive semi-definite matrices: The manifold is
S — (X e R™": X = XT, X = 0,rank(X) = r}.

The ambient space is R™*". Given X € SP*", let X = HH”, where H € R™ " is full rank. The
normal space at X is

Nx 8277 = (1, MHT M € R0, 31 = ),
where H; € R™("=") forms an orthonormal basis of the perpendicular space of span(H). Therefore,
we have

(n—r)(n—r+1)
2

1
BL :R™™ 5 R 1 Z +— vec <§Hip(Z + ZT)H¢> , and

(n—r)(n—r+1)
2

Bx :R — R™" :y s H vec (v)HT,

where VeC(M) = (Mlla Moo, ..., Mg, \/§M12, \/§M13, \/EMls, RN \/EM(S_l)S)T for M € R*** being
a symmetric matrix, and vec™! is the inverse function of vec.

Product of manifolds: Let the product manifold M be denoted by M7 x Ms x...x M;. Let the
ambient space of M; be R™ and the dimension of M; be d;. For any X = (X1, Xs,...,X}) € M,
the mappings B}; and Bx are given by
BY i R™ x R™ x ... x R™ — Rim—difnz=dtfne=dy)
T
(Z1, 2, ... Zy) = (BX,20)", (BX,22)", ..., (BX,Z:)")" , and
By : Rim—ditnz=dabodne—de) _ pra o Rn2 5 R™

(T of DT (Bx,v1, Bx,vs, - . ., Bx,vt),

where B;Q and By, denote the mappings for manifold M; at X;, and v; € RY—4 j=1,... t.

5 Numerical Experiments

In this section, we use the sparse principle component analysis (SPCA) problem to test the proposed
practical conditions on the accuracy for solving the Riemannian proximal mapping (B.1]).
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5.1 Experimental Settings

Since practically a sufficiently large L is unknown, we dynamically increase its value by L « 1.5L
if the search direction is not descent in the sense that back tracking algorithm olit1) = 0.5a(%) with
a® =1 for finding a step size fails for 5 iterations. In addition, the initial value of L at k + 1-th
iteration, denoted by Ek+1, is given by the Barzilar-Borwein step size with safeguard:

) Lmin)y Zmax)a

(ks Yi)
(Yres Sk)

Lj41 = min(max(

where Lyin > 0, Limax > 0, yp = Pr, mgrad f(xg+1) — grad f(zx) and s, = ang,. The value of

Lo is problem dependent and will be specified later. The parameters are given by Liin = 1073,
Limax = Lo, ¢ : R = R : t — /1, z—:k:%,andg:w&

Let IRPG-G, IRPG-U, and IRPG-L respectively denote Algorithm [ with the subproblem solved
accurately enough in the sense that I0) and (EII) hold, (&36) holds with ¥ (ek, p, [|n]]) = &2,
and (Z36) holds with (e, p, ||n]|) = min(eZ, o||n||*). Unless otherwise indicated, IRPG-G stops
if the value of (||, ||Lx) reduces at least by a factor of 1073, IRPG-U and IRPG-L stop if their
objective function values are smaller than the function value of the last iterate given by IRPG-G.

All the tested algorithms are implemented in the ROPTLIB package [HAGHIS8| using C++,
with a MATLAB interface. The experiments are performed in Matlab R2018b on a 64 bit Ubuntu
platform with 3.5GHz CPU (Intel Core i7-7800X).

5.2 SPCA Test

An optimization model for the sparse principle component analysis is given by

min — trace(XTATAX) + || X||1, (5.1)
XeSt(p,n)
where A € R™*™ is the data matrix. This model is a penalized version of the ScoTLASS model
introduced in [JTUO3| and it has been used in [CMSZ20, HW21b].

Basic settings A matrix A € R™*™ is first generated such that its entries are drawn from the
standard normal distribution. Then the matrix A is created by shifting and normalized columns of A
such that the columns have mean zero and standard deviation one. The parameter lNLO is 2)\maX(A)2,
where Apax(A) denotes the largest singular value of A. The initial iterate is the leading r right
singular vectors of the matrix A. The Riemannian optimization tools including the Riemannian
gradient, the retraction by polar decomposition, the inverse vector transport by differentiated the
retraction, and the adjoint operator of the inverse vector transport by differentiated the retraction
can be found in [HW21al.

Empirical Observations Figure [1l shows the performance of IRPG-G, IRPG-U, and IRPG-L
with multiple values of n, p, and A. Since IRPG-G, IRPG-U, and IRPG-L solve the Riemannian
proximal mapping up to different accuracy, we find that IRPG-G takes notably more iterations
than IRPG-U, and IRPG-U takes slightly more iterations than IRPG-L, which coincides with our
theoretical results. Though IRPG-U and IRPG-L take fewer iterations, their computational times
are still larger than that of IRPG-G due to the excessive cost on improving the accuracy of the
Riemannian proximal mapping.

24



700

‘ e 3 ; ‘
—%—IRPG-G —%—IRPG-G
—/—IRPG-U —7—IRPG-U
I | 25t 1
600 IRPG-L I IRPG-L |57
2 L
500 t
g g15
400 t =
1 .
300 ¢ 1 o5 | A
X7 V
200 : : : : : 0 ‘ ‘ ‘ ‘
0 500 1000 1500 2000 0 500 1000 1500 2000
n n
1000 ‘ 5 :
——IRPG-G —%—IRPG-G
—7—IRPG-U —7IRPG-U
800 f IRPG-L |4, 4t IRPG-L |1,
600 f 3l
— (4]
2 £
400 | Tt
200 r 1r Me
0 oL : :
0 2 4 6 8 0 2 4 6 8
p p
1600 ; . T 5 .
7 —¥—IRPG-G —%—IRPG-G
1400 + V —7IRPG-U |4 ——IRPG-U
IRPG-L 4r IRPG-L |1
1200 |
1000 | 3y
— (4]
e £
800 =l
600 |
1t J
400 | 1
A m
200 : : : 0 ‘ ‘
0 05 1 15 2 0 05 1 15 2
A A

Figure 1:  Average results of 10 random runs for SPCA. The same random seed is used when
comparing the three algorithms. We choose the runs where the three algorithms find the same
minimizer in the sense that the norm of the difference between the solutions is smaller than 1072,
“time” denotes the computational time in seconds. “iter” denotes the number of iterations. Top:
multiple values n = {256,512,1024, 2048} with p = 4, m = 20, and A = 2; Middle: multiple values
p = {1,2,4,8} with n = 1024, m = 20, and A\ = 2; Bottom: Multiple values A = {0.5,1,2,4} with
n = 1024, p =4, and m = 20.
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