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1 Introduction

Identity-Based Encryption. The idea of using a user’s identity as her public encryption key, and thus
eliminating the need for a public key certificate, was conceived by Shamir [36]. Such a primitive is
known as Identity-Based Encryption (IBE), which has been extensively studied particularly over the
last decade. We now have constructions of IBE schemes from a large class of assumptions, namely
pairings, quadratic residuosity and lattices, starting with the early constructions in the random
oracle model [9, 18, 24], to more recent constructions in the standard model [16, 7, 8, 17, 1].

Short IBE. It is desirable that an IBE scheme be as efficient as possible, if it were to have any
impact on practical applications. Ideally, we would like to have constant-size public parameters,
secret keys, and ciphertexts. Moreover, the scheme should ideally achieve full security, namely
to be resilient even against an adversary that adaptively selects an identity to attack based on
previous secret keys. The first fully secure efficient IBE with constant-size public parameters and
ciphertexts under standard assumptions was obtained by Waters [39] in 2009; this scheme relied on
the Decisional Bilinear Diffie-Hellman (DBDH) and Decisional Linear (DLIN) assumptions. Since
then, Lewko and Waters [29] and Lewko [28] gave additional fully secure efficient IBE schemes that
achieve incomparable guarantees. Prior to these works, all known IBEs (in the standard model)
were either selectively secure [16, 7, 17, 1], or require long parameters [8, 38, 17, 1], or were based
on less standard assumptions that depended on the query complexity of the adversary [23]. From a
practical stand-point, Waters’ fully secure IBE [39] is still not very efficient as it has relatively large
ciphertexts and secret keys, i.e., eleven and nine group elements,1 respectively. Lewko’s scheme [28]
improved on both of these parameters at the cost of larger public parameters and master key.

Shorter IBE? In his work, Waters also suggested obtaining even more efficient IBE schemes by
turning to asymmetric bilinear groups:

Using the SXDH assumption we might hope to shave off three group elements from both
ciphertexts and private keys.

In fact, improving the efficiency of a scheme using asymmetric pairings was first observed by Boneh,
Boyen and Shacham [10]. At a fixed security level, group elements in the asymmetric setting are
smaller and pairings can be computed more efficiently [21]. (Estimated bit sizes of group elements for
bilinear group generators are given in next paragraph.) Informally, the SXDH assumption states that
there are prime-order groups (G1, G2, GT ) that admits a bilinear map e : G1×G2 → GT such that
the Decisional Diffie-Hellman (DDH) assumption holds in both G1 and G2. The SXDH assumption
was formally defined by Ballard et al. [3] in their construction of a searchable encryption scheme,
and has since been used in a number of different contexts, including secret-handshake schemes
[2], anonymous IBE [19], continual leakage-resilience [14], and most notably, Groth-Sahai proofs
[26]. Evidence for the validity of this assumption were presented in the works of Verheul [37] and
Galbraith and Rotger [22].

1 Here, we do not separately consider group elements from target groups of pairings, although a ciphertext typically
has a group element that is from an associated target group. In Table 2, we give more accurate sizes comparing
existing and our scheme.
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Symmetric vs Asymmetric Pairings. The ordinary elliptic curves that give the best performance
while providing discrete log security comparable to three commonly proposed levels of AES security
are given in Table 1.

Pairings
80-bit AES 128-bit AES 256-bit AES
G1 G2 GT G1 G2 GT G1 G2 GT

Asymmetric 170 340 1020 256 512 3072 640 2560 15360

Symmetric 176 176 1056 512 512 3072 2560 2560 15360

Table 1. Estimated bit sizes of elements in bilinear groups. The group sizes follow the 2007 NIST recommendations
[4], descriptions of the elliptic curves are in [20]: 80-bit security, a 170-bit MNT curve [31] with embedding degree
k = 6; 128-bit security, a 256-bit Barreto-Naehrig curve [5] with k = 12; 256-bit security, a 640-bit Brezing-Weng
curve [15] with k = 24.

Note that we assume that curves that support sextic twists are used for k = 12 and k = 24 as this
allows elements of G2 to be 1/6 the size of elements of GT . We also assume that point compression
is used to represent a group element. We further note that a symmetric pairing only exists on
supersingular elliptic curves. The restriction to supersingular elliptic curves means that at high
security levels the group G1 will be much larger than the group G1 on an equivalent ordinary
curve.

1.1 Our Contributions

In this work, we present a more efficient IBE scheme under the SXDH assumption; our scheme also
achieves anonymity.2 The ciphertexts and secret keys consist of only five and four group elements,
respectively. That is, we shave off two group elements from both ciphertexts and private keys in
Lewko’s DLIN-based IBE [28]. Table 2 gives a summary of comparisons between existing and our
IBE schemes. Applying Naor’s transform [9, 12] to our scheme, we also obtain an efficient signature
scheme.

Source |PP| |SK| |CT| # pairing anonymity assumptions

Waters [38] (4 + λ)|G0| 2|G0| 2|G0|+ |GT | 2 No DBDH

Waters [39] 12|G0|+ |GT | 8|G0|+ |Zq| 9|G0|+ |GT |+ |Zq| 9 No DLIN DBDH

Lewko [28] 24|G1|+ |GT | 6|G2| 6|G1|+ |GT | 6 Yes DLIN

RCS [35] 8|G1|+ |GT | 6|G2|+ |Zq| 8|G1|+ |GT | 7 No XDH DLIN DBDH

Ours 8|G1|+ |GT | 4|G2| 4|G1|+ |GT | 4 Yes SXDH

Table 2. Comparison between existing and our IBE schemes, where λ is the security parameter (and it depends on
the curve we use). Here, |PP|, |SK|, |CT|, # pairing stand for public parameters size, secret key size, ciphertext size,
the number of pairing for decryption, respectively; |Gx| represents bit length of group Gx, where x ∈ {0, 1, 2, T}, and
G0 refers to a group in the symmetric pairing setting.

2 It follows from our analysis that Lewko’s IBE [28] is also anonymous, although this was not pointed out in her
paper.
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Our approach. As with all known fully secure efficient IBEs, our construction relies on Waters’
dual system encryption framework [39]. Following Lewko’s DLIN-based IBE [28], we instantiate
dual system encryption under the SXDH assumption via dual pairing vector spaces [32, 33], which
is a technique to achieve orthogonality in prime-order groups. This is the first work to instantiate
either dual system encryption or dual pairing vector spaces under the SXDH assumption. We
proceed to highlight several salient features of our IBE scheme in relation to Lewko’s IBE [28]:

– Our scheme has an extremely simple structure, similar to the selectively secure IBE of Boneh
and Boyen [7], as well as the fully secure analogues given by Lewko and Waters [29] and Lewko
[28].

– By shifting from the DLIN assumption to the simpler SXDH assumption, we obtain an IBE
scheme that is syntactically simpler and achieves shorter parameters. Specifically, Lewko’s IBE
scheme [28] relies on 6 basis vectors to simulate the subgroup structure in the Lewko-Waters
IBE scheme [29], whereas our construction uses only 4 basis vectors. This means that we can
use a 4-dimensional vector space instead of a 6-dimensional one. As a result, we save two group
elements in both the secret key and the ciphertext, that is, by a factor of 1/3. The savings
for the public parameters and master key is even more substantial, because we use only two
basis vectors for the main scheme, as opposed to four basis vectors in Lewko’s scheme. In both
our scheme and in Lewko’s, the remaining two basis vectors are used for the semi-functional
components in the proof of security.

– The final step of the proof of security (after switching to semi-functional secret keys and cipher-
texts) is different from that of Lewko’s. We rely on an information theoretic argument similar
to that in [34] instead of computational arguments.

Finally, we believe that our SXDH instantiation constitutes a simpler demonstration of the power
of dual pairing vector spaces. We also show how to instantiate our framework to Inner Product
Encryption (IPE) [27] and Key-Policy Functional Encryption (KP-FE) [34]. All parameters of our
constructions are shorter than those of DLIN-based constructions [34]. Table 3 gives a summary of
comparisons between the IPE/KP-FE schemes of [34] and ours.

Source |PP| |SK| |CT| # pairing assumptions

IPE
OT [34] 3n2|G0|+ 1|GT | 3n|G0| 3n|G0|+ 1|GT | 3n DLIN
Ours 2n2|G1|+ 1|GT | 2n|G2| 2n|G1|+ 1|GT | 2n SXDH

KP-FE
OT [34] 3n2d|G0|+ 1|GT | 3nâ|G0| 3nd|G0|+ 1|GT | 3nâ DLIN
Ours 2n2d|G1|+ 1|GT | 2nâ|G2| 2nd|G1|+ 1|GT | 2nâ SXDH

Table 3. Comparison between the IPE/KP-FE schemes of [34] and ours. All measurements are rough estimations
(after removing small terms). Here, n refers to the dimension parameter in IPE setting or the parameter for the
maximal dimension of attribute vector in KP-FE setting; d denotes size of the attribute set; and â is the number of
rows in the matrix of the access structure.

Independent work of Ramanna et al. An independent work of Ramanna, Chatterjee and Sarkar [35]
also demonstrated how to obtain more efficient fully secure IBE via asymmetric pairings. Similar
to our work, their constructions rely on dual system encryption; however, they do not make use
of dual pairing vector spaces. Our constructions achieve shorter ciphertexts and secret keys than
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their work, while relying on a single assumption (whereas their construction relies on a triplet of
assumptions). Moreover, our scheme achieves anonymity; theirs does not. Finally, they obtain their
schemes via careful optimizations, whereas our scheme is derived via a more general framework.

2 Preliminaries

In what follows, we borrow the definition and the game-based security model for Functional En-
cryption (FE) from [13] which are adequate to define all encryption systems in this paper.

2.1 Functional Encryption

As in [13], we first describe a functionality F̂ of the syntactic definition of FE. The functionality F̂
describes the functions of a plaintext that can be learned from the ciphertext:

Definition 1. A functionality F̂ defined over (K,X ) is a function F̂ : K × X → {0, 1}∗ described
as a (deterministic) Turing Machine. The set K is called the key space and the set X is called the
plaintext space. We require that the key space K contain a special key called the empty key denoted
ϱ.

An FE scheme for the functionality F̂ enables one to evaluate F̂ (v, x) given the encryption of x
and a secret key SKv for v. The algorithm for evaluation F̂ (v, x) using SKv is called decrypt. More
precisely, an FE scheme is defined as follows:

Definition 2. A functional encryption scheme (FE) for a functionality F̂ defined over (K,X ) is a
tuple of four probabilistic polynomial-time (PPT) algorithms (Setup, KeyGen, Enc, Dec) satisfying
the following correctness condition for all v ∈ K and x ∈ X :

(PP,MK)← Setup(1λ) (generate a public and master secret key pair)

SKv ← KeyGen(PP,MK, v) (generate a secret key for v)

CT← Enc(PP, x) (encrypt plaintext x)

y← Dec(PP, SKv,CT) (use SKv to compute F̂ (v, x) from CT)

then we require that y = F̂ (v, x) with probability 1.

The empty key ϱ: The special key ϱ in K captures all the information about the plaintext that
intentionally leaks from the ciphertext. The secret key for ϱ is empty and also denoted by ϱ. Thus,
anyone can run Dec(PP, ϱ,CT) on a ciphertext CT ← Enc(PP, x) and obtain all the information
about x that intentionally leaks from CT. Take IBE for example, F̂ (ϱ, (id,m)) outputs only |m| (the
length of message m) in the attribute-hiding setting while it outputs |m| and the identity id in the
payload-hiding setting. Henceforth, we assume that every FE scheme contains the empty key ϱ in
the key space K and we will not explicitly mention it.

We now define the security model for FE. For the plaintext pair (x0, x1) of an adversary’s choice,
we need the following requirement to make the experiment non-trivial:

F̂ (v, x0) = F̂ (v, x1) for all v for which the adversary has SKv. (1)

Then we define a security game for an FE scheme as follows:
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Definition 3. For β = 0, 1 define an experiment β for an adversary A as follows:

– Setup: It runs (PP,MK)← Setup(1λ) and gives PP to A.
– Query: A adaptively submits key queries vi in K for i = 1, 2, . . . and is given SKvi ←

KeyGen(PP,MK, vi).

– Challenge: A submits two plaintexts x0, x1 ∈ X satisfying requirement (1) and in return, it
receives Enc(PP, xβ).

– Guess: A continues to issue key queries as before subject to requirement (1) and eventually
outputs a bit in {0, 1}.

For β = 0, 1 let Wβ be the event that the adversary outputs 1 in Experiment β and define

AdvFEA (λ) := |Pr[W0]− Pr[W1]|.

Definition 4. An FE scheme is fully secure if for all PPT adversaries A the function AdvFEA (λ)
is negligible.

In all encryption systems of this paper, a plaintext x ∈ X is itself a pair (ind,m) ∈ I×M where
ind is called an index and m is called the payload message. Let x0 = (ind0,m0), x1 = (ind1,m1) ∈ X
be the adversary’s choice of plaintext pair, we then consider the following variations:

– If the adversary’s choice subjects to the restriction that ind0 = ind1, the security game is then
under the payload-hiding model;

– If the adversary’s queries subject to the restriction that F̂ (vi, (ind0,m0)) ̸= m0 and
F̂ (vi, (ind1,m1)) ̸= m1 for all the key queries vi, the security game is then under the weakly
attribute-hiding (or anonymous) model.

2.2 Identity-Based Encryption

In the IBE setting, a functionality F̂ is defined over a key space and an index space using sets of
identities. The key space K and index space I for IBE then corresponds to all identities id. Here

F̂ (id, (id′,m)) :=

{
m if id′ = id
⊥ otherwise.

2.3 Inner Product Encryption

In the IPE setting, a functionality F̂ is defined over a key space and an index space using sets of
vectors. The key space K (resp. index space I) for IPE then corresponds to all non-zero vectors v
(resp. x)). Here

F̂ (v, (x,m)) :=

{
m if x · v = 0
⊥ otherwise.

2.4 Key-Policy Functional Encryption

We first describe the concept of span programs typically required by ABE.
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Definition 5 (Span Programs [6]). Let {p1, . . . , pn} be a set of variables. A span program over
Zq is a labeled matrix (Â, ρ̂) where Â is an (â × b̂) matrix over Zq and ρ̂ is a labeling of the

rows of Â by literals from {p1, . . . , pn,¬p1, . . . ,¬pn} (every row is labeled by one literal), i.e.,
ρ̂ : [â]→ {p1, . . . , pn,¬p1, . . . ,¬pn}.

A span program accepts or rejects an input by the following criterion. For every input sequence
δ ∈ {0, 1}n define the submatrix Âδ of Â consisting of those rows whose labels are set to 1 by the
input, i.e., either rows labeled by some pi such that δi = 1 or rows labeled by some ¬pi such that
δi = 0. (i.e., γ̂ : [â]→ {0, 1} is defined by γ̂(j) = 1 if [ρ̂(j) = pi]∧ [δi = 1] or [ρ̂(j) = ¬pi]∧ [δi = 0],
and γ̂(j) = 0 otherwise. Let Âδ := (Âj)γ̂(j)=1, where Âj is the j-th row of Â.)

The span program (Â, ρ̂) accepts δ if and only if 1 ∈ span⟨Âδ⟩, i.e., some linear combination of
the rows of Âδ gives the all one vector 1, where 1 = (1, . . . , 1). A span program computes a Boolean
function f̂ if it accepts exactly those inputs δ where f̂(δ) = 1.

A span program is called monotone if the labels of the rows are only the positive literals
{p1, . . . , pn}. Otherwise, it is non-monotone.

We first give the notion of a non-monotone access structure with evaluating map γ by using
inner-products of attribute vectors.

Definition 6 (Inner Products of Attribute Vectors and Access Structures [34]). Ui (i =
1, . . . , d and Ui ⊂ {0, 1}∗) is a sub-universe, a set of attributes, each of which is expressed by a pair
of sub-universe id and ni-dimensional vector, i.e., (i,v), where i ∈ [d] and v ∈ Zni

q \{0}. We denote
such structure as n := (d;n1, . . . , nd).

We define such an attribute to be a variable p of a span program (Â, ρ̂), i.e., p := (i,x). An
access structure A is a span program (Â, ρ̂) along with variables p := (i,x), p′ := (i′,x′), . . ., i.e.,
A := (Â, ρ̂) such that ρ̂ : [â]→ {(i,x), (i′,x′), . . . ,¬(i,x),¬(i′,x′), . . .}.

Let Γ be a set of attributes, i.e., Γ := {(i,vi)|vi ∈ Zni
q \{0}, 1 ≤ i ≤ d}, where 1 ≤ i ≤ d means

that i is an element of some subset of [d].

When Γ is given the access structure A, map γ̂ : [â] → {0, 1} for span program (Â, ρ̂) is
defined as follows: For all j ∈ [â], set γ̂(j) = 1 if [ρ̂(j) = (i,xj)] ∧ [(i,vi) ∈ Γ ] ∧ [xj · vi = 0] or
[ρ̂(j) = ¬(i,xj)] ∧ [(i,vi) ∈ Γ ] ∧ [xj · vi ̸= 0]. Set γ̂(j) = 0 otherwise.

Access structure A := (Â, ρ̂) accepts Γ iff 1 ∈ span⟨(Âj)γ̂(j)=1⟩.

We use the following secret-sharing scheme for a non-monotone access structure or span pro-
gram.

Definition 7. A secret-sharing scheme for access structure A is a linear secret-sharing scheme
(LSSS) in Zq and is represented by (Â, ρ̂) if it consists of two efficient algorithms:

Lin.Share(Â,ρ̂) : Let Â be â × b̂ share-generating matrix. Let f := (w1, . . . , wb̂) ←r Zb̂
q. Then,

s0 := 1 ·w⊤ is the secret to be shared, and s⊤ := (s1, . . . , sâ)
⊤ := Â ·w⊤ is the vector of â shares

of the secret s0 and the share sj belongs to ρ̂(j).

Lin.Recon(Â,ρ̂) : If the span program (Â, ρ̂) accept δ, or access structure A := (Â, ρ̂) accepts Γ ,

i.e., 1 ∈ span⟨(Âj)γ̂(j)=1⟩ with γ̂ : [â] → {0, 1}, then there exist constants {αj ∈ Zq|j ∈ Π}
such that Π ⊆ {j ∈ [â]|γ̂(j) = 1} and Σj∈Παjsj = s0. Furthermore, these constants {αj} can

be computed in time polynomial in the size of matrix Â.
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In a KP-FE scheme supporting non-monotone access structure, a functionality F̂ is defined over
a key space and an index space using sets of non-monotone access structures and attribute vector
tuples, respectively (see Definition 6). The key space K corresponds to all non-monotone access
structures A := (Â, ρ̂), while the index space I corresponds to all attribute sets Γ . Here,

F̂ (A, (Γ,m)) :=

{
m if A := (Â, ρ̂) accepts Γ
⊥ otherwise.

2.5 Signatures

A signature scheme is made up of three algorithms, (KeyGen, Sign,Verify) for generating keys,
signing, and verifying signatures, respectively.

– KeyGen(1λ) The key generation algorithm takes in the security parameter λ, and outputs the
public key PK, and the secret key SK.

– Sign(SK,m) The signing algorithm takes in the secret key SK, and a message M , and produces
a signature σ for that message.

– Verify(PK, σ,m) The verifying algorithm takes in the public key PK, and a signature pair (σ,m),
and outputs valid or invalid.

The standard notion of security for a signature scheme is called existential unforgeability under
a chosen message attack [25], which is defined using the following game between a challenger B and
an adversary A.

– Setup The challenger B runs the setup algorithm to generate PK and SK. It gives PK to the
adversary A.

– Query The adversary A adaptively requests for messages m1, . . . ,mqn ∈ {0, 1}∗, and is provided
with corresponding signatures σ1, . . . , σqn by running the sign algorithm Sign.

– Output Eventually, the adversary A outputs a pair (m, σ).

The advantage AdvSigA (λ) of an adversary A is defined to be the probability that A wins in the
above game, namely

(1) m is not any of m1, . . . ,mqn ;
(2) Verify(PK, σ,m) outputs valid.

Definition 8. A signature scheme is existentially unforgeable under an adaptive chosen message
attack if all PPT adversaries achieve at most a negligible advantage in the above security game.

We assume that for any PPT algorithm A, the probability that A wins in the above game is
negligible in the security parameter λ.

2.6 Dual Pairing Vector Spaces

Our constructions are based on dual pairing vector spaces proposed by Okamoto and Takashima
[32, 33]. In this paper, we concentrate on the asymmetric version [34]. We only briefly describe how
to generate random dual orthonormal bases. See [32, 33, 34] for a full definition of dual pairing
vector spaces.

7



Definition 9 (Asymmetric bilinear pairing groups). Asymmetric bilinear pairing groups
(q,G1, G2, GT , g1, g2, e) are a tuple of a prime q, cyclic (multiplicative) groups G1, G2 and GT

of order q, g1 ̸= 1 ∈ G1, g2 ̸= 1 ∈ G2, and a polynomial-time computable nondegenerate bilinear
pairing e : G1 ×G2 → GT i.e., e(gs1, g

t
2) = e(g1, g2)

st and e(g1, g2) ̸= 1.

In addition to referring to individual elements of G1 or G2, we will also consider “vectors” of
group elements. For v = (v1, . . . , vn) ∈ Zn

q and gβ ∈ Gβ, we write g
v
β to denote a n-tuple of elements

of Gβ for β = 1, 2:

gvβ := (gv1β , . . . , g
vn
β ).

For any a ∈ Zq and v,w ∈ Zn
q , we have:

gavβ := (gav1β , . . . , gavnβ ), gv+w
β := (gv1+w1

β , . . . , gvn+wn
β ).

Then we define

e(gv1 , g
w
2 ) :=

n∏
i=1

e(gvi1 , g
wi
2 ) = e(g1, g2)

v·w.

Here, the dot product is taken modulo q.

Dual Pairing Vector Spaces. For a fixed (constant) dimension n, we will choose two random bases
B := (b1, . . . ,bn) and B∗ := (b∗

1, . . . ,b
∗
n) of Zn

q , subject to the constraint that they are “dual
orthonormal”, meaning that

bj · b∗
k = 0 (mod q)

whenever j ̸= k, and

bj · b∗
j = ψ (mod q)

for all j, where ψ is a random element of Zq. We denote such algorithm as Dual(Zn
q ).

Then for generators g1 ∈ G1 and g2 ∈ G2, we have

e(g
bj

1 , g
b∗
k

2 ) = 1

whenever j ̸= k, where 1 here denotes the identity element in GT .

More generally, we can sample multiple tuple of “dual orthonormal” bases. Namely, for fixed
(constant) dimension n1, . . . , nd, we will choose d tuples of two random bases Bi := (b1,i, . . . ,bni,i)
and B∗

i := (b∗
1,i, . . . ,b

∗
ni,i

) of Zni
q , subject to the constraint that they are “dual orthonormal”,

meaning that

bj,i · b∗
k,i = 0 (mod q)

whenever j ̸= k, and

bj,i · b∗
j,i = ψ (mod q)

for all j and i, where ψ is a random element of Zq. We denote such algorithm as Dual(Zn1
q , . . . ,Znd

q ).
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2.7 SXDH Assumptions

Definition 10 (DDH1: Decisional Diffie-Hellman Assumption in G1). Given a group gen-
erator G, we define the following distribution:

G := (q,G1, G2, GT , g1, g2, e)←r G,
a, b, c←r Zq,

D := (G; g1, g2, g
a
1 , g

b
1).

We assume that for any PPT algorithm A (with output in {0, 1}),

AdvDDH1
A (λ) :=

∣∣∣Pr[A(D, gab1 )− Pr[A(D, gab+c
1 )]

∣∣∣ .
is negligible in the security parameter λ.

The dual of above assumption is Decisional Diffie-Hellman assumption in G2 (denoted as DDH2),
which is identical to Definition 10 with the roles of G1 and G2 reversed. We say that:

Definition 11. The Symmetric External Diffie-Hellman assumption holds if DDH problems are
intractable in both G1 and G2.

2.8 Statistical Indistinguishability Lemma

We require the following lemma for our security proofs, which is derived from [34].

Lemma 1. For p ∈ Zq, let Cp :=
{
(x,v)|x · v = p,0 ̸= x,0 ̸= v ∈ Zn

q

}
. For all (x,v) ∈ Cp, for all

(z,w) ∈ Cp, and A←r Zn×n
q (A is invertible with overwhelming probability),

Pr[xA⊤ = z ∧ vA−1 = w] =
1

#Cp
.

3 Subspace Assumptions via SXDH

In this section, we present Subspace assumptions derived from the SXDH assumption. We will
rely on these assumptions later to instantiate our encryption schemes. These are analogues of the
DLIN-based Subspace assumptions given in [28, 34].

3.1 Decisional Subspace Assumption

Definition 12 (DS1: Decisional Subspace Assumption in G1). Given a group generator G(·),
define the following distribution:

G := (q,G1, G2, GT , g1, g2, e)←r G(1λ),
(B,B∗)←r Dual(ZN

q ); τ1, τ2, µ1, µ2 ←r Zq,

U1 := g
µ1b∗

1+µ2b∗
K+1

2 , . . . , UK := g
µ1b∗

K+µ2b∗
2K

2 ,

V1 := gτ1b1
1 , . . . , VK := gτ1bK

1 ,

W1 := g
τ1b1+τ2bK+1

1 , . . . ,WK := gτ1bK+τ2b2K
1 ,

D := (G; g
b∗
1

2 , . . . , g
b∗
K

2 , g
b∗
2K+1

2 , . . . , g
b∗
N

2 , gb1
1 , . . . , gbN

1 , U1, . . . , UK , µ2)
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where K,N are fixed positive integers that satisfy 2K ≤ N . We assume that for any PPT algorithm
A (with output in {0, 1}),

AdvDS1
A (λ) := |Pr[A(D,V1, . . . , VK) = 1]− Pr[A(D,W1, . . . ,WK) = 1]|

is negligible in the security parameter λ.

Lemma 2. If the DDH assumption in G1 holds, then the Subspace assumption in G1 stated in
Definition 12 also holds. More precisely, for any adversary A against the Subspace assumption in
G1, there exist probabilistic algorithms B whose running times are essentially the same as that of
A, such that

AdvDS1
A (λ) ≤ AdvDDH1

B (λ).

Proof. We assume there exists a PPT algorithm A breaking the Subspace assumption with non-
negligible advantage AdvDS1

A (λ) (for some fixed positive integers K,N satisfying N ≥ 2K). We
create a PPT algorithm B which breaks the DDH assumption in G1 with non-negligible advantage
AdvDS1

A (λ). B is given g1, g2, g
a
1 , g

b
1, T , where T is either gab1 or T is a uniformly random element of

G1.

B first samples random dual orthonormal bases, denoted by f1, . . . , fN and f∗1 , . . . , f
∗
N . From

the definition, B chooses vectors f1, . . . , fN , f
∗
1 , . . . , f

∗
N randomly, subject to the constraints that

fi · f∗j ≡ 0 (mod q) when j ̸= k, and fj · f∗j ≡ ψ (mod q) for all j from 1 to N , where ψ is a random
element of Zq. Then, B implicitly sets:

b1 := f1 + afK+1, . . . ,bK := fK + af2K ,

bK+1 := fK+1, . . . ,bN := fN .

B also sets the dual basis as:

b∗
1 := f∗1 , . . . ,b

∗
K := f∗K ,

b∗
K+1 := f∗K+1 − af∗1 , . . . ,b∗

2K := f∗2K − af∗K ,
b∗
2K+1 := f∗2K+1, . . . ,b

∗
N := f∗N .

We observe that under these definitions, bj ·b∗
k ≡ 0 (mod q) when j ̸= k, and bj ·b∗

j ≡ ψ (mod q)

for all j from 1 to N . We note that B can produce all of gb1
1 , . . . , gbN

1 (given g1, g
a
1) as well as

g
b∗
1

2 , . . . , g
b∗
K

2 and g
b∗
2K+1

2 , . . . , g
b∗
N

2 (given g2). However, B cannot produce g
b∗
K+1

2 , . . . , g
b∗
2K

2 (these
require knowledge of ga2). It is not difficult to check that b1, . . . ,bN and b∗

1, . . . ,b
∗
N are properly

distributed.

Now B creates U1, . . . , UK by choosing random values µ′1, µ
′
2 ∈ Zq and setting:

U1 := g
µ′
1b

∗
1+µ′

2f
∗
K+1

2 := g
(µ′

1+aµ′
2)b

∗
1+µ′

2b
∗
K+1

2 .

In other words, B has implicitly set µ1 := µ′1 + aµ′2 and µ2 := µ′2. We note that these values are
uniformly random, and µ2 is known to B. B can then form U2, . . . , UK as:

U2 := g
µ′
1b

∗
2+µ′

2f
∗
K+2

2 , . . . , UK := g
µ′
1b

∗
K+µ′

2f
∗
2K

2 .

10



B implicitly sets τ1 := b, τ2 := c and computes:

T1 := T fK+1 · (gb1)f1 , . . . , TK := T f2K · (gb1)fK .

If T = gab1 , then these are distributed as V1, . . . , VK , since

T fK+j · (gb1)fj = g
τ1bj

1 .

If T = gab+c
1 , then these are distributed as W1, . . . ,WK , since

T fk+j · (gb1)fj = g
τ1bj+τ2bK+j

1 .

B then gives

D := (G; g
b∗
1

2 , . . . , g
b∗
K

2 , g
b∗
2K+1

2 , . . . , g
b∗
N

2 , gb1
1 , . . . , gbN

1 , U1, . . . , UK , µ2)

to A, along with T1, . . . , TK . B can then leverage A’s advantage AdvDS1
A (λ) in distinguishing be-

tween the distributions (V1, . . . , VK) and (W1, . . . ,WK) to achieve an advantage AdvDDH1
B (λ) in

distinguishing T = gab1 from T = gab+c
1 , hence violating the DDH assumption in G1.

The dual of the Subspace assumption in G1 is Subspace assumption in G2 (denoted as DS2), which
is identical to Definition 12 with the roles of G1 and G2 reversed. Similarly, we can prove that the
Subspace assumption holds in G2 if the DDH assumption in G2 holds.

3.2 Generalized Decisional Subspace Assumption

We generalize the Decisional Subspace Assumption for Multiple Tuple of Dual Orthonormal Bases.

Definition 13 (GDS1: Generalized Decisional Subspace Assumption in G1). Given a
group generator G(·), define the following distribution:

G := (q,G1, G2, GT , g1, g2, e)←r G(1λ),
(B,B∗)←r Dual(ZN1

q , . . . ,ZNd
q ); τ1, τ2, µ1, µ2 ←r Zq,{

U1,i := g
µ1b∗

1,i+µ2b∗
Ki+1,i

2 , . . . , UKi,i := g
µ1b∗

Ki,i
+µ2b∗

2Ki,i

2

}
i∈[d]

,{
V1,i := g

τ1b1,i

1 , . . . , VKi,i := g
τ1bKi,i

1

}
i∈[d]

,{
W1,i := g

τ1b1,i+τ2bKi+1,i

1 , . . . ,WKi,i := g
τ1bKi,i

+τ2b2Ki,i

1

}
i∈[d]

,

D :=
(
G;
{
g
b∗
1,i

2 , . . . , g
b∗
Ki,i

2 , g
b∗
2Ki+1,i

2 , . . . , g
b∗
Ni,i

2 , g
b1,i

1 , . . . , g
bNi,i

1 , U1,i, . . . , UKi,i

}
i∈[d]

, µ2

)
where Ki, Ni are fixed positive integers that satisfy 2Ki ≤ Ni for i ∈ [d]. We assume that for any
PPT algorithm A (with output in {0, 1}),

AdvGDS1
A (λ) := |Pr[A(D, {V1,i, . . . , VKi}i∈[d]) = 1]− Pr[A(D, {W1,i, . . . ,WKi,i}i∈[d]) = 1]|

is negligible in the security parameter λ.
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Lemma 3. If the DDH assumption in G1 holds, then the Generalized Subspace assumption in G1

stated in Definition 13 also holds. More precisely, for any adversary A against the Generalized Sub-
space assumption in G1, there exist probabilistic algorithms B whose running times are essentially
the same as that of A, such that

AdvGDS1
A (λ) ≤ AdvDDH1

B (λ).

The proof for above lemma is essentially the same as those of Lemma 2. The dual of the Generalized
Subspace assumption in G1 is Generalized Subspace assumption in G2 (denoted as GDS2), which
is identical to Definition 13 with the roles of G1 and G2 reversed. Similarly, we can prove that the
Generalized Subspace assumption holds in G2 if the DDH assumption in G2 holds.

4 Identity-Based Encryption

We first present our IBE construction along with our proof of its security under the SXDH assump-
tion.

Construction. We begin with our IBE scheme:

– Setup(1λ) This algorithm takes in the security parameter λ and generates a bilinear pairing
G := (q,G1, G2, GT , g1, g2, e) for sufficiently large prime order q. The algorithm samples random
dual orthonormal bases, (D,D∗) ←r Dual(Z4

q). Let d1, . . . ,d4 denote the elements of D and

d∗
1, . . . ,d

∗
4 denote the elements of D∗. It also picks α ←r Zq, computes gαT := e(g1, g2)

αd1·d∗
1 ,

and outputs the public parameters as

PP :=
{
G; gαT , g

d1
1 , gd2

1

}
∈ GT ×G4

1 ×G4
1

and the master key

MK :=
{
α, g

d∗
1

2 , g
d∗
2

2

}
∈ Zq ×G4

2 ×G4
2

– KeyGen(PP,MK, id) This algorithm picks r ←r Zq. The secret key is computed as

SKid := g
αd∗

1+r(idd∗
1−d∗

2)
2 ∈ G4

2.

– Enc(PP, id,m) This algorithm picks z ←r Zq and forms the ciphertext as

CTid :=
{
C := m · (gαT )z,C0 := g

z(d1+idd2)
1

}
∈ GT ×G4

1.

– Dec(PP, SKid,CTid) This algorithm computes the message as

m := C/e(C0, SKid) ∈ GT .

We note that applying Naor’s transform [9, 11] to our scheme, we can also obtain an efficient
signature scheme.

Correctness. Correctness is straight-forward:

e(C0, SKid) = e(g
z(d1+idd2)
1 , g

αd∗
1+r(idd∗

1−d∗
2)

2 )

= e(g1, g2)
αzd1·d∗

1 · e(g1, g2)zridd1·d∗
1−zridd2·d∗

2

= gαzT .

12



Proof of Security. We prove the following theorem by showing a series of lemmas.

Theorem 1. The IBE scheme is fully secure and weakly attribute-hiding (anonymous) under the
SXDH assumption. More precisely, for any adversary A against the IBE scheme, there exist prob-
abilistic algorithms B0,B1, . . . ,Bqn whose running times are essentially the same as that of A, such
that

AdvIBEA (λ) ≤ AdvDDH1
B0

(λ) +

qn∑
κ=1

AdvDDH2
Bκ

(λ) + (6qn + 3)/q

where qn is the maximum number of A’s key queries.

We adopt the dual system encryption methodology by Waters [39] to prove the security of our
IBE scheme. We use the concepts of semi-functional ciphertexts and semi-functional keys in our
proof and provide algorithms that generate them. We note that these algorithms are only provided
for definitional purposes, and are not part of the IBE system. In particular, they do not need to be
efficiently computable from the public parameters and the master key.

KeyGenSF The algorithm picks r, ν1, ν2 ←r Zq and forms a semi-functional secret key as

SK
(SF)
v := g

αd∗
1+r(idd∗

1−d∗
2)+[ν1d∗

3+ν2d∗
4]

2 . (2)

EncryptSF The algorithm picks z, χ1, χ2 ←r Zq and forms a semi-functional ciphertext as

CT
(SF)
x :=

{
C := m · (gαT )z,C0 := g

z(d1+idd2)+[χ1d3+χ2d4]
1

}
. (3)

We observe that if one applies the decryption procedure with a semi-functional key and a normal
ciphertext, decryption will succeed because d∗

3,d
∗
4 are orthogonal to all of the vectors in exponent

of C0, and hence have no effect on decryption. Similarly, decryption of a semi-functional ciphertext
by a normal key will also succeed because d3,d4 are orthogonal to all of the vectors in the exponent
of the key. When both the ciphertext and key are semi-functional, the result of e(C0, SKv) will have
an additional term, namely

e(g1, g2)
ν1χ1d∗

3·d3+ν2χ2d∗
4·d4 = g

(ν1χ1+ν2χ2)
T .

Decryption will then fail unless ν1χ1+ν2χ2 ≡ 0 mod q. If this modular equation holds, we say that
the key and ciphertext pair is nominally semi-functional.

For a probabilistic polynomial-time adversary A which makes qn key queries v1, . . . ,vqn , our
proof of security consists of the following sequence of games between A and a challenger B.

– GameReal: is the real security game.

– Game0: is the same as GameReal except that the challenge ciphertext is semi-functional.

– Gameκ: for κ from 1 to qn, Gameκ is the same as Game0 except that the first κ keys are semi-
functional and the remaining keys are normal.

– GameFinal: is the same as Gameqn , except that the challenge ciphertext is a semi-functional
encryption of a random message in GT and under a random identity in Zq. We denote the

challenge ciphertext in GameFinal as CT
(R)
idR

.
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We prove following lemmas to show the above games are indistinguishable by following an analo-
gous strategy of [28, 30]. Our main arguments are computational indistinguishability (guaranteed
by the Subspace assumptions, which are implied by the SXDH assumption) and statistical indistin-
guishability. The advantage gap between GameReal and Game0 is bounded by the advantage of the
Subspace assumption in G1. Additionally, we require a statistical indistinguishability argument to
show that the distribution of the challenge ciphertext remains the same from the adversary’s view.
For κ from 1 to qn, the advantage gap between Gameκ−1 and Gameκ is bounded by the advantage
of Subspace assumption in G2. Similarly, we require a statistical indistinguishability argument to
show that the distribution of the the κ-th semi-functional key remains the same from the adver-
sary’s view. Finally, we statistically transform Gameqn to GameFinal in one step, i.e., we show the
joint distributions of(

PP,CT
(SF)
id∗β

,
{
SK

(SF)
idℓ

}
ℓ=1,...,qn

)
and

(
PP,CT

(R)
idR
,
{
SK

(SF)
idℓ

}
ℓ=1,...,qn

)
are equivalent for the adversary’s view.

We let AdvGameReal
A denote an adversary A’s advantage in the real game.

Lemma 4. Suppose that there exists an adversary A where |AdvGameReal
A (λ) − AdvGame0

A (λ)| = ϵ.
Then there exists an algorithm B0 such that AdvDS1

B0
(λ) = ϵ− 2/q, with K = 2 and N = 4.

Proof. B0 is given

D :=
(
G; g

b∗
1

2 , g
b∗
2

2 , gb1
1 , . . . , gb4

1 , U1, U2, µ2

)
along with T1, T2. We require that B0 decides whether T1, T2 are distributed as

gτ1b1
1 , gτ1b2

1 or gτ1b1+τ2b3
1 , gτ1b2+τ2b4

1 .

B0 simulates GameReal or Game0 with A, depending on the distribution of T1, T2. To compute
the public parameters and master secret key, B0 first chooses a random invertible matrix A ∈ Z2×2

q .
We implicitly set dual orthonormal bases D,D∗ to:

d1 := b1,d2 := b2, (d3, . . . ,d4) := (b3,b4)A,

d∗
1 := b∗

1,d
∗
2 := b∗

2, (d∗
3, . . . ,d

∗
4) := (b∗

3,b
∗
4)(A

−1)⊤.

We note that D,D∗ are properly distributed, and reveal no information about A. Moreover, B0
cannot generate g

d∗
3

2 , g
d∗
4

2 , but these will not be needed for creating normal keys. B0 chooses random
value α ∈ Zq and computes gαT := e(g1, g2)

αd1·d∗
1 . It then gives A the public parameters

PP :=
{
G; gαT , g

d1
1 , gd2

1

}
.

The master key

MK :=
{
α, g

d∗
1

2 , g
d∗
2

2

}
is known to B0, which allows B0 to respond to all of A’s key queries by calling the normal key
generation algorithm.
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A sends B0 two pairs (m0, id
∗
0) and (m1, id

∗
1). B0 chooses a random bit β ∈ {0, 1} and encrypts

mβ under id∗β as follows:

C := mβ ·
(
e(T1, g

b∗
1

2 )
)α

= mβ · (gαT )
z , C0 := T1 · T

id∗β
2 ,

where B0 has implicitly set z := τ1. It gives the ciphertext (C,C0) to A.
Now, if T1, T2 are equal to gτ1b1

1 , gτ1b2
1 , then this is a properly distributed normal encryption of

mβ. In this case, B0 has properly simulated GameReal. If T1, T2 are equal to gτ1b1+τ2b3
1 , gτ1b2+τ2b4

1

instead, then the ciphertext element C0 has an additional term of

τ2(b3 + id∗βb4)

in its exponent. The coefficients here in the basis b3,b4 form the vector τ2(1, id
∗
β). To compute

the coefficients in the basis d3,d4, we multiply the matrix A−1 by the transpose of this vector,
obtaining τ2A

−1(1, id∗β)
⊤. Since A is random (everything else given to A has been distributed

independently of A), these coefficients are uniformly random except with probability 2/q (namely,
the cases τ2 defined in Subspace problem is zero, (χ3, χ4) defined in Equation 3 is the zero vector )
from Lemma 1 Therefore, in this case, B0 has properly simulated Game0. This allows B0 to leverage
A’s advantage ϵ between GameReal and Game0 to achieve an advantage ϵ− 2

q against the Subspace

assumption in G1, namely AdvDS1
B0

(λ) = ϵ− 2
q . ⊓⊔

Lemma 5. Suppose that there exists an adversary A where |AdvGameκ−1

A (λ) − AdvGameκ
A (λ)| = ϵ.

Then there exists an algorithm Bκ such that AdvDS2
Bκ

(λ) = ϵ− 6/q, with K = 2 and N = 4.

Proof. Bκ is given

D :=
(
G; gb1

1 , gb2
1 , g

b∗
1

2 , . . . , g
b∗
4

2 , U1, U2, µ2

)
along with T1, T2. We require that Bκ decides whether T1, T2 are distributed as

g
τ1b∗

1
2 , g

τ1b∗
2

2 or g
τ1b∗

1+τ2b∗
3

2 , g
τ1b∗

2+τ2b∗
4

2 .

Bκ simulates Gameκ or Gameκ−1 with A, depending on the distribution of T1, T2. To compute
the public parameters and master secret key, Bκ chooses a random invertible matrix A ∈ Z2×2

q . We
then implicitly set dual orthonormal bases D,D∗ to:

d1 := b1,d2 := b2, (d3,d4) := (b3,b4)A,

d∗
1 := b∗

1,d
∗
2 := b∗

2, (d∗
3,d

∗
4) := (b∗

3,b
∗
4)(A

−1)⊤.

We note that D,D∗ are properly distributed, and reveal no information aboutA. Bκ chooses random
value α ∈ Zq and compute gαT := e(g1, g2)

αd1·d∗
1 . B can gives A the public parameters

PP :=
{
G; gαT , g

d1
1 , gd2

1

}
.

The master key

MK :=
{
α, g

d∗
1

2 , g
d∗
2

2

}
15



is known to Bκ, which allows Bκ to respond to all of A’s key queries by calling the normal key

generation algorithm. Since Bκ also knows g
d∗
3

2 , g
d∗
4

2 , it can easily produce semi-functional keys.
To answer the first κ − 1 key queries that A makes, Bκ runs the semi-functional key generation
algorithm to produce semi-functional keys and gives these to A. To answer the κ-th key query for
idκ, Bκ responds with:

SKidκ := (g
b∗
1

2 )α · T idκ
1 · T−1

2 .

This implicitly sets r := τ1. If T1, T2 are equal to g
τ1b∗

1
2 , g

τ1b∗
2

2 , then this is a properly distributed

normal key. If T1, T2 are equal to g
τ1b∗

1+τ2b∗
3

2 , g
τ1b∗

2+τ2b∗
4

2 , then this is a semi-functional key, whose
exponent vector includes

τ2(idκb
∗
3 − b∗

4) (4)

as its component in the span of b∗
3,b

∗
4. To respond to the remaining key queries, Bκ simply runs

the normal key generation algorithm.
At some point, A sends Bκ two pairs (m0, id

∗
0) and (m1, id

∗
1). Bκ chooses a random bit β ∈ {0, 1}

and encrypts mβ under id∗β as follows:

C := mβ ·
(
e(U1, g

b∗
1

2 )
)α

= mβ · (gαT )
z , C0 := U1 · U

id∗β
2 ,

where Bκ has implicitly set z := µ1. The “semi-functional part” of the exponent vector here is:

µ2(b3 + id∗βb4). (5)

We observe that if id∗β = idκ (which is not allowed), then vectors in Equations 4 and 5 would be
orthogonal, resulting in a nominally semi-functional ciphertext and key pair. It gives the ciphertext
(C,C0) to A.

We now argue that since id∗β ̸= idκ, in A’s view the vectors in Equations 4 and 5 are distributed
as random vectors in the spans of d∗

3,d
∗
4 and d3,d4 respectively. To see this, we take the coefficients

of vectors in Equations 4 and 5 in terms of the bases b∗
3,b

∗
4 and b3,b4 respectively and translate

them into coefficients in terms of the bases d∗
3,d

∗
4 and d3,d4. Using the change of basis matrix A,

we obtain the new coefficients (in vector form) as:

τ2A
⊤(idκ,−1)⊤, µ2A−1(1, id∗β).

Since the distribution of everything given to A except for the κ-th key and the challenge ciphertext
is independent of the random matrix A and id∗β ̸= idκ, we can conclude that these coefficients are
uniformly except with probability 4/q (namely, the cases µ2 or τ2 defined in Subspace problem is
zero, (χ1, χ2) or (ν1, ν2) defined in Equations 3 and 2 is the zero vector) from Lemma 1. Thus, Bκ
has properly simulated Gameκ in this case.

If T1, T2 are equal to g
τ1b∗

1
2 , g

τ1b∗
2

2 , then the coefficients of the vector in Equation 5 are uniformly
except with probability 2/q (namely, the cases µ2 = 1 defined in Subspace problem is zero, (χ1, χ2)
defined in Equation 3 is the zero vector) from Lemma 1. Thus, Bκ has properly simulated Gameκ
in this case.

In summary, Bκ has properly simulated either Gameκ−1 or Gameκ for A, depending on the
distribution of T1, T2. It can therefore leverage A’s advantage ϵ between these games to obtain an
advantage ϵ− 6/q against the Subspace assumption in G2, namely AdvDS2

Bκ
(λ) = ϵ− 6/q. ⊓⊔
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Lemma 6. For any adversary A, AdvGameFinal
A (λ) ≤ Adv

Gameqn
A (λ) + 1/q.

Proof. To prove this lemma, we show the joint distributions of(
PP,CT

(SF)
id∗β

,
{
SK

(SF)
idℓ

}
ℓ∈[qn]

)
in Gameqn and that of (

PP,CT
(R)
idR
,
{
SK

(SF)
idℓ

}
ℓ∈[qn]

)
in GameFinal are equivalent for the adversary’s view, where CT

(R)
idR

is a semi-functional encryption of
a random message in GT and under a random vector in Zn

q .
For this purpose, we pick A := (ξi,j) ←r Z2×2

q and define new dual orthonormal bases F :=
(f1, . . . , f4), and F∗ := (f∗1 , . . . , f

∗
4 ) as follows:

f1
f2
f3
f4

 :=


1 0 0 0
0 1 0 0
ξ1,1 ξ1,2 1 0
ξ2,1 ξ2,2 0 1




d1

d2

d3

d4

 ,


f∗1
f∗2
f∗3
f∗4

 :=


1 0 −ξ1,1 −ξ2,1
0 1 −ξ1,2 −ξ2,2
0 0 1 0
0 0 0 1




d∗
1

d∗
2

d∗
3

d∗
4

 .

It is easy to verify that F and F∗ are also dual orthonormal, and are distributed the same as D and
D∗.

Then the public parameters, challenge ciphertext, and queried secret keys,

(PP,CT
(SF)
id∗β

, {SK(SF)
idℓ
}ℓ∈[qn]) in Gameqn are expressed over bases D and D∗ as

PP :=
{
G; gαT , g

d1
1 , gd2

1

}
,

CT
(SF)
x∗
β

:=
{
C := m · (gαT )z, C0 := g

z(d1+id∗βd2)+[χ1d3+χ2d4]

1

}
,{

SK
(SF)
idℓ

:= g
αd∗

1+rℓ(idℓd
∗
1−d∗

2)+[ν1,ℓd
∗
3+ν2,ℓd

∗
4]

2

}
ℓ∈[qn]

.

Then we can express them over bases F and F∗ as

PP :=
{
G; gαT , g

f1
1 , g

f2
1

}
,

CT
(SF)
x∗
β

:=
{
C := m · (gαT )z, C0 := g

(z′1f1+z′2f2)+[χ1d3+χ2d4]
1

}
,{

SK
(SF)
idℓ

:= g
αf∗1+rℓ(idℓf

∗
1−f∗2 )+[ν′1,ℓf

∗
3+ν′2,ℓf

∗
4 ]

2

}
ℓ∈[qn]

,

where

z′1 := z − χ1ξ1,1 − χ2ξ2,1,

z′2 := zid∗β − χ1ξ1,2 − χ2ξ2,2,{
ν ′1,ℓ := ν1,ℓ + αξ1,1 + rℓ(idℓξ1,1 − ξ1,2)
ν ′2,ℓ := ν2,ℓ + αξ1,2 + rℓ(idℓξ2,1 − ξ2,2)

}
ℓ∈[qn]

,
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which are all uniformly distributed if (χ1, χ2) defined in Equation 3 is a non-zero vector since
z, {ξi,j}i∈[d],j∈[2], {ν1,ℓ, ν2,ℓ}ℓ∈[qn] are all uniformly picked from Zq.

In other words, the coefficients s(1, id∗β) of d1,d2 in the C1 term of the challenge ciphertext is
changed to random coefficients (z′1, z

′
2) ∈ Zn

q of f1, f2, thus the challenge ciphertext can be viewed
as a semi-functional encryption of a random message in GT and under a random identity in Zq.

Moreover, all coefficients {(ν ′1,ℓ, ν ′2,ℓ)}ℓ∈[qn] of f∗3 , f∗4 in the {SK(SF)
idℓ
}ℓ∈[qn] are all uniformly distributed

since {(ν1,ℓ, ν2,ℓ)}ℓ∈[qn] of d∗
3,d

∗
4 are all independent random values. Thus(

PP,CT
(SF)
id∗β

,
{
SK

(SF)
idℓ

}
ℓ∈[qn]

)
expressed over bases F and F∗ is properly distributed as(

PP,CT
(R)
idR
,
{
SK

(SF)
idℓ

}
ℓ∈[qn]

)
in GameFinal.

In the adversary’s view, both (D,D∗) and (F,F∗) are consistent with the same public parameters.
Therefore, the challenge ciphertext and queried secret keys above can be expressed as keys and
ciphertext in two ways, in Gameqn over bases (D,D∗) and in GameFinal over bases (F,F∗). Thus,
Gameqn and GameFinal are statistically indistinguishable except with probability 1/q (namely, the
case (χ1, χ2) = 0). ⊓⊔

Lemma 7. For any adversary A, AdvGameFinal
A (λ) = 0.

Proof. The value of β is independent from the adversary’s view in GameFinal. Hence,
AdvGameFinal

A (λ) = 0. ⊓⊔

In GameFinal, the challenge ciphertext is a semi-functional encryption of a random message in
GT and under a random identity in Zq, independent of the two messages and the challenge identities
provided by A. Thus, our IBE scheme is weakly attribute-hiding (anonymous).

5 A Signature Scheme

In this section, we present the signature scheme derived from the preceding IBE scheme via Naor’s
transform. The security of the signature scheme follows from the full security of our IBE scheme.

– KeyGen(1λ) This algorithm takes in the security parameter λ and generates a bilinear pairing
G := (q,G1, G2, GT , g1, g2, e) for sufficiently large prime order q. The algorithm samples random

dual orthonormal bases, (D,D∗)
R←− Dual(Z4

q). Let d1, . . . ,d4 denote the elements of D and

d∗
1, . . . ,d

∗
4 denote the elements of D∗. It also picks α ←r Zq, computes gαT := e(g1, g2)

αd1·d∗
1 ,

and outputs the public key as

PK = {G; gαT , g
d1
1 , gd2

1 },

and the signing key

SK = {α, gd
∗
1

2 , g
d∗
2

2 }.

18



– Sign(PK, SK,m) This algorithm picks r ←r Zq and computes the signature as

σ = g
(α+rm)d∗

1−rd∗
2

2 .

– Verify(PK, σ,m) This algorithm verifies a signature σ by testing whether e(gd1+md2
1 , σ) =

e(g1, g2)
αd1·d∗

1 .3 If the equality holds the signature is declared valid; otherwise it is declared
invalid.

6 Inner Product Encryption

We now present our IPE scheme, the construction and security proof of which are essentially the
same as our IBE except that we extend the embedded equality relation to general inner product
relation.

Construction. We begin with our IPE scheme:

– Setup(1λ) This algorithm takes in the security parameter λ and generates a bilinear pairing
G := (q,G1, G2, GT , g1, g2, e) for sufficiently large prime order q. The algorithm samples random
dual orthonormal bases, (D,D∗) ←r Dual(Z2n

q ). Let d1, . . . ,d2n denote the elements of D and

d∗
1, . . . ,d

∗
2n denote the elements of D∗. It also picks α ←r Zq, computes gT := e(g1, g2)

d1·d∗
1 ,

and outputs the public parameters as

PP :=
{
G; gαT , g

d1
1 , . . . , gdn

1

}
∈ GT × (G2n

1 )n

and the master key

MK :=
{
α, g

d∗
1

2 , . . . , g
d∗
n

2

}
∈ Zq × (G2n

2 )n.

– KeyGen(PP,MK,v := (v1, . . . , vn)) This algorithm picks r ←r Zq. The secret key is computed
as

SKv := g
αd∗

1+r(v1d∗
1+···+vnd∗

n)
2 ∈ G2n

2 .

– Enc(PP,x := (x1, . . . , xn),m) WLOG, we assume that x1 = 1. This algorithm picks z ←r Zq

and forms the ciphertext as

CTx :=
{
C := m · (gαT )z,C0 := g

z(x1d1+···+xndn)
1

}
∈ GT ×G2n

1 .

– Dec(PP, SKv,CTx) This algorithm computes the message as

m := C/e(C0,SKv) ∈ GT .

Correctness. Correctness is straight-forward:

e(C0,SKv) = e(g
z(x1d1+···+xndn)
1 , g

αd∗
1+r(v1d∗

1+···+vnd∗
n)

2 )

= e(g1, g2)
αzx1d1·d∗

1 · e(g1, g2)zr(v1x1d1·d∗
1+···+vnxndn·d∗

n)

= gαzT · g
zrv·x
T

= gαzT .

3 Directly applying Naor’s transform yields a verification algorithm that works as follows: pick z ← Zq, and test

whether e(g
(d1+md2)z
1 , σ) = (e(g1, g2)

αd1·d∗
1 )z. With overwhelming probability over z, this agrees with the verifica-

tion algorithm as written.
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Proof of Security. We prove the following theorem by showing a series of lemmas.

Theorem 2. The IPE scheme is fully secure and weakly attribute-hiding under the SXDH as-
sumption. More precisely, for any adversary A against the IPE scheme, there exist probabilistic
algorithms B0,B1, . . . ,Bqn whose running times are essentially the same as that of A, such that

AdvIPEA (λ) ≤ AdvDDH1
B0

(λ) +

qn∑
κ=1

AdvDDH2
Bκ

(λ) + (6qn + 3)/q

where qn is the maximum number of A’s key queries.

We adopt the dual system encryption methodology by Waters [39] to prove the security of our
IPE scheme, the strategy is essentially the same as our IBE scheme. We first define semi-functional
ciphertexts and semi-functional keys in our proof and provide algorithms that generate them.

KeyGenSF The algorithm picks r, ν1, . . . , νn ←r Zq and forms a semi-functional secret key as

SK
(SF)
v := g

αd∗
1+r(v1d∗

1+...+vnd∗
n)+[ν1d∗

n+1+···+νnd∗
2n]

2 . (6)

EncryptSF The algorithm picks z, χ1, . . . , χn ←r Zq and forms a semi-functional ciphertext as

CT
(SF)
x :=

{
C := m · (gαT )z,C0 := g

z(x1d1+...+xndn)+[χ1dn+1+···+χnd2n]
1

}
. (7)

We observe that if one applies the decryption procedure with a semi-functional key and a normal
ciphertext, decryption will succeed because d∗

n+1, . . . ,d
∗
2n are orthogonal to all of the vectors in

exponent of C0, and hence have no effect on decryption. Similarly, decryption of a semi-functional
ciphertext by a normal key will also succeed because dn+1, . . . ,d2n are orthogonal to all of the
vectors in the exponent of the key. When both the ciphertext and key are semi-functional, the
result of e(C0, SKv) will have an additional term, namely

e(g1, g2)
ν1χ1d∗

n+1·dn+1+...+νnχnd∗
2n·d2n = g

(ν1χ1+...+νnχn)
T .

Decryption will then fail unless ν1χ1 + . . . + νnχn ≡ 0 mod q. If this modular equation holds, we
say that the key and ciphertext pair is nominally semi-functional.

For a probabilistic polynomial-time adversary A which makes qn key queries v1, . . . ,vqn , our
proof of security consists of the following sequence of games between A and a challenger B.
– GameReal: is the real security game.

– Game0: is the same as GameReal except that the challenge ciphertext is semi-functional.

– Gameκ: for κ from 1 to qn, Gameκ is the same as Game0 except that the first κ keys are semi-
functional and the remaining keys are normal.

– GameFinal: is the same as Gameqn , except that the challenge ciphertext is a semi-functional
encryption of a random message in GT and under a random vector in Zn

q . We denote the

challenge ciphertext in GameFinal as CT
(R)
xR .

We let AdvGameReal
A denote an adversary A’s advantage in the real game.

Lemma 8. Suppose that there exists an adversary A where |AdvGameReal
A (λ) − AdvGame0

A (λ)| = ϵ.
Then there exists an algorithm B0 such that AdvDS1

B0
(λ) = ϵ− 2/q, with K = n and N = 2n.
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Proof. B0 is given

D :=
(
G; g

b∗
1

2 , . . . , g
b∗
n

2 , gb1
1 , . . . , gb2n

1 , U1, . . . , Un, µ2

)
along with T1, . . . , Tn. We require that B0 decides whether T1, . . . , Tn are distributed as

gτ1b1
1 , . . . , gτ1bn

1 or g
τ1b1+τ2bn+1

1 , . . . , gτ1bn+τ2b2n
1 .

B0 simulates GameReal or Game0 withA, depending on the distribution of T1, . . . , Tn. To compute
the public parameters and master secret key, B0 first chooses a random invertible matrix A ∈ Zn×n

q .
We implicitly set dual orthonormal bases D,D∗ to:

d1 := b1, . . . ,dn := bn, (dn+1, . . . ,d2n) := (bn+1, . . . ,b2n)A,

d∗
1 := b∗

1, . . . ,d
∗
n := b∗

n, (d∗
n+1, . . . ,d

∗
2n) := (b∗

n+1, . . . ,b
∗
2n)(A

−1)⊤.

We note that D,D∗ are properly distributed, and reveal no information about A. Moreover, B0
cannot generate g

d∗
n+1

2 , . . . , g
d∗
2n

2 , but these will not be needed for creating normal keys. B0 chooses
random value α ∈ Zq and computes e(g1, g2)

αd1·d∗
1 . It then gives A the public parameters

PP :=
{
G; gαT , g

d1
1 , . . . , gdn

1

}
.

The master key

MK :=
{
α, g

d∗
1

2 , . . . , g
d∗
n

2

}
is known to B0, which allows B0 to respond to all of A’s key queries by calling the normal key
generation algorithm.

A sends B0 two pairs (m0,x
∗
0) and (m1,x

∗
1). B0 chooses a random bit β ∈ {0, 1} and encrypts

mβ under x∗
β := (x∗1,β , . . . , x

∗
n,β) as follows:

C := mβ ·
(
e(T1, g

b∗
1

2 )
)α

= mβ · (gαT )
z , C0 := T

x∗
1,β

1 · · ·T
x∗
n,β

n ,

where B0 has implicitly set z := τ1. It gives the ciphertext (C,C0) to A.
Now, if T1, . . . , Tn are equal to gτ1b1

1 , . . . , gτ1bn
1 , then this is a properly distributed normal

encryption of mβ. In this case, B0 has properly simulated GameReal. If T1, . . . , Tn are equal to

g
τ1b1+τ2bn+1

1 , . . . , gτ1bn+τ2b2n
1 instead, then the ciphertext element C0 has an additional term of

τ2(x
∗
1,βbn+1 + · · ·+ x∗n,βb2n)

in its exponent. The coefficients here in the basis bn+1, . . . ,b2n form the vector τ2(x
∗
1,β , . . . , x

∗
n,β). To

compute the coefficients in the basis dn+1, . . . ,d2n, we multiply the matrix A−1 by the transpose
of this vector, obtaining τ2A

−1(x∗1,β, . . . , x
∗
n,β)

⊤. Since A is random (everything else given to A
has been distributed independently of A), these coefficients are uniformly random except with
probability 2/q (namely, the cases τ2 defined in Subspace problem is zero, (χ1, . . . , χn) defined in
Equation 7 is the zero vector) from Lemma 1 Therefore, in this case, B0 has properly simulated
Game0. This allows B0 to leverage A’s advantage ϵ between GameReal and Game0 to achieve an
advantage ϵ− 2

q against the Subspace assumption in G1, namely AdvDS1
B0

(λ) = ϵ− 2
q . ⊓⊔
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Lemma 9. Suppose that there exists an adversary A where |AdvGameκ−1

A (λ) − AdvGameκ
A (λ)| = ϵ.

Then there exists an algorithm Bκ such that AdvDS2
Bκ

(λ) = ϵ− 6/q, with K = n and N = 2n.

Proof. Bκ is given

D :=
(
G; gb1

1 , . . . , gbn
1 , g

b∗
1

2 , . . . , g
b∗
2n

2 , U1, . . . , Un, µ2

)
along with T1, . . . , Tn. We require that Bκ decides whether T1, . . . , Tn are distributed as

g
τ1b∗

1
2 , . . . , g

τ1b∗
n

2 or g
τ1b∗

1+τ2b∗
n+1

2 , . . . , g
τ1b∗

n+τ2b∗
2n

2 .

Bκ simulates Gameκ or Gameκ−1 withA, depending on the distribution of T1, . . . , Tn. To compute
the public parameters and master secret key, Bκ chooses a random invertible matrix A ∈ Zn×n

q .
We then implicitly set dual orthonormal bases D,D∗ to:

d1 := b1, . . . ,dn := bn, (dn+1, . . . ,d2n) := (bn+1, . . . ,b2n)A,

d∗
1 := b∗

1, . . . ,d
∗
n := b∗

n, (d∗
n+1, . . . ,d

∗
2n) := (b∗

n+1, . . . ,b
∗
2n)(A

−1)⊤.

We note that D,D∗ are properly distributed, and reveal no information aboutA. Bκ chooses random
value α ∈ Zq and compute e(g1, g2)

αd1·d∗
1 . B can gives A the public parameters

PP :=
{
G; gαT , g

d1
1 , . . . , gdn

1

}
.

The master key

MK :=
{
α, g

d∗
1

2 , . . . , g
d∗
n

2

}
is known to Bκ, which allows Bκ to respond to all of A’s key queries by calling the normal key

generation algorithm. Since Bκ also knows g
d∗
n+1

2 , . . . , g
d∗
2n

2 , it can easily produce semi-functional
keys. To answer the first κ−1 key queries that A makes, Bκ runs the semi-functional key generation
algorithm to produce semi-functional keys and gives these to A. To answer the κ-th key query for
vκ := (v1, . . . , vn), Bκ responds with:

SKvκ := (g
b∗
1

2 )α · T v1
1 · · ·T

vn
n .

This implicitly sets r := τ1. If T1, . . . , Tn are equal to g
τ1b∗

1
2 , . . . , g

τ1b∗
n

2 , then this is a properly

distributed normal key. If T1, . . . , Tn are equal to g
τ1b∗

1+τ2b∗
n+1

2 , . . . , g
τ1b∗

n+τ2b∗
2n

2 , then this is a semi-
functional key, whose exponent vector includes

τ2(v1b
∗
n+1 + · · ·+ vnb

∗
2n) (8)

as its component in the span of b∗
n+1, . . . ,b

∗
2n. To respond to the remaining key queries, Bκ simply

runs the normal key generation algorithm.

At some point, A sends Bκ two pairs (m0,x
∗
0) and (m1,x

∗
1). Bκ chooses a random bit β ∈ {0, 1}

and encrypts mβ under x∗
β := (x∗1,β, . . . , x

∗
n,β) as follows:

C := mβ ·
(
e(U1, g

b∗
1

2 )
)α

= mβ · (gαT )
z , C0 := U

x∗
1,β

1 · · ·U
x∗
n,β

n ,
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where Bκ has implicitly set z := µ1. The “semi-functional part” of the exponent vector here is:

µ2(x
∗
1,βbn+1 + . . .+ x∗n,βb2n). (9)

We observe that if x∗
β · vκ = 0 (which is not allowed), then vectors 8 and 9 would be orthogonal,

resulting in a nominally semi-functional ciphertext and key pair. It gives the ciphertext (C,C0) to
A.

We now argue that since x∗
β · vκ ̸= 0, in A’s view the vectors 8 and 9 are distributed as

random vectors in the spans of d∗
n+1, . . . ,d

∗
2n and dn+1, . . . ,d2n respectively. To see this, we take

the coefficients of vectors 8 and 9 in terms of the bases b∗
n+1, . . . ,b

∗
2n and bn+1, . . . ,b2n respectively

and translate them into coefficients in terms of the bases d∗
n+1, . . . ,d

∗
2n and dn+1, . . . ,d2n. Using

the change of basis matrix A, we obtain the new coefficients (in vector form) as:

τ2A
⊤(v1, . . . , vn)

⊤, µ2A
−1(x∗1,β, . . . , x

∗
n,β).

Since the distribution of everything given to A except for the κ-th key and the challenge ciphertext
is independent of the random matrix A and x∗

β ·vκ ̸= 0, we can conclude that these coefficients are
uniformly except with probability 4/q (namely, the cases µ2 or τ2 defined in Subspace problem is
zero, (χ1, . . . , χn) or (ν1, . . . , νn) defined in Equations 7 and 6 is the zero vector) from Lemma 1.
Thus, Bκ has properly simulated Gameκ in this case.

If T1, . . . , Tn are equal to g
τ1b∗

1
2 , . . . , g

τ1b∗
n

2 , then the coefficients of the vector 9 are uniformly
except with probability 2/q (namely, the cases µ2 defined in Subspace problem is zero, (χ1, . . . , χn)
defined in Equation 7 is the zero vector) from Lemma 1. Thus, Bκ has properly simulated Gameκ
in this case.

In summary, Bκ has properly simulated either Gameκ−1 or Gameκ for A, depending on the
distribution of T1, . . . , Tn. It can therefore leverage A’s advantage ϵ between these games to obtain
an advantage ϵ− 6/q against the Subspace assumption in G2, namely AdvDS2

Bκ
(λ) = ϵ− 6/q. ⊓⊔

Lemma 10. For any adversary A, AdvGameFinal
A (λ) ≤ Adv

Gameqn
A (λ) + 1/q.

Proof. To prove this lemma, we show the joint distributions of(
PP,CT

(SF)
x∗
β
,
{
SK

(SF)
vℓ

}
ℓ∈[qn]

)
in Gameqn and that of (

PP,CT
(R)
xR ,

{
SK

(SF)
vℓ

}
ℓ∈[qn]

)
in GameFinal are equivalent for the adversary’s view, where CT

(R)
vR is a semi-functional encryption of

a random message in GT and under a random vector in Zn
q .

For this purpose, we pick A := (ξi,j) ←r Zn×n
q and define new dual orthonormal bases F :=

(f1, . . . , f2n), and F∗ := (f∗1 , . . . , f
∗
2n) as follows:

f1
...
fn
fn+1
...
f2n


:=



1 · · · 0 0 · · · 0
...

. . .
...

...
. . .

...
0 · · · 1 0 · · · 0
ξ1,1 · · · ξ1,n 1 · · · 0
...

. . .
...

...
. . .

...
ξn,1 · · · ξn,n 0 · · · 1





d1
...
dn

dn+1
...
d2n


,



f∗1
...
f∗n
f∗n+1
...
f∗2n


:=



1 · · · 0 −ξ1,1 · · · −ξn,1
...
. . .

...
...

. . .
...

0 · · · 1 −ξ1,n · · · −ξn,n
0 · · · 0 1 · · · 0
...
. . .

...
...

. . .
...

0 · · · 0 0 · · · 1





d∗
1
...
d∗
n

d∗
n+1
...
d∗
2n


.
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It is easy to verify that F and F∗ are also dual orthonormal, and are distributed the same as D and
D∗.

Then the public parameters, challenge ciphertext for x∗
β := (x∗1,β, . . . , x

∗
n,β), and queried secret

keys for {vℓ := (v1,ℓ, . . . , vn,ℓ)}ℓ∈[qn], (PP,CT
(SF)
x∗
β
, {SK(SF)

vℓ }ℓ∈[qn]) in Gameqn are expressed over bases

D and D∗ as

PP :=
{
G; gαT , g

d1
1 , . . . , gdn

1

}
,

CT
(SF)
x∗
β

:=

{
C := m · (gαT )z, C0 := g

z(x∗
1,βd1+···+x∗

n,βdn)+[χ1dn+1+···+χnd2n]

1

}
,{

SK
(SF)
vℓ := g

αd∗
1+rℓ(v1,ℓd

∗
1+···+vn,ℓd

∗
n)+[ν1,ℓd

∗
n+1+···+νn,ℓd

∗
2n]

2

}
ℓ∈[qn]

.

Then we can express them over bases F and F∗ as

PP :=
{
G; gαT , g

f1
1 , . . . , g

fn
1

}
,

CT
(SF)
x∗
β

:=
{
C := m · (gαT )z, C0 := g

(z′1f1+···+z′nfn)+[χ1dn+1+···+χnd2n]
1

}
,{

SK
(SF)
vℓ := g

αf∗1+rℓ(v1,ℓf
∗
1+···+vn,ℓf

∗
n)+[ν′1,ℓf

∗
n+1+···+ν′n,ℓf

∗
2n]

2

}
ℓ∈[qn]

,

where

z′1 := zx∗1,β − χ1ξ1,1 − · · · − χnξn,1,

...

z′n := zx∗n,β − χ1ξ1,n − · · · − χnξn,n,
ν ′1,ℓ := ν1,ℓ + αξ1,1 + rℓ(v1,ℓξ1,1 + · · ·+ vn,ℓξ1,n)

...
ν ′n,ℓ := νn,ℓ + αξ1,n + rℓ(v1,ℓξn,1 + · · ·+ vn,ℓξn,n)


ℓ∈[qn]

,

which are all uniformly distributed if (χ1, . . . , χn) defined in Equation 7 is a non-zero vector since
z, {ξi,j}i∈[d],j∈[n], {ν1,ℓ, . . . , νn,ℓ}ℓ∈[qn] are all uniformly picked from Zq.

In other words, the coefficients s(x∗1,β, . . . , x
∗
n,β) of d1, . . . ,dn in the C1 term of the challenge

ciphertext is changed to random coefficients (z′1, . . . , z
′
n) ∈ Zn

q of f1, . . . , fn, thus the challenge cipher-
text can be viewed as a semi-functional encryption of a random message in GT and under a random

vector in Zn
q . Moreover, all coefficients {(ν ′1,ℓ, . . . , ν ′n,ℓ)}ℓ∈[qn] of f∗n+1, . . . , f

∗
2n in the {SK(SF)

vℓ }ℓ∈[qn] are
all uniformly distributed since {(ν1,ℓ, . . . , νn,ℓ)}ℓ∈[qn] of d∗

n+1, . . . ,d
∗
2n are all independent random

values. Thus (
PP,CT

(SF)
x∗
β
,
{
SK

(SF)
vℓ

}
ℓ∈[qn]

)
expressed over bases F and F∗ is properly distributed as(

PP,CT
(R)
xR ,

{
SK

(SF)
vℓ

}
ℓ∈[qn]

)
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in GameFinal.
In the adversary’s view, both (D,D∗) and (F,F∗) are consistent with the same public parameters.

Therefore, the challenge ciphertext and queried secret keys above can be expressed as keys and
ciphertext in two ways, in Gameqn over bases (D,D∗) and in GameFinal over bases (F,F∗). Thus,
Gameqn and GameFinal are statistically indistinguishable except with probability 1/q (namely, the
case (χ1, . . . , χn) = 0). ⊓⊔

Lemma 11. For any adversary A, AdvGameFinal
A (λ) = 0.

Proof. The value of β is independent from the adversary’s view in GameFinal. Hence,
AdvGameFinal

A (λ) = 0. ⊓⊔

In GameFinal, the challenge ciphertext is a semi-functional encryption of a random message in
GT and under a random vector in Zn

q , independent of the two messages and the challenge vectors
provided by A. Thus, our IPE scheme is weakly attribute-hiding.

7 Key-Policy Functional Encryption

We now present our KP-FE scheme, the construction and security proof of which are analogues of
the DLIN-based KP-FE scheme [34]. Analogously, We define function ρ̂1 by ρ̂1(j) := i if ρ̂(j) =
(i,vj) or ρ̂(j) = ¬(i,vj), where ρ̂ is given in access structure A := (Â, ρ̂). As with [34], we only

deal with the case that ρ̂1 is injective for A := (Â, ρ̂) with decryption key SKA in the proposed
KP-FE scheme, see [34] for how to relax the restriction.

Construction. We begin with our KP-FE scheme:

– Setup(1λ,n := (d;n1, . . . , nd)) This algorithm takes in the security parameter λ, a struc-
ture n and generates a bilinear pairing G := (q,G1, G2, GT , g1, g2, e) for sufficiently large
prime order q. The algorithm samples random dual orthonormal bases, {(Di,D∗

i )}i=0,...,d ←r

Dual(Z3
q ,Z2n1

q , . . . ,Z2nd
q ). For i = 0, . . . , d let d1,i, . . . ,d2ni,i denote the elements of Di and

d∗
1,i, . . . ,d

∗
2ni,i

denote the elements of D∗
i , where 2n0 = 3. It outputs the public parameters

as

PP :=

{
G; gT , g

d1,0

1 , g
d3,0

1 ,
{
g
d1,i

1 , . . . , g
dni,i

1

}
i=1,...,d

}
∈ GT × (G3

1)
2 × (G2n1

1 )n1 × · · · × (G2nd
1 )nd

and the master key

MK :=

{
g
d∗
1,0

1 , g
d∗
3,0

1 ,

{
g
d∗
1,i

1 , . . . , g
d∗
ni,i

1

}
i=1,...,d

}
∈ (G3

2)
2 × (G2n1

2 )n1 × · · · × (G2nd
2 )nd .

– KeyGen(PP,MK,A := (Â ∈ Zâ×b̂
q , ρ̂)) This algorithm picks w ←r Zb̂

q and sets s⊤ :=

(s1, . . . , sâ)
⊤ := Â ·w⊤, s0 := 1 ·w⊤. It computes

K0 := g
−s0d∗

1,0+d∗
3,0

2 ∈ G3
2,

for j ∈ [â],
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• if ρ̂(j) = (i,vj := (v1,j , . . . , vni,j) ∈ Zni
q \{0}), it also picks rj ←r Zq and computes

Kj := g
sjd

∗
1,0+rj(v1,jd

∗
1,j+···+vni,j

d∗
ni,j

)

2 ∈ G2ni
2 .

• if ρ̂(j) = ¬(i,vj), it computes

Kj := g
sj(v1,jd

∗
1,j+···+vni,j

d∗
ni,j

)

2 ∈ G2ni
2 .

It returns the secret key SKA := (A,K0, {Kj}j∈[â]).
– Enc(PP, Γ := {(i,xi := (x1,i, . . . , xni,i)) ∈ Zni

q \{0}|1 ≤ i ≤ d, x1,i := 1},m) This algorithm
picks z, z0 ←r Zq. It computes

C := m · gzT ∈ GT , C0 := g
z0d1,0+zd3,0

1 ∈ G3
1,

Ci := g
z0(x1,id

∗
1,i+···+xni,i

d∗
ni,i

)

1 ∈ G2ni
1 for (i,xi) ∈ Γ.

It returns the ciphertext CTΓ := (Γ,C,C0, {Ci}(i,xi)∈Γ ).

– Dec(PP, SKA,CTΓ ) This algorithm computes Π and {αj}j∈Π such that s0 =
∑

j∈Π αjsj , and

Π ⊆ {j ∈ [â]|[ρ̂(j) = (i,vj) ∧ (i,xi) ∈ Γ ∧ xi · vj = 0]

∨[ρ̂(j) = ¬(i,vj) ∧ (i,xi) ∈ Γ ∧ xi · vj ̸= 0]}.

It recovers the message as

m := C/

e(C0,K0)
∏

j∈Π∧ρ̂(j)=(i,vj)

e(Ci,Kj)
αj

∏
j∈Π∧ρ(j)=¬(i,vj)

e(Ci,Kj)
αj/(xk·vj)

 ∈ GT

Correctness.

e(C0,K0)
∏

j∈Π∧ρ(j)=(i,vj)

e(Ci,Kj)
αj

∏
j∈Π∧ρ(j)=¬(i,vj)

e(Ci,Kj)
αj/(xi·vj)

= g−s0z0+z
T

∏
j∈Π∧ρ(j)=(i,vj)

g
αjsjz0
T

∏
j∈Π∧ρ(j)=¬(i,vj)

g
αjsjz0(xi·vj)/(xi·vj)
T

= g
z0(−s0+

∑
j∈Π αjsj)+z

T = gzT .

Proof of Security. We prove the following theorem by showing a series of lemmas.

Theorem 3. The KP-FE scheme is fully secure and payload-hiding under the SXDH assumption.
More precisely, for any adversary A against the KP-FE scheme, there exist probabilistic algorithms
B0,B1− ,B1, . . . ,Bq−n ,Bqn whose running times are essentially the same as that of A, such that

AdvKP-FEA (λ) ≤ AdvDDH1
B0

(λ) +

qn∑
κ=1

(AdvDDH2
Bκ−

(λ) + AdvDDH2
Bκ

(λ)) + (2dqn + 6qn + d+ 3)/q

where qn is the maximum number of A’s key queries.
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We still adopt the dual system encryption methodology by Waters [39] to prove the security of
our KP-FE scheme. Let Ai ←r Zni×ni

q (Ai is invertible with overwhelming probability) for i ∈ [d]:

KeyGenSF A semi-functional key will take on one of two forms. The algorithm first runs normal
key generation algorithm to generates

SKA := (A,K0, {Kj}j∈[â]).

A semi-functional key of type 1

SK
(SF1)
A := (A,K(SF1)

0 , {K(SF1)
j }j∈[â])

and a semi-functional key of type 2

SK
(SF2)
A := (A,K(SF2)

0 , {K(SF2)
j }j∈[â])

are formed as follows. The algorithm also picks ω ←r Zb̂
q and sets θ⊤ := (θ1, . . . , θâ)

⊤ := A · θ⊤.
It computes

K
(SF1)
0 := K0 · g

[θ0d∗
2,0]

2 , (10)

K
(SF2)
0 := K0 · g

[θ0d∗
2,0]

2 , (11)

where θ0 ←r Zq. For j ∈ [â],

– if ρ̂(j) = (i,vj := (v1,j , . . . , vni,j) ∈ Zni
q \{0}), it also picks rj ←r Zq and computes

K
(SF1)
j := Kj · g

[ν1,jd
∗
ni+1,i+···+νni,j

d∗
2ni,i

]

2 , (12)

K
(SF2)
j := Kj , (13)

where (ν1,j , . . . , νni,j) := A⊤
i · (θj + γjv1,j , γjv2,j , . . . , γjvni,j)

⊤ and γj ←r Zq.

– if ρ̂(j) = ¬(i,vj), it computes

K
(SF1)
j := Kj · g

[ν1,jd
∗
ni+1,i+···+νni,j

d∗
2ni,i

]

2 , (14)

K
(SF2)
j := Kj , (15)

where (ν1,j , . . . , νni,j) := θjA
⊤
i · v⊤

j .

EncryptSF A semi-functional ciphertext will take on one of two forms. The algorithms first run
normal key generation algorithm to generate

CTΓ := (Γ,C,C0, {Ci}(i,xi)∈Γ ).

A semi-functional key of type 1

CT
(SF1)
Γ := (Γ,C(SF1),C

(SF1)
0 , {Ci}(i,xi)(SF1)∈Γ )

and a semi-functional key of type 2

CT
(SF2)
Γ := (Γ,C(SF2),C

(SF2)
0 , {Ci}(i,xi)(SF2)∈Γ )

27



are formed as follows. It picks z0 ←r Zq and computes

C(SF1) := C; C(SF2) := C; (16)

C
(SF1)
0 := C0 · g

[ζ0d2,0]
1 ; C

(SF2)
0 := C0 · g

[ζ0d2,0]
1 ; (17){

C
(SF1)
k := Ck · g

[χ1,id
∗
ni+1,i+···+χni,i

d∗
2ni,j

]

1

}
(i,xi)∈Γ

; (18){
C
(SF2)
k := Ck · g

[χ1,id
∗
1,i+···+χni,i

d∗
ni,j

]

1

}
(i,xi)∈Γ

; (19)

where (χ1,i, . . . , χni,i) := ζ0A
−1
i ·x⊤

i and (χ1,i, . . . , χni,i)←r Zni
q in Equations 17 and 18 respec-

tively.

For a probabilistic polynomial-time adversary A which makes qn key queries A1, . . . ,Aqn , our
proof of security consists of the following sequence of games between A and a challenger B.

– GameReal: is the real security game.

– Game0: is the same as GameReal except that the challenge ciphertext is semi-functional of type
2.

– Gameκ− : for κ from 1 to qn, Gameκ is the same as Game0 except that the first κ − 1 keys are
semi-functional of type 2, the κ-th key is semi-functional of type 1, and the remaining keys are
normal.

– Gameκ: for κ from 1 to qn, Gameκ is the same as Game0 except that the first κ keys are semi-
functional of type 2 and the remaining keys are normal.

– GameFinal: is the same as Gameqn , except that the challenge ciphertext is a semi-functional
encryption of a random message in GT . We denote the challenge ciphertext in GameFinal as

CT
(R)
Γ ∗ .

We prove following lemmas to show the above games are indistinguishable by following an analo-
gous strategy of [34]. Our main arguments are computational indistinguishability (guaranteed by
the Subspace assumptions, which are implied by the SXDH assumption) and statistical indistin-
guishability. The advantage gap between GameReal and Game0 is bounded by the advantage of the
Subspace assumption in G1. Additionally, we require a statistical indistinguishability argument to
show that the distribution of the challenge ciphertext remains the same from the adversary’s view.
For κ from 1 to qn, the advantage gap between Gameκ−1 and Gameκ− is bounded by the advantage
of Subspace assumption in G2. Similarly, we require a statistical indistinguishability argument to
show that the distribution of the the κ-th semi-functional key remains the same from the adver-
sary’s view. For κ from 1 to qn, the advantage gap between Gameκ− and Gameκ is bounded by the
advantage of Subspace assumption in G2. Finally, we statistically transform Gameqn to GameFinal
in one step, i.e., we show the joint distributions of(

PP,CT
(SF2)
Γ ∗ ,

{
SK

(SF2)
Aℓ

}
ℓ=1,...,qn

)
and

(
PP,CT

(R)
Γ ∗ ,

{
SK

(SF2)
Aℓ

}
ℓ=1,...,qn

)
are equivalent for the adversary’s view.

We let AdvGameReal
A denote an adversary A’s advantage in the real game.
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Lemma 12. Suppose that there exists an adversary A where |AdvGameReal
A (λ) − AdvGame0

A (λ)| = ϵ.
Then there exists an algorithm B0 such that AdvDS1

B0
(λ) = ϵ− (d+2)/q, with K0 = 1, {Ki = n1}i∈[d]

and N0 = 3, {Ni = 2ni}i∈[d].

Proof. B0 is given

D :=
(
G; g

b∗
1,0

2 , g
b∗
3,0

2 , g
b1,0

1 , g
b2,0

1 , g
b3,0

1 , U1,0,
{
g
b∗
1,i

2 , . . . , g
b∗
ni,i

2 , g
b1,i

1 , . . . , g
b2ni,i

1 , U1,i, . . . , U1,ni

}
i∈[d]

, µ2

)
along with T1,0, {T1,i, . . . , Tni,i}i∈[d]. We require that B0 decides whether T1,0, {T1,i, . . . , Tni,i}i∈[d]
are distributed as

g
τ1b1,0

1 ,
{
g
τ1b1,i

1 , . . . , g
τ1bni,i

1

}
i∈[d]

or g
τ1b1,0+τ2b2,0

1 ,
{
g
τ1b1,i+τ2bni+1,i

1 , . . . , g
τ1bni,i

+τ2b2ni,i

1

}
i∈[d]

.

B0 simulates GameReal or Game0 with A, depending on the distribution of
T1,0, {T1,i, . . . , Tni,i}i∈[d]. To compute the public parameters and master secret key, B0 im-
plicitly set dual orthonormal bases D0,D∗

0 to:

d1,0 := b1,0,d2,0 := b2,0,d3,0 := b3,0,

d∗
1,0 := b∗

1,0,d
∗
2,0 := b∗

2,0,d
∗
3,0 := b∗

3,0,

for i ∈ [d], B0 picks a random invertible matrix Ai ←r Zni×ni
q and implicitly sets dual orthonormal

bases Di,D∗
i to:

d1,i := b1,i, . . . ,dni,i := bni,i, (dni+1,i, . . . ,d2ni,i) := (bni+1,i, . . . ,b2ni,i)Ai,

d∗
1,i := b∗

1,i, . . . ,d
∗
ni,i := b∗

ni,i, (d∗
ni+1,i, . . . ,d

∗
2ni,i) := (b∗

ni+1,i, . . . ,b
∗
2ni,i)(A

−1
i )⊤.

We note that {Di,D∗
i }i∈[0,d] are properly distributed, and reveal no information about {Ai}i∈[d].

Moreover, B0 cannot generate g
d∗
2,0

2 , {g
d∗
ni+1,i

2 , . . . , g
d∗
2ni,i

2 }i∈[d], but these will not be needed for cre-

ating normal keys. B0 computes gT := e(g1, g2)
d1,0·d∗

1,0 and then gives A the public parameters

PP :=

{
G; gT , g

d1,0

1 , g
d3,0

1 ,
{
g
d1,i

1 , . . . , g
dni,i

1

}
i=1,...,d

}
,

The master key

MK :=

{
g
d∗
1,0

1 , g
d∗
3,0

1 ,

{
g
d∗
1,i

1 , . . . , g
d∗
ni,i

1

}
i=1,...,d

}
is known to B0, which allows B0 to respond to all of A’s key queries by calling the normal key
generation algorithm.
A sends B0 the challenge messages m0,m1 and attribute set Γ ∗ := {(i,xi := (x∗1,i, . . . , x

∗
ni,i

))|1 ≤
i ≤ d, x1,i := 1}. B0 chooses a random bit β ∈ {0, 1} and encrypts mβ under Γ ∗ as follows:

C := mβ · gsT , C0 := T1,0 · g
sd3,0

1 ,

Ci := T
x∗
1,i

1 · · ·T
x∗
ni,i

ni for (i,x∗
i ) ∈ Γ ∗,

where s←r Zq, B0 has implicitly set s0 := τ1. It gives the ciphertext (Γ,C,C0, {Ci}(i,xi)∈Γ ) to A.
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Now, if T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to g
τ1b1,0

1 , {gτ1b1,i

1 , . . . , g
τ1bni,i

1 }i∈[d], then this is a
properly distributed normal encryption of mβ. In this case, B0 has properly simulated GameReal.

If T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to g
τ1b1,0+τ2b2,0

1 , {gτ1b1,i+τ2bni+1,i

1 , . . . , g
τ1bni,i

+τ2b2ni,i

1 }i∈[d] in-
stead, then the ciphertext elements C0, {Ci}(i,xi)∈Γ have additional terms of

τ2b2,0,
{
τ2(x

∗
1,ibni+1,i + · · ·+ x∗ni,ib2ni,i)

}
(i,xi)∈Γ

in their exponents. The coefficients here in the basis b2,0, {bni+1,i, . . . ,b2ni,i}(i,xi)∈Γ
form the vectors τ2, {τ2(x∗1,i, . . . , x∗ni,i

)}(i,xi)∈Γ . To compute the coefficients in the basis

d2,0, {dni+1,i, . . . ,d2ni,i}(i,xi)∈Γ , we multiply the matrices {A−1
i }(i,xi)∈Γ by the transpose of this

vectors, obtaining τ2, {τ2A−1
i (x∗1,i, . . . , x

∗
ni,i

)⊤}(i,xi)∈Γ . Since {Ai}i∈[d] are random (everything else
given to A has been distributed independently of {Ai}i∈[d]), these coefficients are uniformly random
except with probability (2 + d)/q (namely, the cases τ2 defined in Subspace problem is zero, ζ0 or
there exists i ∈ [d] such that (χ1,i, . . . , χni,i) defined in Equations 17 and 19 is zero or the zero
vector) from Lemma 1. Therefore, in this case, B0 has properly simulated Game0. This allows B0
to leverage A’s advantage ϵ between GameReal and Game0 to achieve an advantage ϵ against the
Subspace assumption in G1, namely AdvDS1

B0
(λ) = ϵ− (2 + d)/q. ⊓⊔

Lemma 13. Suppose that there exists an adversary A where |AdvGameκ−1

A (λ)−Adv
Gameκ−
A (λ)| = ϵ.

Then there exists an algorithm Bκ− such that AdvDS2
Bκ−

(λ) = ϵ − 1/q, with K0 = 1, {Ki = n1}i∈[d]
and N0 = 3, {Ni = 2ni}i∈[d].

Proof. Bκ− is given

D :=
(
G; g

b1,0

1 ,g
b3,0

1 , g
b∗
1,0

1 , g
b∗
2,0

1 , g
b∗
3,0

1 , U1,0,
{
g
b1,i

1 , . . . , g
bni,i

1 , g
b∗
1,i

2 , . . . , g
b∗
2ni,i

2 , U1,i, . . . , Uni,i

}
i∈[d]

, µ2

)
along with T1,0, {T1,i, . . . , Tni,i}i∈[d]. We require that Bκ− decides whether T1,0, {T1,i, . . . , Tni,i}i∈[d]
are distributed as

g
τ1b∗

1,0

1 ,

{
g
τ1b∗

1,i

1 , . . . , g
τ1b∗

ni,i

1

}
i∈[d]

or g
τ1b∗

1,0+τ2b∗
2,0

1 ,

{
g
τ1b∗

1,i+τ2b∗
ni+1,i

1 , . . . , g
τ1b∗

ni,i
+τ2b∗

2ni,i

1

}
i∈[d]

.

Bκ− simulates Gameκ− or Gameκ−1 with A, depending on the distribution of
T1,0, {T1,i, . . . , Tni,i}i∈[d]. To compute the public parameters and master secret key, Bκ− implicitly
set dual orthonormal bases D0,D∗

0 to:

d1,0 := b1,0,d2,0 := b2,0,d3,0 := b3,0,

d∗
1,0 := b∗

1,0,d
∗
2,0 := b∗

2,0,d
∗
3,0 := b∗

3,0,

for i ∈ [d], Bκ− picks a random invertible matrix Ai ←r Zni×ni
q and implicitly set dual orthonormal

bases Di,D∗
i to:

d1,i := b1,i, . . . ,dni,i := bni,i, (dni+1,i, . . . ,d2ni,i) := (bni+1,i, . . . ,b2ni,i)Ai,

d∗
1,i := b∗

1,i, . . . ,d
∗
ni,i := b∗

ni,i, (d∗
ni+1,i, . . . ,d

∗
2ni,i) := (b∗

ni+1,i, . . . ,b
∗
2ni,i)(A

−1
i )⊤.
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We note that {Di,D∗
i }i∈[0,d] are properly distributed, and reveal no information about {Ai}i∈[d].

Bκ− computes gT := e(g1, g2)
d1,0·d∗

1,0 and then gives A the public parameters

PP :=

{
G; gT , g

d1,0

1 , g
d3,0

1 ,
{
g
d1,i

1 , . . . , g
dni,i

1

}
i=1,...,d

}
,

The master key

MK :=

{
g
d∗
1,0

1 , g
d∗
3,0

1 ,

{
g
d∗
1,i

1 , . . . , g
d∗
ni,i

1

}
i=1,...,d

}
is known to Bκ− , which allows Bκ− to respond to all of A’s key queries by calling the normal key

generation algorithm. Since Bκ− also knows g
d∗
2,0

2 , it can easily produce semi-functional keys of type
2.

To answer the first κ−1 key queries that A makes, Bκ− runs the semi-functional key generation
algorithm to produce semi-functional keys and gives these to A. To answer the κ-th key query for

Aκ := (Â, ρ̂), Bκ− picks w′,ω ←r Zb̂
q and sets s′⊤ := (s′1, . . . , s

′
â)

⊤ := Â ·w′⊤,θ′⊤ := (θ′1, . . . , θ
′
â)

⊤ :=

Â · ω′⊤, s′0 := 1 ·w′⊤, θ′0 := 1 · ω′⊤. It computes

K0 := T
−θ′0
1,0 · g

−s′0d
∗
1,0+d∗

3,0

2 ,

for j ∈ [â],

– if ρ̂(j) = (i,vj := (v1,j , . . . , vni,j) ∈ Zni
q \{0}), it also picks r′j , γ

′ ←r Zq and computes

Kj := T
θ′j
1,i · (T

v1,j
1,i · · ·T

vni,j

ni,i
)γ

′ · g
s′jd

∗
1+r′j(v1,jd

∗
1,j+···+vni,j

d∗
ni,j

)

2 .

– if ρ̂(j) = ¬(i,vj), it computes

Kj := (T
v1,j
1,i · · ·T

vni,j

ni,i
)θ

′
j · g

s′j(v1,jd
∗
1,j+···+vni,j

d∗
ni,j

)

2 .

This implicitly sets

s⊤ := (s1, . . . , sâ)
⊤ := s′ + τ1θ

′, s0 := s′0 + τ1θ
′
0, {rj := r′j + τ1γ

′
j , γj := τ2γ

′
j}j∈[â].

We note that if T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to

g
τ1b∗

1,0+τ2b∗
2,0

1 ,

{
g
τ1b∗

1,i+τ2b∗
ni+1,i

1 , . . . , g
τ1b∗

ni,i
+τ2b∗

2ni,i

1

}
i∈[d]

,

whose exponent vectors include

−τ2θ′0b∗
2,0,

{
τ2(θ

′
jb

∗
ni,i

+ γ′j(v1,jb
∗
ni+1,i + · · ·+ vni,ib

∗
2ni

)), if ρ̂(j) = (i,vj)

τ2θ
′
j(v1,jb

∗
ni+1,i + · · ·+ vni,ib

∗
2ni

), if ρ̂(j) = ¬(i,vj)

}
j∈[â]

. (20)

We take the coefficients of vectors in Equation 20 in terms of the bases b∗
2,0, {b∗

ni+1,i, . . . ,b
∗
2ni,i
}i∈[d]

and translate them into coefficients in terms of the bases d∗
2,0, {d∗

ni+1,i, . . . ,d
∗
2ni,i
}i∈[d]. Using the

change of basis matrix {Ai})i∈[d], we obtain the new coefficients (in vector form) as:

−τ2θ′0,
{
A⊤

i (τ2θ
′
j + τ2γ

′
jv1,j , . . . , τ2γ

′
jvni,i)

⊤, if ρ̂(j) = (i,vj)

τ2θ
′
jA

⊤
i (v1,j , . . . , vni,i)

⊤, if ρ̂(j) = ¬(i,vj)

}
j∈[â]

. (21)

31



We will argue that this is a semi-functional key of type 1. To respond to the remaining key queries,
Bκ− simply runs the normal key generation algorithm.
A sends Bκ− the challenge messages m0,m1 and attribute set Γ ∗ := {(i,xi :=

(x∗1,i, . . . , x
∗
ni,i

))|1 ≤ i ≤ d, x1,i := 1}. Bκ− chooses a random bit β ∈ {0, 1} and encrypts mβ

under Γ ∗ as follows:

C := mβ · gzT , C0 := U1,0 · g
zd3,0

1 ,{
Ci := (U1,i)

x∗
1,id1,i · · · (Uni,i)

x∗
ni,i

dni,i

}
(i,x∗

i )∈Γ ∗
,

where z ←r Zq, Bκ− has implicitly set z0 := µ1. It gives the ciphertext (Γ,C,C0, {Ci}(i,xi)∈Γ ) to A.
The “semi-functional part” of the exponent vector here is:

µ2b2,0,
{
µ2(x1,ib

∗
ni+1,i + · · ·+ xni,ib

∗
2ni

)
}
(i,x∗

i )∈Γ ∗ . (22)

We take the coefficients of vectors in Equation 22 in terms of the bases b2,0, {bni+1,i, . . . ,b2ni,i}i∈[d]
and translate them into coefficients in terms of the bases d2,0, {dni+1,i, . . . ,d2ni,i}i∈[d]. Using the
change of basis matrix {Ai})i∈[d], we obtain the new coefficients (in vector form) as:

µ2,
{
µ2A

−1
i (x1,i, . . . , xni,i)

}
(i,x∗

i )∈Γ ∗ . (23)

If T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to

g
τ1b∗

1,0

1 ,

{
g
τ1b∗

1,i

1 , . . . , g
τ1b∗

ni,i

1

}
i∈[d]

,

then the κ-th responding key query is a properly distributed normal key while the vectors in
Equation 23 is a semi-functional ciphertext of type 2 except with probability (2 + d)/q (namely,
the cases µ2 defined in Subspace problem is zero, ζ0 or there exists i ∈ [d] such that (χ1,i, . . . , χni,i)
defined in Equations 17 and 19 is zero or the zero vector) from Lemma 1. Thus, Bκ− has properly
simulated Gameκ−1.

If T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to

g
τ1b∗

1,0+τ2b∗
2,0

1 ,

{
g
τ1b∗

1,i+τ2b∗
ni+1,i

1 , . . . , g
τ1b∗

ni,i
+τ2b∗

2ni,i

1

}
i∈[d]

,

we now argue that Bκ− has properly simulated Gameκ− . Observe that the vectors in Equations 21
and 23 are distributed as semi-functional key and ciphertext of type 1 except that τ2θ

′
0 := τ2 ·1 ·ω′

is related to τ2(θ
′
1, . . . , θ

′
â) := τ2Â · ω′ instead of a random value from Zq. We claim that since

Aκ does not accept Γ ∗, in A’s view the vectors in Equations 20 and 22 are well distributed. Note
that for any j ∈ [â], (A⊤

i ,A
−1
i ) with i := ρ̂1(j) is independent from the other variables, since ρ̂1 is

injective:

1. [ρ̂ = (i,vj) ∧ (i,xi) ∈ Γ ∗ ∧ xi · vj = 0].
Then, from Lemma 1, the joint distribution of(

µ2A
−1
i (x1,i, . . . , xni,i),A

⊤
i (τ2θ

′
j + τ2γ

′
jv1,j , . . . , τ2γ

′
jvni,i)

⊤
)

is uniformly and independently distributed on Cτ2θ′iµ2
:= {(z,w)|z ·w = τ2θ

′
iµ2}.
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2. [ρ̂ = ¬(i,vj) ∧ (i,xi) ∈ Γ ∗ ∧ xi · vj ̸= 0].
Then, from Lemma 1, the joint distribution of(

µ2A
−1
i (x1,i, . . . , xni,i), τ2θ

′
jA

⊤
i (v1,j , . . . , vni,i)

⊤
)

is uniformly and independently distributed on Cτ2θ′iµ2
:= {(z,w)|z ·w = τ2θ

′
iµ2}.

3. [ρ̂ = (i,vj) ∧ (i,xi) ∈ Γ ∗ ∧ xi · vj ̸= 0].
Then, from Lemma 1, the joint distribution of(

µ2A
−1
i (x1,i, . . . , xni,i),A

⊤
i (τ2θ

′
j + τ2γ

′
jv1,j , . . . , τ2γ

′
jvni,i)

⊤
)

is uniformly and independently distributed on Cµ2τ2θ′i+τ2θ′jµ2xi·vj
. Since γ′j is uniformly and

independently distributed on Zq, the above joint distribution is uniformly and independently
distributed over Z2ni

q .

4. [ρ̂ = ¬(i,vj) ∧ (i,xi) ∈ Γ ∗ ∧ xi · vj = 0].
Then, from Lemma 1, the joint distribution of(

µ2A
−1
i (x1,i, . . . , xni,i), τ2θ

′
jA

⊤
i (v1,j , . . . , vni,i)

⊤
)

is uniformly and independently distributed on C0.

5. [ρ̂ = (i,vj) ∧ (i,xi) ̸∈ Γ ∗] or [ρ̂ = ¬(i,vj) ∧ (i,xi) ̸∈ Γ ∗].
Then, the distribution of(

A⊤
i (τ2θ

′
j + τ2γ

′
jv1,j , . . . , τ2γ

′
jvni,i)

⊤ or τ2θ
′
jA

⊤
i (v1,j , . . . , vni,i)

⊤
)

is uniformly and independently distributed on Zni
q .

We then observe the joint distribution (or relation) of 21 and 23. Those in cases 3-5 are obviously
independent from τ2θ

′
0. Due to the restriction of adversary A’s key queries, Aκ does not accept Γ ∗.

Therefore, τ2θ
′
0 := τ2 · 1 · ω′ is independent from the joint distribution of τ2(θ

′
1, . . . , θ

′
â) := τ2Â · ω′

(over the random selection of ω′). Thus, τ2θ
′
0 is uniformly and independently distributed from the

other variables in the joint distribution of Bκ− ’s simulation except with probability 1/q (namely,
the case τ2 defined in Subspace problem is zero) from Lemma 1.

In summary, Bκ− has properly simulated either Gameκ−1 or Gameκ− for A, depending on the
distribution of T1,0, {T1,i, . . . , Tni,i}i∈[d]. It can therefore leverage A’s advantage ϵ between these
games to obtain an advantage ϵ − (d + 3)/q against the Subspace assumption in G2, namely
AdvDS2

Bκ−
(λ) = ϵ− (d+ 3)/q. ⊓⊔

Lemma 14. Suppose that there exists an adversary A where |AdvGameκ−
A (λ) − AdvGameκ

A (λ)| = ϵ.
Then there exists an algorithm Bκ such that AdvDS2

Bκ
(λ) = ϵ− (d+3)/q, with K0 = 1, {Ki = n1}i∈[d]

and N0 = 3, {Ni = 2ni}i∈[d].

Proof. Bκ is given

D :=
(
G; g

b1,0

1 , g
b3,0

1 , g
b∗
1,0

1 , g
b∗
2,0

1 , g
b∗
3,0

1 , U1,0, {g
b1,i

1 , . . . , g
bni,i

1 , g
b∗
1,i

2 , . . . , g
b∗
2ni,i

2 , U1,i, . . . , Uni,i}i∈[d], µ2
)
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along with T1,0, {T1,i, . . . , Tni,i}i∈[d]. We require that Bκ decides whether T1,0, {T1,i, . . . , Tni,i}i∈[d]
are distributed as

g
τ1b∗

1,0

1 ,

{
g
τ1b∗

1,i

1 , . . . , g
τ1b∗

ni,i

1

}
i∈[d]

or g
τ1b∗

1,0+τ2b∗
2,0

1 ,

{
g
τ1b∗

1,i+τ2b∗
ni+1,i

1 , . . . , g
τ1b∗

ni,i
+τ2b∗

2ni,i

1

}
i∈[d]

.

Bκ acts in the same way as Bκ− in the proof of Lemma 13 except that K0 is responded as:

K0 := T
−θ′0
1,0 · g

−s′0d
∗
1,0+d∗

3,0

2 · gθ
′′
0d

∗
2,0

2 ,

where θ′′0 ←r Zq.

Now, if T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to

g
τ1b1,0

1 ,
{
g
τ1b1,i

1 , . . . , g
τ1bni,i

1

}
i∈[d]

,

then the κ-th responding key query is a properly distributed normal key while the challenge cipher-
text is a semi-functional ciphertext of type 2 except with probability (2 + d)/q (namely, the cases
µ2 defined in Subspace problem is zero, ζ0 or there exists i ∈ [d] such that (χ1,i, . . . , χni,i) defined
in Equations 17 and 19 is zero or the zero vector) from Lemma 1. In this case, Bκ has properly
simulated Gameκ− .

If T1,0, {T1,i, . . . , Tni,i}i∈[d] are equal to

g
τ1b∗

1,0

1 ,

{
g
τ1b∗

1,i

1 , . . . , g
τ1b∗

ni,i

1

}
i∈[d]

,

then the κ-th responding key query is a properly distributed semi-functional key of type 1 while the
challenge ciphertext is a semi-functional ciphertext of type 1 except with probability 1/q (namely,
the case τ2 defined in Subspace problem is zero) from Lemma 1. Thus, Bκ− has properly simulated
Gameκ−1.

In summary, Bκ has properly simulated either Gameκ− or Gameκ for A, depending on the
distribution of T1,0, {T1,i, . . . , Tni,i}i∈[d]. It can therefore leverage A’s advantage ϵ between these
games to obtain an advantage ϵ − (d + 3)/q against the Subspace assumption in G2, namely
AdvDS2

Bκ
(λ) = ϵ− (d+ 3)/q. ⊓⊔

Lemma 15. For any adversary A, AdvGameFinal
A (λ) ≤ Adv

Gameqn
A (λ) + 1/q.

Proof. To prove this lemma, we show the joint distributions of(
PP,CT

(SF2)
Γ ∗ ,

{
SK

(SF2)
Aℓ

}
ℓ=1,...,qn

)
in Gameqn and that of (

PP,CT
(R)
Γ ∗ ,

{
SK

(SF2)
Aℓ

}
ℓ=1,...,qn

)
in GameFinal are equivalent for the adversary’s view, where CT

(R)
Γ ∗ is a semi-functional encryption of

a random message in GT .
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By definition, we only need to consider elements based on D0 := (d1,0,d2,0,d3,0) and D∗
0 :=

(d∗
1,0,d

∗
2,0,d

∗
3,0). For this purpose, we pick ξ ←r Zq and define new dual orthonormal bases F0 :=

(f1,0, f2,0, f3,0), and F∗
0 := (f∗1,0, f

∗
2,0, f

∗
3,0) as follows: f1,0

f2,0
f3,0

 :=

1 0 0
0 1 ξ
0 0 1

d1,0

d2,0

d3,0

 ,

 f∗1,0
f∗2,0
f∗3,0

 :=

1 0 0
0 1 0
0 −ξ 1

d∗
1,0

d∗
2,0

d∗
3,0

 .

It is easy to verify that F0 and F∗
0 are also dual orthonormal, and are distributed the same as D0

and D∗
0.

Then the public parameters, challenge ciphertext for Γ ∗, and queried secret keys for

{Aℓ}ℓ=1,...,qn , (PP,CT
(SF)
x∗
β
, {SK(SF)

vℓ }ℓ=1,...,qn) in Gameqn are expressed over bases D0 and D∗
0 as

PP :=
{
G; gT , g

d1,0

1 , g
d3,0

1 , . . .
}

CT
(SF)
Γ ∗ :=

{
C := m · gzT , C0 := g

z0d1,0+ζ0d2,0+zd3,0

1 , . . .
}
,{

SK
(SF)
Aℓ

:=
{
Aℓ,K0,ℓ := g

−s0,ℓd
∗
1,0+θ0,ℓd

∗
2,0+d∗

3,0

2 , . . .
}}

ℓ=1,...,qn
.

Then we can express them over bases F0 and F∗
0 as

PP :=
{
G; gT , g

f1,0
1 , g

f3,0
1 , . . .

}
CT

(SF)
Γ ∗ :=

{
C := m · gzT , C0 := g

z0f1,0+ζ0f2,0+z′f3,0
1 , . . .

}
,{

SK
(SF)
Aℓ

:=

{
Aℓ,K0,ℓ := g

−s0,ℓf
∗
1,0+θ′0,ℓf

∗
2,0+f∗3,0

2 , . . .

}}
ℓ=1,...,qn

where

z′ := z − ζ0ξ,{
θ′0,ℓ := θ0,ℓ + ξ

}
ℓ∈[qn]

,

which are all uniformly distributed if ζ0 ̸= 0 since ξ, {θ0,ℓ}ℓ∈[qn] are all uniformly picked from Zq.
In other words, the coefficients (z0, ζ0, z) of d0,1,d0,2,d0,3 in the C0 term of the challenge ci-

phertext is changed to coefficients (z0, ζ0, z
′) ∈ Z3

q of f1,0, f2,0, f3,0. The challenge ciphertext can be
viewed as a semi-functional encryption of a random message in GT , since z in the C is hidden.
Moreover, all other coefficients are all well distributed. Thus(

PP,CT
(SF2)
Γ ∗ ,

{
SK

(SF2)
Aℓ

}
ℓ=1,...,qn

)
expressed over bases F and F∗ is properly distributed as(

PP,CT
(R)
Γ ∗ ,

{
SK

(SF2)
Aℓ

}
ℓ=1,...,qn

)
in GameFinal.
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In the adversary’s view, both (D0,D∗
0) and (F0,F∗

0) are consistent with the same public param-
eters. Therefore, the challenge ciphertext and queried secret keys above can be expressed as keys
and ciphertext in two ways, in Gameqn over bases (D0,D∗

0) and in GameFinal over bases (F0,F∗
0).

Thus, Gameqn and GameFinal are statistically indistinguishable except with probability 1/q (namely,
the case ζ0 = 0). ⊓⊔

Lemma 16. For any adversary A, AdvGameFinal
A (λ) = 0.

Proof. The value of β is independent from the adversary’s view in GameFinal. Hence,
AdvGameFinal

A (λ) = 0. ⊓⊔

8 Conclusion

In this paper, we presented Subspace assumptions derived from the SXDH assumption. We also
instantiate our framework to (anonymous) IBE, IPE, and KP-FE schemes. By shifting from the
DLIN assumption to the simpler SXDH assumption, our schemes that are syntactically simpler and
achieve shorter parameters.

Acknowledgments. We thank David Freeman, Kenny Paterson and the anonymous referees for
helpful comments on an earlier draft of this paper.
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A Hierarchical Identity-Based Encryption

We present a HIBE scheme, which is essentially a special case of our KP-FE.

Construction. We begin with our HIBE scheme:

– Setup(1λ, d) This algorithm takes in the security parameter λ, a depth parameter d and generates
a bilinear pairing G := (q,G1, G2, GT , g1, g2, e) for sufficiently large prime order q. The algorithm
samples random dual orthonormal bases, {(Di,D∗

i )}i=0,...,d ←r Dual(Z3
q ,Z4

q , . . . ,Z4
q). It outputs

the public parameters as

PP :=

{
G; gT , g

d1,0

1 , g
d3,0

1 ,
{
g
d1,i

1 , g
d2,i

1

}
i=1,...,d

, g
d∗
1,0

1 ,
{
g
d∗
1,i

1 , g
d∗
2,i

1

}
i=1,...,d

}
∈ GT × (G3

1)
2 × (G4

1)
2d ×G3

2 × (G4
2)

2d

and the master key

MK := g
d∗
3,0

1 ∈ G3
2.

– KeyGen(PP,MK, (id1, . . . , idℓ)) This algorithm picks r1, . . . , rℓ, s1, . . . , sℓ ←r Zq and sets s0 :=
s1 + · · ·+ sℓ. The secret key is computed as

SK(id1,...,idℓ) :=

{
K0 := g

−s0d∗
1,0+d∗

3,0

2 ,
{
Ki := g

sid
∗
1,i+ri(idid

∗
1,i−d∗

2,i)

2

}
i=1,...,ℓ

}
∈ G3

2 × (G4
2)

ℓ.

– Enc(PP, (id1, . . . , idℓ),m) This algorithm picks z, z0 ←r Zq and forms the ciphertext as

CT(id1,...,idℓ) :=

{
C := m · gzT ,C0 := g

z0d1,0+zd3,0

1 ,
{
Ci := g

z0(d1,i+idid2,i)
1

}
i=1,...,ℓ

}
∈ GT×G3

1×(G4
1)

ℓ.

– Dec(PP, SK(id1,...,idℓ),CT(id1,...,idℓ)) This algorithm computes the message as

m := C/

(
e(C0,K0) ·

ℓ∏
i=1

e(Ci,Ki)

)
∈ GT
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– KeyDel(PP,SK(id1,...,idℓ), (id
′
1, . . . , id

′
ℓ)) This algorithm picks r′1, . . . , r

′
ℓ′ , s

′
1, . . . , s

′
ℓ′ ←r Zq and sets

s′0 := s′1 + · · ·+ s′ℓ′ . The secret key is computed as

SK(id′1,...,id
′
ℓ′ )

:=

{
K′
0 := K0 · g

−s′0d
∗
1,0

2 ,

{
K′
i := Ki · g

s′id
∗
1,i+r′i(id

′
id

∗
1,i−d∗

2,i)

2

}
i=1,...,ℓ′

}
∈ G3

2 × (G4
2)

ℓ′ .

Correctness.

e(C0,K0) ·
ℓ∏

i=1

e(Ci,Ki) = g−s0z0+z
T ·

ℓ∏
i=1

gsiz0T

= g
z0(−s0+

∑ℓ
i=1 sj)+z

T = gzT .
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