arXiv:1907.11812v1 [cs.IT] 26 Jul 2019

MONOMIAL-CARTESIAN CODES AND THEIR DUALS, WITH
APPLICATIONS TO LCD CODES, QUANTUM CODES, AND
LOCALLY RECOVERABLE CODES

HIRAM H. LOPEZ, GRETCHEN L. MATTHEWS, AND IVAN SOPRUNOV

ABSTRACT. A monomial-Cartesian code is an evaluation code defined by evaluating
a set of monomials over a Cartesian product. It is a generalization of some families
of codes in the literature, for instance toric codes, affine Cartesian codes and J-affine
variety codes. In this work we use the vanishing ideal of the Cartesian product to give a
description of the dual of a monomial-Cartesian code. Then we use such description of
the dual to prove the existence of quantum error correcting codes and MDS quantum
error correcting codes. Finally we show that the direct product of monomial-Cartesian
codes is a locally recoverable code with ¢-availability if at least ¢ of the components
are locally recoverable codes.

1. INTRODUCTION

Let K =T, be a finite field with ¢ elements and R = K{z1,...,z,,] the polynomial
ring over K in m variables. We write K* = K \ {0} for the multiplicative group of
K. Given a lattice point a € ZT, we use & to denote the corresponding monomial

in R, ie % =27 - 2% for a = (ay,...,an,). Given a positive integer ¢, we define
) =A{1,...,¢}.
A monomial-Cartesian code is defined as follows. Fix non-empty subsets Si,..., S,

of K. Define their Cartesian product as
S=5x---x85, CK™.

Furthermore, let A C ZZ; be a finite lattice set and L£(A) the subspace of polynomials
of R that are K-linear combinations of monomials with exponents in A:

L(A) = Spang{x®:a € A} C R.

Fix a linear order of the points in & = {s1,...,8,}, 81 < -++ < 8. This defines the
evaluation map

evs: L(A) — KIS
.f — (.f(sl)a"'af(sn))'
In what follows, n; := |S;|, the cardinality of \S; for i € [m]. From now on, we assume
that A C {0,...,ny — 1} x --- x {0,...,n, — 1}, that is the degree of each f € L(A)
in z; is less than |S;|. In this case the evaluation map evg is injective (see the proof of
Proposition 2.]).
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Definition 1.1. Let S C K™ and A C ZZ, be as above. The image evs(£(A)) € K'¥lis
called the monomial-Cartesian code associated with S and A. We denote it by C(S, A).
By an abuse of notation, if @ € A then C(S,a) denotes the code C(S,{a}).

The monomial-Cartesian code has the following parameters (Proposition 2.1]). Its
length and dimension are given by n = |S| and k = dimg C(S, A) = |A|, respectively.
Recall that the minimum weight of a code C' is given by

0(C) = min{|supp(c)| : 0 # ¢ € C},

where supp(c) denotes the support of ¢, that is the set of all non-zero entries of c.
Unlike the case of the length and the dimension, in general, there is no explicit formula
for 6C(S,A) in terms of S and A. For toric codes, some explicit formulas appear in
[35] and non-trivial bounds appear in [34] when m = 2. In the following proposition
we mention a simple formula for the direct product of monomial-Cartesian codes. We
consider them in Section 4l

Proposition 1.2. Let C(S1,A) and C(S2, B) be monomial-Cartesian codes and con-
sider their direct product C(Sy x S, A x B). Then

5 (C(Sy X Sz, A x B)) = 6 (C(Sy, A)) 8 (C(Sa, B)) .

Previous result can be proven doing a slight modification to the proof of [35, Theorem
2.1] or because [42], Theorem 3 ¢)]. There is also an inductive lower bound for ¢ (C(S, A))
in terms minimum weights of monomial-Cartesian codes corresponding to projections
and fibers of A along coordinate subspaces. It is stated in [36, Theorem 4.1] in the case
of generalized toric codes, but the statement and the proof can be easily adapted to
arbitrary monomial-Cartesian codes.

The dual of the code C' is defined by
Ct={wecK":w-c=0forall ce C},

where w - ¢ represents the FEuclidean inner product. The code C' is called a linear
complementary dual (LCD) [30] if C NC* = {0}, and is called a self-orthogonal code if
C+ c C. In [10], Carlet, Mesnager, Tang, Qi, and Pellikaan show that any linear code
over F, with ¢ > 3 is equivalent to an LCD code; even so, explicit constructions can
be elusive. In this paper, we provide a characterization for monomial-Cartesian codes
which are LCD, thus providing explicit constructions of LCD codes.

Instances of monomial-Cartesian codes for particular families of lattice sets A and
Cartesian products & have been extensively studied in the literature. For example, a
Reed-Muller code of order r in the sense of [39, p. 37] is the monomial-Cartesian code
C(K™ A,), where A, = {(ay,...,am) € Z%y: a1 +---+a, < r}. Note that in this case
L(A,) = R<,, the set of all polynomials of degree at most .

Another example of a monomial-Cartesian code is a toric code C((K*)™ | Ap), where
Ap = PN Z™ is the set of lattice points of a convex lattice polytope P C R™ and
(K*)™ is the Cartesian product with S; = --- = S,, = K*. Good references for toric
codes are [23], 25] 35].

An affine Cartesian code of order r is a monomial-Cartesian code C(S, A,), where
A, is as above and S is an arbitrary Cartesian set. This family of codes appeared
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first time in [20] and then independently in [2§]. In [20], the authors study the basic
parameters of Cartesian codes, they determine optimal weights for the case when A,
is the Cartesian product of two sets, and then present two list decoding algorithms. In
[28] the authors study the vanishing ideal I(S). Using commutative algebra tools such
as regularity, degree, and Hilbert function, the authors determine the basic parameters
of Cartesian codes in terms of the size of the components of the Cartesian product. In
[11], the author shows some results on higher Hamming weights of Cartesian codes and
gives a different proof for the minimum distance using the concepts of Grébner basis and
footprint of an ideal. In [I2] the authors find several values for the second least weight of
codewords, also known as the next-to-minimal Hamming weight. In [2] the authors find
the generalized Hamming weights and the dual of Cartesian codes. In [27] the authors
study the dual of a generalized Cartesian product and the property of being LCD, i.e.,
when the code and the dual have zero intersection.

Let § € K™ and A C ZY, be as above. In this work we are interested in the
properties and applications of the monomial-Cartesian code C(S, A). In Section 2 we
give a nice description of the dual of the code C(S, A) in terms of the complement of
the set A and the vanishing ideal of the set of points S. Our main theorem generalizes
some results of [3, 19, 18] and [33], where the dual of toric codes, J-affine variety
codes and generalized toric codes are studied. The representation for the dual gives
rise to a Goppa representation for C'(S, A), which may open the path for an efficiently
decoding algorithm, because such representation is the key to decode the well-known
Reed-Solomon codes. It is important to remark that there are decoding algorithms in
the literature that can be used to decode particular cases of monomial-Cartesian codes,
but the complexity is not as good as the one for the Reed-Solomon codes. For instance,
the decoding algorithm developed by [17] depends of finding a Grdébner basis for each
received codeword, and it would decode monomial-Cartesian codes on the case when S
is arbitrary and A C ZZ, are the smallest elements for a fixed monomial order in ZZj,.
Excellent references about how to decode linear codes using Grobner basis are [4] (5] 6]
and [7].

The monomial-Cartesian code construction provides the flexibility needed for some
applications, such as that of quantum error-correcting codes and locally recoverable
codes. Quantum codes support resilience of quantum information by correcting bit and
phase flip errors in qudits, quantum digits, which is fundamental to fault-tolerant quan-
tum computation. While the goal of quantum codes is similar to that of linear codes,
new techniques are needed for their construction due to the inability to duplicate quan-
tum information. Even so, there is a link between quantum codes and classical linear
codes, due to independent work of Calderbank and Shor [§] and Steane [37]. Indeed,
the CSS construction uses linear codes which contain their duals to construct quantum
codes. A family of codes called J-affine variety codes were introduced and studied in
[19] and [18], respectively. This family of codes can be seen as monomial-Cartesian codes
C(S, A) with the condition that n; —1 divides ¢— 1. Inspired by those works, where the
authors use J-affine variety codes to prove the existence of quantum error correcting
codes we use monomial-Cartesian codes in Section [3] to prove the existence of quantum
error correcting codes with certain parameters. An [[n, k, d]], quantum code satisfies the
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quantum Singleton bound [26]
k<n-—2d+2.

If kK =mn—2d+2 then the quantum code is called quantum mazimum-distance-separable
(MDS) code. We obtain quantum MDS codes from monomial-Cartesian codes, making
use of knowledge of the dual.

The idea of a locally recoverable code is that every coordinate depends of a few
other coordinates. By “depends” we mean that if one of the coordinates is erased, then
that coordinate can be recovered using some coordinates. Of course, it is desirable that
“some” is small. The concept of t-availability means that for any coordinate there are
t pair disjoint subsets of a few coordinates each in such a way that the each subset
can be used to recover such coordinate. Traditionally, for locality and availability it
is assumed that the received coordinates are correct, but it may happens in practice
that the received coordinates that are not erased contain also errors. Previous situation
with errors gives rise to the codes known as locally recoverable codes with local error
detection, which was introduced recently in [32]. Section @] we study local properties for
direct product of monomial-Cartesian codes.

More information about basic theory for coding theory can be found in [24] 29 [40].
More constructions of evaluation codes can be seen in [13| [14] 2] 31]. Excellent references
for theory of vanishing ideals and its properties are [15] [16] 22], 41].

2. DUAL OF MONOMIAL-CARTESIAN CODES

Denote the variables z1,...,z,, by @. An important characteristic for monomial-
Cartesian codes and evaluation codes in general is the fact that we can use commutative
algebra methods to study them. The kernel of the evaluation map evg is precisely
L(A) N I(S), where I(S) is the vanishing ideal of S consisting of all polynomials of
R that vanish on §. Thus, algebraic properties of R/ (L (A)NI(S)) are related to the
basic parameters of C'(S, A). For each i € [m], define the polynomial

(2.1) Li(x;) == [ (z:i—s;).
5;€5;

The vanishing ideal of the Cartesian product § is given by I(S) = (Li(z1), ..., Ln(xm)) ,
[28, Lemma 2.3]. Moreover, let < be the graded-lezicographic order on the set of mono-
mials of R. This order is defined in the following way: " ---z% < 28 ... 2b= if and
only if Y™ a; < >0 b or Y. a; = >t b and the leftmost nonzero entry in
(by — aq, ..., by — ay,) is positive. From now on we fix the order <. Then, according
to [15], Proposition 4], {Li(x1), ..., Lm(2m)} is a Grébner basis of I(S), relative to the
order <.

Proposition 2.1. The dimension and the length of the monomial-Cartesian code
C(S,A) are given by |A| and |S|, respectively.

Proof. Tt is enough to show that the evaluation map evs: £(A) — KI5 is injective. By
above Ker(evs) = £ (A)NI(S). On one hand, by assumption deg, (f) < n; forevery f €
L(A) and i € [m]. On the other hand, I(S) has a Grobner basis {Li(z1), ..., Lin(zm)}
with deg, (L;) = n; for each i € [m]. Therefore, £ (A) N I(S) is trivial. O
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Definition 2.2. For s = (s1,...,8,) € S and f € R, define the residue of f at s as
—1

(2.2) Res f=f(s) | [[ TI (si— )
=1 steS;\{s:}
For simplicity, we introduce the following notation for the residues vector

Ress f = (Ress, f,...,Ress, f).

Remark 2.3. Note that Ress : R — KIS is a linear map which is injective on the
subspace of polynomials f satisfying deg, (f) < n;. This follows from the definition of
the residue and the proof of Proposition 2.1]

By [2, Theorem 5.7] or [27, Theorem 2.3], the dual of the monomial-Cartesian code
C(S,0) C K!8 where 0 is the zero vector in 7'y, is given by
C(Su O)J_ = SpanK { ReSS f : deg(f) < Z(nl - 1)7 degmz(f) < nz}
i=1

This implies

(2.3) ZRessi f=0, for f € R with deg(f) < Z(n, —1) and deg, (f) < n;.
i=1 i=1

By the division algorithm there are polynomials ¢; ; and r; ; in K[z;] for i € [m], such
that

(24) Lz = qui,j_l —+ Ti,j—la

and deg(r;;_1) < j. For every b = (by,...,by) in ZZ, define the polynomial

(2.5) Qp(x) == H Qi (i)

These polynomials Q) € R help to describe the dual of a monomial-Cartesian code.

Lemma 2.4. Let B ={0,...,ny — 1} x --- x {0,...,n,, — 1}. For any a € B, the
set {RessQp : b € B,b# a} forms a basis for the dual C(S,a)* of the monomial-
Cartesian code C(S,a).

Proof. By definition, deg, (Qp) = n; — (b; +1). This implies that the Qp for b € B have
pairwise distinct multidegrees (with respect to the graded-lexicographic order). Thus
the set {Qp : b € B,b # a} is linearly independent. Furthermore, by Remark 23] its
image under the residue map {Ress@Qp : b € B, b # a} spans a subspace of dimension
S i(ni—1)—1=dimC(a,S)*.

Now we check the inner product. Let f denote the normal form of f with respect to
the Grébner basis {Li(x1),. .., Lyn(7,,)}. Note that Res,, f = Res,, f for any i € [n]
and f € R. Therefore,

n n n
(sf,...,8%) - Ress Qp = Z s? Ress, Qp = Z Ress, x%Qp = Z Ress, £2Qp.
i=1 i=1 i=1
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It remained to show that > "  Ress, 2Qp = 0. For this we check the conditions in
Equation (Z3). We have

A T a2+n2—(bz+1) 1faz§b17
(2.6) deg,, (z*Qu(x)) < { a;—1 if a; > b;.

Indeed, the first inequality is clear. For the second one, when a; > b; the devision
algorithm and Equation [2.4] provide

deg,, (z9Qp(x)) = deg,, (17qip (1:)) = deg,, (7" V4 (22)) < ai.

Now, since a # b, there is j € [m] such that a; # b;. Then (2.6) implies
deg,. (x2Qp(x)) < n; — 1.

Also, (Z6)) provides deg, (z*Qp(x)) < n; for all i € [m]\ {j}. Therefore, both condi-
tions of (23)) are satisfied which shows that > | Res,, €*Qp = 0. O

Example 2.5. Let K = F; and assume S = {1,3,4,5} C K. On this case Li(z1) =
(Il - 1)(I1 - 3)(5(71 - 4)(I1 - 5) and

Ll(xl):xl\(xi’+:c%+3:c1+5)l+ 4 . Li(zq) = o} (2] + 21 + 3) + 521 + 4,

~~

@o(z1) ro(z1) a(z1) ri(z1)

Li(z)) =23 (xy + 1)+ 323 + 521 +4,  Li(zy) =2 (1) +2° 4+ 327 + 5y + 4.
N——— N—— ~—~ - P /
q2(21) r2(21) q3(21) r3(z1)

Then we have the following duals of C'(S,a) for a € A.

C(8,0)t = Span {Ress q1, Ress g2, Ress ¢z}, C(S, 1)+ = Spany {Ress qo, Ress ¢2, Ress g3},
C(8,2)* = Spany {Ress qo, Ress q1, Ress gz}, C(S,3)* = Spany {Ress qo, Ress ¢1, Ress ¢z} -

Example 2.6. Let K = F;. Consider the following Cartesian set: & =
{0,1,3,5,6} C K2. On this case Li(zy) = x1(z; — 2)(x1 — 3) and Lo(zs)
1)(z2 — 3)(z2 — 5)(x2 — 6). Then we have

{0, 3}><
= a(ez
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Li(z1) =21 (27 + 221+ 6) + 0, Lo(xa) = o (25 + 6:):§v+ Ty + 6)J+ 0 ,
a10(x1) r1,0(z1) 2.0(x2) r2,0(z2)
Li(z) =22 (1 +2)+ 627 , Lo(z9) = 22 (23 + 622 + 1) + 625
1(21) =z (21 + 2) 1 2(g) = 3 (25 + 625 4 1) 2
Q1,1(961) 7“1’1(1'1) q271(1‘2) T2’1(SC2)
Li(x) =23 (1) +227 + 6wy, Lo(z2) = a3 (23 + 6x2) + 23 + 62,
~N Y —_——
q1,2(z1) r1,2(x1) q2,2(x2) 72,2(22)

LQ(LIZ'Q) = LIZ‘% (213'2 + 6) +.§(3% + 6213'2,
—_—— —\—

q2,3(x2) r2,3(x2)

Lo(wy) = 25 (1) + 65 + 23 + 615
- —

q2,4(x2) ro.a(x2)

Then, the dual of C(S,a) for a = (2,3) is given by
C(S,(2,3))" = Spang {Ress Qp : b€ {0,1,2} x {0,1,2,3,4},b # (2,3)}.

In other words, we take the residue of all the products ¢; ¢z ; except when (i, j) is the
given point (2, 3).

Theorem 2.7. Let S = S;x-+-x S, CK™ and B=1{0,...,n1—1}x---x{0,...,n,—
1}y € Z™. For any A C B, the set {RessQp : b € B\ A} forms a basis for the dual
C(8, At of the monomial-Cartesian code C(S, A).

Proof. As for any two points a;,as € A we have that C(S,{a1,as})* = C(S,a;)* N
C(8,as)*, the result is a consequence of Lemma 2.4 O

Example 2.8. Let K = F; and assume S = {1,3,4,5} C K as in Example 25 As

before we have Ly(z1) = (x1 — 1)(x1 — 3)(z1 — 4)(z1 — 5) and
Li(z1) = 21 (2} + 27 Jvr 371 + 5)J+ 4 . Li(z1) =2} (2] + 214 3) + 52y + 4,

rofen) won i)

qo(z1)

Li(xy) = 23 (2 + 1) + 322 + 52, + 4, Li(xy) =2t (1) +2°+ 322 + 521 +4.
q2(z1) ra(z1) q3(z1) r3(z1)

Then we obtain the following dual codes. C(S,{2,3})* = Spany {Ress qo, Ress q1} ,
C(8,{0,2})+ = Span {Ress q1, Ress g3} and C(S, {1,2,3})* = Spany {Ress ¢} -

Example 2.9. Let K = F;. Consider the following Cartesian set: S = {0,2,3} x
{0,1,3,5,6} C K?2. On this case Ly(z;) = x1(z; — 2)(z; — 3) and Lo(xs) = xo(x9 —
1)(zy — 3)(z2 — 5)(z2 — 6). We have
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Li(z1) =21 (27 + 221+ 6) + 0, Lo(xa) = o (25 + 6:):§v+ Ty + 6)J+ 0 ,
a10(x1) r1,0(z1) 2.0(x2) r2,0(z2)
Li(z) =22 (1 +2)+ 627 , Lo(z9) = 22 (23 + 622 + 1) + 625
1(21) =z (21 + 2) 1 2(g) = 3 (25 + 625 4 1) 2
Q1,1(961) 7“1’1(1'1) q271(1‘2) Tz’l(xz)
Li(x) =23 (1) +227 + 6wy, Lo(z2) = a3 (23 + 6x2) + 23 + 62,
~N Y —_——
q1,2(z1) r1,2(x1) q2,2(x2) 72,2(22)

LQ(LUQ) = LU% (LUQ + 6) +.§C% + 6LU2,
—_—— —\—

q2,3(x2) r2,3(x2)

Lo(wy) = 25 (1) + 65 + 23 + 615
~ ——
q2,4(72) r2,4(72)

Then, the dual of the code C(S,{(0,1),(3,5)}) is given by
C(8,{(0,1),(3,5)})*" = Spany {Ress Qp : b€ {0,1,2} x {0,1,2,3,4},b¢ {(0,1),(3,5)}}.

In other words, we take the residue of all the products ¢; ;g2 ; except when (7, j) is either
(0,1) or (3,5).

3. QUANTUM ERROR CORRECTING CODES

In this section, we give some applications of Monomial-Cartesian codes to quantum
error correcting codes. Our main result shows how to use monomial-Cartesian codes
to find quantum error correction codes and MDS quantum error correction codes. We
continue using same notation than previous sections, in particular S = 51 x --- x S, C
K™ n;:=|S], Ac{0,...,ny —1} x---x{0,...,n, — 1}, and L(A) = Span,{x® :
ac A} CR.

First, we provide a slightly different representation for the dual of a monomial-
Cartesian code.

Definition 3.1. Let F(x) be the unique element in R such that deg, F(x) <n; and
F(S> = (HZZI HS;GSi\{Si} (Si - S;))

Observe that the polynomial F'(x) can be found using interpolation:

1
for every s = (s1,...,8m) € S.

Z H:ll Hs;esi\{s@-} (:L’, B s;)
5"
(81 ..... Sm)ES (HZI HSQESi\{Si} (Si - S;))

Theorem 3.2. Let S = Sy x -+ x S, € K™ and B = {0,...,ny — 1} x -+ X
{0,....n, — 1} C Z™. Let F(x) be as defined in Definition [31. For any A C B,
the set {evs(FQyp) : b€ B\ A} forms a basis for the dual C(S, A)* of the monomial-
Cartesian code C(S, A).
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Proof. Because the definition of F(x) and Ress(Qp, it is clear that RessQp
eVS(FQb).

Lemma 3.3. Let fi,..., fx,91,--.,90 € L(A). Then Spang{evs(fi),...,evs(fr)}
Spang{evs(gi), .- .,evs(ge)} if and only if Spang{fi,..., fr} C Spang{gi,...,ge}.

Proof. This is a consequence to the fact that the evaluation function evg is injective. [

N O

Using previous result we can give conditions to determine if a monomial-Cartesian
code is self-orthogonal or LCD. An important application for LCD codes can be found
in [9].

Theorem 3.4. Let S =S; X --- xS, CK™ and AC B={0,...,ny —1} x -+ X
{0,...,nm — 1} CZ™. Let F(x) be as defined in Definition[31. Then

(a) C(S,A)* C C(S, A) if and only if Spany {FQp : b € B\ A} C Spany {*:a € A}.
(b) C(S, A) is LCD if and only if Spany {FQp : b € B\ A} (| Spany {z®:a € A} =0.
Where FQyp denotes the normal form of the polynomial F'Qp with respect to the Grobner
basis {L1(x1), ..., Lin(m)} .

Proof. The result is a consequence of Lemma B3] and Theorem 3.2 O

Next, we describe some properties for the polynomial F'(x) in order to find conditions
that satisfy part (a) from Theorem 3.4

Proposition 3.5. If ¢ > n; > q/2 for all i € [m], then deg, (F(x)) < q—n;.

Proof. Define
B I Hs;eK\Si (z; — s7)

F'(x) : =

Observe that if s = (s1,...,8,) €S, then
-1
[locrvs (51 =50 Tlaerrs, (5m — s3) -
i€K\S: .. LIsERNS: = H H (5, — s})

Fi(s) = 1 1

=1 sQESi\{si}
Last equality is true because for every i € [m] we have —1 = [, (5 (8i— ). If
n; > q/2, then deg, F'(x) =q—n; <n;. Thus F(xz) = F'(x), because I'(x) — F'(x) €
I(S). If n; = q/2, then defining F' by interpolation we get deg, F' <n; =q—n;. O

The following theorems gives a path to construct quantum and MDS quantum codes.

Theorem 3.6. Let S = 51 X -+- x S, € K™ such that ¢ > n; = |S;| > q/2 for all
i € [m]. Forevery t = (t1,...,ty,) €{0,...,ny — [2]} x---x{0,...,ny — [2]} C Z™
define the set Ay ={0,...,ny —1—t;} x---x{0,...,n, — 1 —t,}, then C(S, Ay)* C
C(S, Ayp).

Proof. Define B={0,...,ny—1}x---x{0,...,n, —1} C Z™ and take b € B\ A;. By
Theorem B4 (a) we just need to check that FQp € Spany {x® : a € A;}. By definition
Qb(:c) = H:il Qi,bi(xi>7 where LZ(LUZ) = I?i—l—lqi,bi(xi) + Ti,bi(xi)- It means qubz(xl) S
Span {1,...,:17?1'_61'_2}. As b € B\ A, then n; — 1 —¢; < b;, thus n;, — b — 2 <
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t; — 1. We obtain deg g;,(7;) < t; — 1. By Proposition 3 deg, (F(x)) < q¢ — n;. Thus
deg,, FQp < q —n; +t; —1 < n; — 1 —t;. Last inequality holds because ¢; < n; — [{]
and implies that F'Qp = FQp € Spang {x®:a € A;}. O

Now we state an important result to construct stabilizer codes.

Lemma 3.7. [I, Lemma 17] If there exists a classical linear [n,k,d|, code C such that
C+ C C, then there exists an [[n,2k — n,d]|, stabilizer code that is pure to d. If the
minimum distance of C+ exceeds d, then the stabilizer code is pure and has minimum
distance d.

Theorem 3.8. Let S = 51 X -+- x S, € K™ such that ¢ > n; = |S;| > q/2 for all
i € [m]. Forevery t = (t1,...,tn) €{0,...,n1 — [§]} x---x{0,...,n, — [L]} CZ™
there exists an [[[[;e; ni, 2112y (ni — t;) — n, [[2, (t; + 1)]], stabilizer code that is pure
to t1---tp,.

Proof. The idea is to apply Lemma 3.7 to Theorem By Theorem we have that
for At = {0,...,71,1 —1 —tl} X e X {O,...,nm —1 —tm}, C(S,At)l C C(S,At) It
is clear that the length and dimension of C(S, A;) are given by n and [[",(n; — ),
respectively. Finally, the minimum distance comes from Proposition [I.2] U

Previous result gives a very simple path to prove the existence of quantum error
correcting codes with certain parameters.

Example 3.9. Let K = Fy and take n; = 35,n, = 40,t; = 5 and t, = 8. By
Theorem [B.8 we have that there exist the following quantum error correcting codes:
[[35,25,6]]49, [[40,24,9]]49 and [[1400,320,54]]49

Observe that the first two of the previous examples are quantum MDS codes. Actually
it is possible to prove the existence of more of them.

Corollary 3.10. For every ¢ > n > q/2 and every 0 <t < n — [1] there exists an
MDS quantum code [[n,n — 2t,t + 1]],.

Proof. This is the particular case of Theorem [3.8 when m = 1. O

4. LOCAL PROPERTIES OF DIRECT PRODUCTS

Local properties for linear codes have been studied extensively in the context of dis-
tributed storage. The idea is that every coordinate of a linear code can be used to save
the information of a server, so n servers store a linear code of length n. Informally
speaking, a linear code is said to have locality r if for all elements of the code, every
coordinate 7 is a function of other r coordinates. It is important to remark that the set
of these r coordinates depend of i, but not of the codeword. In terms of distributed
storage, locality r means that if one of the n servers fails, then the information of the
failed server can be recovered by accessing r other servers (rather than n — 1). If one
of these r servers also fails, local recovery might not be possible. For that reason it is
useful to have availability. A linear code with availability ¢ means that every coordinate
can be recovered from t pairwise disjoint sets. Formal definitions follow.
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Definition 4.1. A linear code C of length n over K is a locally recoverable code with
locality r if for every position ¢ € [n] there exist a set R; C [n] \ {i} and a function
¢; + K" — K such that |R;| = r and for all ¢ = (c1,...,¢,) in C, ¢; = ¢ilc |r,)-
This definition represents that every coordinate ¢; for any codeword ¢ can be recovered
by the coordinates c;, where j € R;. The set R, is called a recovery set for the i-th
position.

Definition 4.2. A linear code C' is said to have t-availability with locality (rq,...,r;) if
every position ¢ € [n] has ¢ pairwise disjoint recovery sets Rii, ..., Ry with |R;;| = rj,
for j € [t].

Lemma 4.3. Let C(S1,A) and C(Sa, B) be locally recoverable monomial-Cartesian
codes with localities T and Ty, respectively. The direct product C(S; X Sa, A X B) has
2 -availability with locality (ry,1r3).

Proof. Observe that the coordinates of a monomial-Cartesian code are indexed by the
elements of the Cartesian product, for this reason every position will be given in terms
of the elements of the Cartesian product. Let s; and sy be elements of S; and So,
respectively. Let Rs, be a recovery set for s; of cardinality r; and R, a recovery
set for sy of cardinality 79, which exist because C(Si, A) and C(S,, B) are locally
recoverable monomial-Cartesian codes with locality r; and 79, respectively. In the code
C(S1 x 82, A x B), we claim the position (s1,s2) has recovery sets Rs, X {s2} and
{81} X RSQ.

Let ¢ be an element of C(S; X Sy, A x B). By definition of the direct product,
there is a polynomial f(x,y) € L(A x B) C K[z1,...,Zm;,Y1,---,Ym,] such that
c = (f(s,8))|ss)es1x8.- As f(x,82) € L(A) C Klz1,...,2m,], we can use the set
{f(s,82) | s € Rs,} to recover the value f(sy,ss). Thus Rs, x {sa} is a recovery set
for (s1,s2). In analogous way, {s1} X Rs, is a second recovery set for the same position
(81, 82). O

We come to the main result of this section, which shows how locally recoverable
monomial-Cartesian codes give rise to codes with availability.

Theorem 4.4. Let C(S1, Ay),...,C (S, Ar) be locally recoverable monomial-Cartesian
codes with localities 1, . .., 1y, respectively. The direct product C(Sy X« xSy, Ay X - -+ X
Ay) has t-availability with locality (11, ...,7).

Proof. This is a consequence of Lemma [A.3] because the product of two monomial-
Cartesian codes is again a monomial-Cartesian code. 0

Remark 4.5. As a corollary of Theorem [4.4] we obtain the family of codes obtained on
[38, Construction 4], which are direct products of sub-codes of Reed-Solomon codes.
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