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ON 2-PARENT-IDENTIFYING SET SYSTEMS

OF BLOCK SIZE 4

YUJIE GU AND SHOHEI SATAKE

Abstract. Parent-identifying set system is a kind of combinatorial
structures with applications to broadcast encryption. In this paper
we investigate the maximum number of blocks I2(n, 4) in a 2-parent-
identifying set system with ground set size n and block size 4. The
previous best-known lower bound states that I2(n, 4) = Ω(n4/3+o(1)).

We improve this lower bound by showing that I2(n, 4) = Ω(n3/2−o(1))
using techniques in additive number theory.

1. Introduction

Traitor tracing was introduced for broadcast encryption in order to pro-
tect the copyrighted digital contents [3, 4]. Over the recent decades, sev-
eral kinds of combinatorial structures which could be applied for the key-
distribution schemes against the piracy were proposed and extensively in-
vestigated, see [2, 4, 5, 11, 16] for example. In this paper our discussion is
based on the combinatorial model introduced in [16], which could be briefly
described in the following.

A dealer, who possesses the copyright of the data, has a set X of n
base decryption keys. The dealer would assign each authorized user, who
purchased the copyright of data, k based keys (i.e. a k-subset of X ), which,
based on a threshold secret sharing scheme, could be used to decrypt the
encrypted contents [16]. In this setting, we could assume an (n, k) set system
(X ,B) where X is the ground set of n base keys, and B is a family of k-
subsets of X representing all the authorized users. In a set system (X ,B),
each element of X is called a point, and each element of B is referred to as
a block. A t-collusion means that t dishonest users (traitors) B1, . . . , Bt ∈ B
work together to generate a k-subset (pirate) T ⊆ ∪1≤i≤tBi and illegally
redistribute T to the unauthorized users. To hinder the illegal redistribution
of the decryption key, once such pirate T is confiscated, the dealer would like
to trace back to at least one or more traitors in the coalition. This requires
that the set system (X ,B) should have some desired properties. Parent-
identifying set system, which was proposed in [5] as a variant of codes with
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the identifiable parent property (i.e. parent-identifying codes) in [11], could
provide a kind of traceability as follows.

Definition 1.1. A t-parent-identifying set system, denoted as t-IPPS(n, k),

is a pair (X ,B) such that |X | = n, B ⊆
(X
k

)

= {F ⊆ X : |F | = k}, with the
property that for any k-subset T ⊆ X , either Pt(T ) is empty, or

⋂

P∈Pt(T )

P 6= ∅,

where

Pt(T ) =

{

P ⊆ B : |P| ≤ t, T ⊆
⋃

B∈P
B

}

.

For a set T and a subset P ⊆ B, if T ⊆ ⋃

B∈P B, then we say P is a
possible parent set of T . As we can see, a key-distribution scheme based
on a t-parent-identifying set system could identify at least one traitor in a
collusion with at most t colluders. Indeed, if a pirate T is captured, one
could first find out Pt(T ) which is the collection of all the possible parent
sets of T with cardinality at most t. Then the guys who exist in every
P ∈ Pt(T ) must be colluders for generating pirate T .

The number of blocks B ∈ B is called the size of this t-IPPS(n, k). Denote
It(n, k) as the maximum size of a t-IPPS(n, k). An (n, k) set system (X ,B)
which is a t-IPPS(n, k) is called optimal if it has size It(n, k). Notice that
in the practical application, It(n, k) corresponds to the maximum number
of users which could be accommodated in the collusion-resistant system. In
what follows, we are interested with the value of It(n, k).

Throughout the paper we use the standard asymptotic notations. Let
f(n) > 0, g(n) > 0 for any positive integer n. Then (1) f(n) = o(g(n))
as n → ∞ if lim

n→∞
f(n)/g(n) = 0; (2) f(n) = O(g(n)) as n → ∞ if

lim sup
n→∞

f(n)/g(n) < ∞; (3) f(n) = Ω(g(n)) as n → ∞ if lim inf
n→∞

f(n)/g(n) >

0. We will omit the suffix “as n → ∞” when it is clear from the context.
In the literature, the best known general upper bound for It(n, k) is due

to [10].

Theorem 1.2 ([10]). Let n ≥ k ≥ 2, t ≥ 2 be integers. Then

It(n, k) ≤
(

n

⌈ k
⌊t2/4⌋+t

⌉

)

= O(n
⌈ k
⌊t2/4⌋+t

⌉
),

as n → ∞.

The best known general lower bound for It(n, k) is from [9] via a proba-
bilistic method.

Theorem 1.3 ([9]). Let k and t be positive integers such that t ≥ 2. Then
there exists a constant c, depending only on k and t, with the following
property. For any sufficiently large integer n, there exists a t-IPPS(n, k)

with size at least cn
k

µ−1 , that is, It(n, k) ≥ cn
k

µ−1 , where µ = ⌊( t2 + 1)2⌋.
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For a 2-IPPS(n, k), the following lemma provides an equivalent descrip-
tion as Definition 1.1.

Lemma 1.4 ([9]). An (n, k) set system (X ,B) is a 2-IPPS(n, k) if and only
if the following cases hold.

(IPPSa): For any three distinct blocks A,B,C ∈ B, we have

|(A ∪B) ∩ (A ∪ C) ∩ (B ∪ C)| < k.

(IPPSb): For any four distinct blocks A1, A2, B1, B2 ∈ B, we have

|(A1 ∪A2) ∩ (B1 ∪B2)| < k.

In this paper we shall investigate the value I2(n, 4) for 2-IPPS(n, 4), es-
pecially, when n is sufficiently large. Notice that it is reasonable to consider
large n and relatively small k. In fact, the dealer needs a large set of base
keys to accommodate amounts of authorized users, however, each authorized
user is usually assigned with a limited number of base keys which are used
as the user’s inputs to the decryption devices [9].

In the literature, an upper bound of I2(n, 4) which is better than that of
Theorem 1.2 was proven in [9] using a graph theoretic approach.

Lemma 1.5 ([9]). I2(n, 4) = o(n2).

Also a lower bound of I2(n, 4) which is slightly better than that of Theo-
rem 1.3 can be found in [15].

Lemma 1.6 ([15]). I2(n, 4) = Ω(n4/3+o(1)).

The objective of this paper is to improve this lower bound of I2(n, 4)
for 2-IPPS(n, 4) using techniques in additive number theory. Specifically,
we will show that I2(n, 4) = Ω(n3/2−o(1)) by providing a construction for
2-IPPS(n, 4).

The paper is organized as follows. In Section 2, we first present the useful
lemmas in additive number theory. Our new construction for 2-IPPS(n, 4)
is exhibited in Section 3. A discussion on IPPS and the known parent-
identifying codes is provided in Section 4. Finally concluding remarks are
made in Section 5.

2. Additive number theory

A linear equation with integer coefficients

(2.1)
∑

1≤i≤r

aixi = 0

in the r unknowns xi is homogeneous if
∑

1≤i≤r ai = 0. It is readily seen that

the homogeneous equation (2.1) has the translation invariance property, that
is, if (x1, . . . , xr) is a solution of (2.1), then for any u ∈ Z, (x1+u, . . . , xr+u)
is also a solution of (2.1). Considering a set S ⊆ [n] = {1, . . . , n}, we say S
has no non-trivial solution to (2.1) if whenever si ∈ S and

∑

1≤i≤r aisi = 0,
it follows that all si are equal. Notice that, by the translation invariance,
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if S has no non-trivial solution to (2.1), then the same holds for any shift
(S + u) ∩ [n], where u ∈ Z and S + u = {s+ u : s ∈ S}.

The following lemma was proved in [1, Corollary 3.3]. Throughout the
paper the logarithm is taken in base 2.

Lemma 2.1 ([1]). For q = ⌈2
√
logm⌉ there exists a set S0 ⊆ [m], |S0| ≥

m

2O(log3/4 m)
with no non-trivial solution to any of the following equations

2x+ 3y + qz − (q + 5)w = 0,(2.2)

5x+ (q + 3)y − 3z − (q + 5)w = 0,(2.3)

5x+ qy − 2z − (q + 3)w = 0.(2.4)

In addition, we need the following result from [14, Theorem 7.3].

Lemma 2.2 ([14]). There exists a set S1 ⊆ [m], |S1| ≥
√
m

2O(log1/2 m)
with no

non-trivial solution to

(2.5) ax+ by = az + bw,

where a, b are positive integers.

Combining the above Lemmas 2.1 and 2.2, we have

Lemma 2.3. There exists a set S ⊆ [m] such that

(2.6) |S| ≥
√
m

2O(log3/4 m)

with no non-trivial solution to any of the equations (2.2), (2.3), (2.4), (2.5).

Proof. We shall prove this lemma using a probabilistic method. Let S0 and
S1 be the sets given in Lemma 2.1 and 2.2 respectively. Take an integer
−m ≤ u ≤ m randomly and uniformly. By the translation invariance,

(2.7) S = (S0 + u) ∩ S1

has no non-trivial solution to any of the equations (2.2), (2.3), (2.4) and
(2.5). Now we argue the cardinality of S. Notice that each s ∈ S1 has

probability at least 2−O(log3/4 m) to lie in the intersection (2.7). Then by the
linearity of expectation, there exists a set S such that

(2.8) |S| ≥
√
m

2O(log1/2 m)
· 2−O(log3/4 m) =

√
m

2O(log3/4 m)
.

This completes the proof. �

3. A construction of 2-IPPS(n, 4)

In this section we shall provide a construction for 2-IPPS(n, 4) using
Lemma 2.3. Our construction is a modification of the one in [1] for codes
with identifiable parent property. Also a discussion on the difference between
IPPS considered in this paper and codes with identifiable parent property
studied such as in [1] is referred to Section 4.
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Theorem 3.1. I2(n, 4) = Ω(n3/2−o(1)).

Proof. To prove this theorem, we shall show that for any ǫ > 0 and suffi-
ciently large n, there exists a 2-IPPS(n, 4) with size n3/2−ǫ.

Set q = ⌈2
√
logm⌉ and

(3.1) n = 4(q + 6)m.

Let S ⊆ [m] be a set shown in Lemma 2.3, which satisfies (2.6) and has no
non-trivial solution to any of the equations (2.2), (2.3), (2.4), (2.5). Define
a set system (X ,B) with X = [4]× [(q + 6)m] and
(3.2)

B =
{

{(1, p), (2, p + 2s), (3, p + 5s), (4, p + (q + 5)s)} : 1 ≤ p ≤ m, s ∈ S
}

.

It is easy to see that

(3.3) |B| ≥ m

√
m

2O(log3/4 m)
=

m3/2

2O(log3/4 m)
.

Consequently, for any ǫ > 0 there exists an m0(ǫ) > 0 (and hence an n0(ǫ) >
0 by (3.1)) such that for any n > n0(ǫ), we have

(3.4) |B| ≥ n3/2−ǫ.

Now it suffices to claim that the set system (X ,B) defined in (3.2) is a
2-IPPS(n, 4). First notice that for any distinct B1, B2 ∈ B we have

(3.5) |B1 ∩B2| ≤ 1,

since the four linear functions (in p and s) used in (3.2) are pairwise non-
collinear. Hence for any three distinct blocks A,B,C ∈ B we have

|(A ∪B) ∩ (A ∪ C) ∩ (B ∪C)|
= |(A ∩B) ∪ (A ∩ C) ∪ (B ∩ C)|
≤ |A ∩B|+ |A ∩C|+ |B ∩ C|
≤ 3 < 4.

(3.6)

This implies that (X ,B) satisfies (IPPSa) in Lemma 1.4. It remains to show
that the case (IPPSb) also holds.

Suppose A1, A2, B1, B2 are four distinct blocks in B with

A1 = {(1, p1), (2, p1 + 2x), (3, p1 + 5x), (4, p1 + (q + 5)x)},
A2 = {(1, p2), (2, p2 + 2y), (3, p2 + 5y), (4, p2 + (q + 5)y)},
B1 = {(1, p3), (2, p3 + 2z), (3, p3 + 5z), (4, p3 + (q + 5)z)},
B2 = {(1, p4), (2, p4 + 2w), (3, p4 + 5w), (4, p4 + (q + 5)w)},

(3.7)

where 1 ≤ p1, p2, p3, p4 ≤ m and x, y, z, w ∈ S. Now we shall show that

(3.8) |(A1 ∪A2) ∩ (B1 ∪B2)| < 4.

If not, we might assume there exists a 4-subset T ⊆ [4]× [(q + 6)m] with

(3.9) T = {(i, α), (j, β), (k, γ), (l, δ)} ⊆ (A1 ∪A2) ∩ (B1 ∪B2),
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where 1 ≤ i, j, k, l ≤ 4 might be the same. Now we would like to derive
contradictions.

First notice that

4 = |T |
(3.9)

≤ |(A1 ∪A2) ∩ (B1 ∪B2)|

=
∣

∣

∣

⋃

u,v∈{1,2}
(Au ∩Bv)

∣

∣

∣

≤
∑

u,v∈{1,2}
|Au ∩Bv|

(3.5)

≤ 4.

This implies that every set Au ∩ Bv, u, v ∈ {1, 2} consists of a single point
and these points are distinct. In other words, we have

(3.10) |T ∩A1| = |T ∩A2| = |T ∩B1| = |T ∩B2| = 2.

Recall that T ⊆ A1 ∪A2, without loss of generality, we may assume

T ∩A1 = {(i, α), (j, β)},
T ∩A2 = {(k, γ), (l, δ)},(3.11)

where 1 ≤ i, j, k, l ≤ 4, i 6= j and k 6= l. The following analysis is divided
into cases according to the intersection of {i, j} and {k, l}.

Case 1. Consider {i, j} ∩ {k, l} = ∅. By the symmetry of A1 and A2, we
only need to consider the following three cases

(case 1.1) i = 1, j = 2, k = 3, l = 4,
(case 1.2) i = 1, j = 3, k = 2, l = 4,
(case 1.3) i = 1, j = 4, k = 2, l = 3.

(3.12)

Case 1.1 If i = 1, j = 2, k = 3, l = 4, then it follows that, up to symmetry
of B1 and B2, either















α = p1 = p3
β = p1 + 2x = p4 + 2w
γ = p2 + 5y = p3 + 5z
δ = p2 + (q + 5)y = p4 + (q + 5)w

(3.13)

or














α = p1 = p3
β = p1 + 2x = p4 + 2w
γ = p2 + 5y = p4 + 5w
δ = p2 + (q + 5)y = p3 + (q + 5)z.

(3.14)

From (3.13), we obtain

(3.15) 2x− qy − 5z + (q + 3)w = 0.

Since x, y, z, w ∈ S and S has no non-trivial solution to equation (2.4) (and
also (3.15)), we have x = y = z = w. Together with p1 = p3 in (3.13),
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we get A1 = B1, a contradiction to the assumption that A1, A2, B1, B2 are
distinct. Similarly, from (3.14), we have

(3.16) 2x+ qy − (q + 5)z + 3w = 0.

Since x, y, z, w ∈ S and S has no non-trivial solution to equation (2.2) (and
also (3.16)), we obtain x = y = z = w, which together with p1 = p3 in (3.14)
results A1 = B1, a contradiction to our assumption that A1, A2, B1, B2 are
distinct.

Case 1.2 If i = 1, j = 3, k = 2, l = 4, then by the symmetry of B1 and
B2, we have















α = p1 = p3
β = p1 + 5x = p4 + 5w
γ = p2 + 2y = p3 + 2z
δ = p2 + (q + 5)y = p4 + (q + 5)w

(3.17)

or














α = p1 = p3
β = p1 + 5x = p4 + 5w
γ = p2 + 2y = p4 + 2w
δ = p2 + (q + 5)y = p3 + (q + 5)z.

(3.18)

For equations (3.17), one could derive a contradiction via equation (2.4) in
a similar way as for equations (3.13). According to (3.18), we obtain

(3.19) 5x+ (q + 3)y − (q + 5)z − 3w = 0.

Since x, y, z, w ∈ S and S has no non-trivial solution to equation (2.3) (and
also (3.19)), we have x = y = z = w, which together with p1 = p3 in (3.18)
shows that A1 = B1, a contradiction to our assumption that A1 and B1 are
distinct.

Case 1.3 If i = 1, j = 4, k = 2, l = 3, then by the symmetry of B1 and
B2, we have















α = p1 = p3
β = p1 + (q + 5)x = p4 + (q + 5)w
γ = p2 + 2y = p3 + 2z
δ = p2 + 5y = p4 + 5w

(3.20)

or














α = p1 = p3
β = p1 + (q + 5)x = p4 + (q + 5)w
γ = p2 + 2y = p4 + 2w
δ = p2 + 5y = p3 + 5z.

(3.21)

For equations (3.20), one could derive a contradiction via equation (2.2) as
the way for equations (3.14). Also for equations (3.21), a contradiction can
be derived via equation (2.3) following the way for equations (3.18).
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Case 2. Consider |{i, j} ∩ {k, l}| = 1. Recall from (3.5) that any two
distinct blocks in B have at most one common point. If i = k = 1, j = 2,
l = 3, by the symmetry of B1 and B2, we may assume















α = p1 = p3
β = p1 + 2x = p4 + 2w
γ = p2 = p4
δ = p2 + 5y = p3 + 5z,

(3.22)

yielding

(3.23) 2x+ 5y = 2w + 5z.

Since x, y, z, w ∈ S and S has no non-trivial solution to equation (2.5) (and
hence equation (3.23)), we have x = y = z = w. Together with p1 = p3
and p2 = p4 in (3.22), we get A1 = B1 and A2 = B2, a contradiction
to our assumption that A1, A2, B1, B2 are pairwise distinct. Accordingly,
for any 1 ≤ i, j, k, l ≤ 4 such that |{i, j} ∩ {k, l}| = 1, one could derive a
contradiction via equation (2.5) in the same way.

Case 3. Consider |{i, j} ∩ {k, l}| = 2. Without loss of generality, assume
i = k = 3, j = l = 4. By the symmetry, we could have















α = p1 + 5x = p3 + 5z
β = p1 + (q + 5)x = p4 + (q + 5)w
γ = p2 + 5y = p4 + 5w
δ = p2 + (q + 5)y = p3 + (q + 5)z,

(3.24)

resulting

(3.25) x+ y = z + w.

Recall that x, y, z, w ∈ S and S has no non-trivial solution to equation
(2.5) (and also equation (3.25)). Hence we have x = y = z = w, which,
together with (3.24), implies A1 = B1 and A2 = B2, a contradiction to our
assumption that A1, A2, B1, B2 are pairwise distinct. In the meanwhile, for
any other values of 1 ≤ i, j, k, l ≤ 4 such that |{i, j} ∩ {k, l}| = 2, one could
argue in a similar way and derive a contradiction via equation (2.5).

Based on the foregoing, the cases (IPPSa) and (IPPSb) in Lemma 1.4
hold for the set system (X ,B) defined in (3.2), implying that (X ,B) is a
2-IPPS(n, 4). This completes the proof. �

4. Discussion on IPP set systems and IPP codes

In this section, we shall discuss the similarities and differences between
parent-identifying set systems and parent-identifying codes. We first recall
the notion of parent-identifying codes which was proposed in [11].

Definition 4.1. A q-ary t-parent-identifying code, denoted as t-IPPC(n, q),
is a set C ⊆ [q]n with the property that for any word d ∈ [q]n, either St(d)
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is empty, or
⋂

S∈St(d)

S 6= ∅,

where
St(d) = {S ⊆ C : d ∈ desc(S), |S| ≤ t}

and
desc(S) = {x = (x1, . . . , xn) ∈ [q]n : xi ∈ {si : s ∈ S},∀ i}.

On the one hand, IPP codes and IPP set systems share several similar
features since they are both defined by using the parent-identifying prop-
erty (but in different scenarios). A unified perspective for analyzing these
structures is referred to [9]. The following is one of their typical common
performances.

Lemma 4.2 ([9]). Let µ = ⌊(t/2 + 1)2⌋.
(1) A code C ⊆ [q]n is a t-IPPC(n, q) if and only if every subcode C′ ⊆ C

such that |C′| ≤ µ is a t-IPPC(n, q).
(2) A set system (X ,B) is a t-IPPS(n, k) if and only if every (X ,B′),

where B′ ⊆ B such that |B′| ≤ µ, is a t-IPPS(n, k).

On the other hand, as pointed out in [16], IPP set systems could be
regarded as a kind of generalization of IPP codes in the sense that, according
to the model in Section 1, IPP codes are considered on the basis of an n-
out-of-n threshold secret sharing scheme and IPP set systems are concerned
with respect to a more general k-out-of-n threshold secret sharing scheme.
Then one nature question is “Can we derive IPP set systems directly from
IPP codes?”. At present we do not have a positive or negative answer
in general. One feasible way of constructing set systems from codes, as
we did in (3.2), is via the so-called Kautz-Singleton construction, which
was invented more than fifty years ago, for superimposed codes [13], now
better known as cover-free codes or families [7]. However only t-IPP codes
plugging into the Kautz-Singleton construction cannot directly yield t-IPP
set systems since there are more requirements in IPP set systems than in
IPP codes (see Example 4.3 below).

Example 4.3. The ternary Hamming code of length 4

C = {1111, 1222, 1333, 2123, 2231, 2312, 3132, 3213, 3321} ⊆ {1, 2, 3}4

is claimed as a 2-IPPC(4, 3) in [11]. Plugging into the Kautz-Singleton con-
struction, we obtain a set system (X ,B) where X = [4]× [3] and

B =
{

B1 =
(

(1, 1), (2, 1), (3, 1), (4, 1)
)

, B2 =
(

(1, 1), (2, 2), (3, 2), (4, 2)
)

,

B3 =
(

(1, 1), (2, 3), (3, 3), (4, 3)
)

, B4 =
(

(1, 2), (2, 1), (3, 2), (4, 3)
)

,

B5 =
(

(1, 2), (2, 2), (3, 3), (4, 1)
)

, B6 =
(

(1, 2), (2, 3), (3, 1), (4, 2)
)

,

B7 =
(

(1, 3), (2, 1), (3, 3), (4, 2)
)

, B8 =
(

(1, 3), (2, 2), (3, 1), (4, 3)
)

,

B9 =
(

(1, 3), (2, 3), (3, 2), (4, 1)
)}

.
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Now we claim that (X ,B) is not a 2-IPPS(12, 4). In fact, considering four
distinct blocks B1, B2, B4, B5 ∈ B, we have

{(1, 1), (1, 2), (3, 2), (4, 1)} ⊆ (B1 ∪B4) ∩ (B2 ∪B5),

a contradiction to the requirement (IPPSb) in Lemma 1.4. �

As can be seen, if one would like to derive IPP set systems from IPP codes,
more techniques other than the Kautz-Singleton construction are required.
Indeed, our construction for 2-IPPS(n, 4) in Theorem 3.1 is with the help of
Lemmas 2.2 and 2.3 in addition to the IPP code. It would be also interesting
to find a general way of converting IPP codes to IPP set systems. Some
discussions about this as well as the relation between IPP set systems and
binary constant weight codes can be found in [8]. Also some variants of IPP
codes and IPP set systems are referred to [6] and [12].

5. Concluding remarks

In this paper we provided a construction for 2-IPPS(n, 4) using techniques
in additive number theory. This gives a lower bound on the maximum size
of a 2-IPPS(n, 4), that is I2(n, 4) = Ω(n3/2−o(1)), which improves the best

existing result I2(n, 4) = Ω(n4/3+o(1)). Together with the best known upper
bound in Lemma 1.5, we have

Ω(n3/2−o(1)) = I2(n, 4) = o(n2).

It would be of interest to continue to narrow the gap between the upper and
lower bounds, especially, on the order of magnitude of I2(n, 4), as well as to
explore a generalization of the construction for 2-IPPS(n, 4) in Theorem 3.1.

It is worth noting that in [14, Theorem 3.2], Ruzsa proved that for every
S1 ⊆ [m] with no non-trivial solution to equation (2.5), we have

|S1| = O(
√
m).

This implies an upper bound on the cardinality of the set S ⊆ [m] with no
non-trivial solution to any of the equations (2.2), (2.3), (2.4) and (2.5), that
is,

|S| ≤ |S1| = O(
√
m).

Hence we could see that the set S ⊆ [m] shown in Lemma 2.3 has the
(almost) best possible order of magnitude. Based on this, using the same
construction as in our proof of Theorem 3.1 cannot give better estimates
such as I2(n, 4) = Ω(n3/2+o(1)).
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