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On the list decodability of rank-metric codes

containing Gabidulin codes

Paolo Santonastaso and Ferdinando Zullo

Abstract

Wachter-Zeh in [42], and later together with Raviv [31], proved that
Gabidulin codes cannot be efficiently list decoded for any radius τ , pro-
viding that τ is large enough. Also, they proved that there are infinitely
many choices of the parameters for which Gabidulin codes cannot be
efficiently list decoded at all. Subsequently, in [41] these results have
been extended to the family of generalized Gabidulin codes and to fur-
ther family of MRD-codes. In this paper, we provide bounds on the
list size of rank-metric codes containing generalized Gabidulin codes in
order to determine whether or not a polynomial-time list decoding algo-
rithm exists. We detect several families of rank-metric codes containing
a generalized Gabidulin code as subcode which cannot be efficiently list
decoded for any radius large enough and families of rank-metric codes
which cannot be efficiently list decoded. These results suggest that
rank-metric codes which are Fqm -linear or that contains a (power of)
generalized Gabidulin code cannot be efficiently list decoded for large
values of the radius.

AMS subject classification: 94B35; 94B05.

Keywords: rank-metric code; list decoding; linearized polynomial; Gabidulin
code.

1 Introduction

Rank-metric codes were introduced by Delsarte [8] in 1978 and they have
been intensively investigated in recent years because of their applications;
we refer to [37] for a recent survey on this topic. The set of m× n matrices
Fm×n
q over Fq may be equipped with the rank metric, defined by

d(A,B) = rk (A−B).
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A subset C ⊆ Fm×n
q endowed with the rank metric is called a rank-metric

code (shortly, a RM -code). The minimum distance of C is defined as

d = min{d(A,B) : A,B ∈ C, A 6= B}.

Delsarte showed in [8] that the parameters of these codes must obey a
Singleton-like bound, i.e.

|C| ≤ qmax{m,n}(min{m,n}−d+1). (1)

When equality holds, we call C a maximum rank distance (MRD for short)
code. Examples of Fq-linear MRD-codes were first found in [8, 10], often
called Gabidulin codes.

More recently in [38], the author exhibited two infinite families of linear
MRD-codes which are not equivalent to generalized Gabidulin codes. We
call them twisted Gabidulin codes and generalized twisted Gabidulin codes. In
[23] it was shown that the latter family contains both generalized Gabidulin
codes and twisted Gabidulin codes as proper subsets. From then, more
constructions arises, see e.g. [2, 4, 6, 7, 22, 24, 27, 36, 40].

From now on suppose n ≤ m.
There are other equivalent ways of representing a rank-metric code of

Fm×n
q . For our purpose, we will see such codes also as subsets of Fn

qm .
For a vector v = (v1, . . . , vn) ∈ Fn

qm, we define its rank weight as follows

rk(v) = dimFq〈v1, . . . , vn〉Fq .

The rank distance between two vectors u,v ∈ Fn
qm is defined as d(u,v) =

rk(u− v). A rank-metric code of Fn
qm is a subset of Fn

qm equipped with the
aforementioned metric. The same bound (1) holds and hence we can define
again an MRD-code C as the code whose parameters attain the equality
in (1), i.e. |C| = qmk and for each u,v ∈ C with u 6= v we have that
rk(u−v) ≥ n− k+1. Recall also the following definition. For each element
w ∈ Fn

qm and τ ∈ Z+, we define

Bτ (w) := {c ∈ Fn
qm : rk(w − c) ≤ τ}.

MRD-codes with efficient decoding algorithm are of great interest in
practice. Several decoding algorithms exist for Gabidulin codes, see [10, 21,
28, 32, 34, 43, 44, 45] and for further MRD-codes [18, 19, 29, 30]. Also,
the list decoding problem for rank-metric codes has been intensively investi-
gated, as it allows to handle a greater number of errors. The problem of list
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decoding was originally introduced in the Hamming setting by Elias in [9]
and Wozencraft in [46] and can be stated in a very general fashion. Let C
be any rank-metric code of length n in Fn

qm , let τ be a positive integer and
given a received word, output the list of all codewords of the code within
distance τ from it.

A list decoding algorithm returns the list of all codewords with distance
at most τ from any given word. Consequently, we say that C is efficiently
list decodable at the radius τ , if there exists a polynomial-time list decoding
algorithm. Of course, if there exists a word w ∈ Fn

qm \C for which Bτ (w)∩C
has exponential size in the length of the code, such an algorithm cannot exist
since writing down the list already has exponential complexity. When such
an algorithm does not exist we say that C is not efficiently list decodable
at the radius τ . Clearly, all the rank-metric codes are list decodable for
any radius less than or equal to the corresponding unique decoding radius.
Furthermore, if C is not efficiently list decodable at the radius greater than
its unique decoding radius, we say that C is not efficiently list decodable at
all. See [13] for further details on the list decodability issue.

Several construction of rank-metric codes which can be efficiently list
decoded from a larger number of errors are known, see e.g. [14]. As far as
we can tell, none of them are either Fqm-linear or MRD. Wachter-Zeh in
[42], and later with Raviv [31], investigated the list decoding problem for
Gabidulin codes.

In [42, Theorem 1], Wachter-Zeh proved that Gabidulin codes in Fn
qm

with minimum distance d cannot be efficiently list decoded at any radius τ
such that

τ ≥
m+ n

2
−

√
(m+ n)2

2
−m(d− ǫ),

where 0 ≤ ǫ < 1.
In [31] the authors improved this result under specific restrictions for

the involved parameters. As a consequence, they showed infinite families of
Gabidulin codes which are not efficiently list decodable at all. Such results
have been adapted for a more general family of MRD-codes in [41]. In
view of these results, Renner, Puchinger and Wachter-Zeh in [33] proposed
a new cryptosystem, called LIGA, based on the hardeness of list decoding
(and interleaved decoding) of Gabidulin codes. Motivated by such results
we explore negative results on the list decoding of rank-metric codes, using
the approach developed in [42] and in [31, 41]. Indeed, as shown in [42], if
n | m, then to ensure the existence of a ball not centered in a codeword with
a fixed radius and meeting the code in a enough large number of codewords,
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may be translated in to find an enough large class of linearized polynomials
with maximum kernel defined over Fqn . This methods applies when the
rank-metric code analyzed contains a Gabidulin code, indeed we are able
to detect new families of rank-metric codes which are not efficiently list
decoded either at all or from a larger number of errors.

The paper is organized as follows. Section 2 is devoted to definitions and
results on linearized polynomials and rank-metric codes. In Section 3 we give
the definition of σ-subspace polynomial, which generalizes the concept of
subspace polynomial, and we describe properties and known families of such
polynomials, whereas in Subsection 3.2 we extend the subspace polynomials
introduced in [15] obtaining new families of σ-subspace polynomials. In
Section 4, applying the techniques of [42] and of [31, 41], we first obtain a
Johnson-like bound for rank-metric codes containing generalized Gabidulin
codes (see (7)) and then we give a bound on the list size of rank-metric
codes containing generalized Gabidulin codes, which relies on the existence
of an enough large family of σ-subspace polynomials. In Section 5, we apply
the machinery developed in Section 4 by using the families of σ-subspace
polynomials. As a byproduct, in Section 6 we are able to exhibit families of
rank-metric codes which are not efficiently list decoded either at all or from
a larger number of errors, some of them are also MRD-codes or close to be
MRD. These results have a natural applications to the list decodability of
subspace codes, which we describe in Section 7. Finally, we conclude the
paper by listing some open problems, see Section 8.

2 Preliminaries

Through this paper, q is a power of a prime p, Fq denotes the finite field of
order q, Fqn denotes its finite extension of degree n ≥ 2. For any positive

divisor r of n, let Trqn/qr(x) =
∑n/r−1

i=0 xq
ir

and Nqn/qr(x) = x
qn−1
qr−1 .

2.1 Linearized polynomials

Let σ be a generator of Gal(Fqm : Fq). The set of σ-polynomials (or σ-
linearized polynomials) with coefficients in Fqm is

L =

{
k∑

i=0

aix
σi

: ai ∈ Fqm , k ∈ N0

}
.

Any polynomial f in L gives rise to an Fq-linear map x ∈ Fqm 7→ f(x) ∈ Fqm.
If ak 6= 0 we will refer to k as to the σ-degree of f , which will be denoted by

4



degσ(f). It is well known that (L/(xσ
m
−x),+, ◦, ·), where + is the addition

of maps, ◦ is the composition of maps modulo xσ
m
− x and · is the scalar

multiplication by elements of Fq, is isomorphic to the algebra of m × m
matrices over Fq, and hence to EndFq (Fqm); i.e., the set of endomorphisms
on Fqm seen as an Fq-algebra. In the following we will denote this algebra
by Lm,σ (and by Lm,q if σ coincides with x ∈ Fqm 7→ xq ∈ Fqm) and we
will always identify the elements of Lm,σ with the endomorphisms of Fqm

they represent. Consequently, we will speak also of kernel and rank of
a polynomial meaning by this the kernel and rank of the corresponding
endomorphism. Clearly, the kernel of f ∈ Lm,σ coincides with the set of the
roots of f over Fqm and as usual dimFq Im(f) + dimFq ker(f) = m.

Consider the non-degenerate symmetric bilinear form of Fqm over Fq

defined by 〈x, y〉 := Trqm/q(xy), for every x, y ∈ Fqm. Then the adjoint f̂

of the q-polynomial f(x) =
∑m−1

i=0 aix
qi ∈ Lm,q with respect to the bilinear

form 〈, 〉 is

f̂(x) =
m−1∑

i=0

aq
m−i

i xq
m−i

,

i.e.
Trqm/q(f(x)y) = Trqm/q(xf̂(y)).

In [1, Lemma 2.6], the authors proved that

{
f(x)

x
: x ∈ F∗

qm

}
=

{
f̂(x)

x
: x ∈ F∗

qm

}
.

From this equality follows that

dimFq(ker(f)) = dimFq(ker(f̂)). (2)

Therefore, the adjoint of a σ-linearized polynomial f(x) =
∑m−1

i=0 aix
σi

is f̂(x) =
∑m−1

i=0 aσ
m−i

i xσ
m−i

, and (2) still holds.

Remark 2.1. Let f(x) =
∑k

i=0 aix
σi

∈ Lm,σ with ak 6= 0. Then, by (2),

g(x) = (f̂(x))σ
k
=

∑k
i=0(ak−ix)

σi
is a σ-polynomial and dimFq(ker(g)) =

dimFq(ker(f)).

2.2 Rank-metric codes

It is convenient to represent rank-metric codes as subsets of Lm,σ, see e.g.
[37]. Let recall a large class of rank-metric codes. Let f1 and f2 be two
additive functions of Fqm such that |Im(f1)×Im(f2)| = qm and let k ≤ m−1.
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Then the set

Hm,k,σ(f1, f2) =

{
f1(a)x+

k−1∑

i=1

aix
σi

+ f2(a)x
σk

: a, ai ∈ Fqm

}
(3)

is an Fp-linear rank-metric code in Lm,σ of size qmk. Furthermore, if f1
and f2 are such that Nqm/q(f1(a)) 6= (−1)mkNqm/q(f2(a)) for every a ∈ F∗

qm,
by [37, Proposition 1], Hm,k,σ(f1, f2) defines an MRD code in Lm,σ with
minimum distance d = m−k+1. For instance, if f1(a) = a and f2(a) = 0 for
each a ∈ Fqm , thenHm,k,σ(f1, f2) is a generalized Gabidulin code (commonly
indicated with the symbol Gm,k,σ).

In the following table we summarize the examples of the known MRD-
codes of Lm,σ that can be represented as in (3).

Table 1: Known examples of MRD-codes in Lm,σ

Symbol σ f1(a) f2(a) Conditions References

Gm,k q a 0 — [8, 10]
Gm,k,σ qs a 0 — [17]

Hm,k,σ(η, h) qs a ηaq
h

Nqm/q(η) 6= (−1)mk [38, 23]

Hm,k,σ(η, h) qs a ηap
h

Nqm/p(η) 6= (−1)mk [27]

Dm,k,σ(η) qs a+ aq
m/2

η(b+ bq
m/2

) m even, Nqm/q(η) /∈ �, a, b ∈ Fqm [40]

where Nqm/p(η) = η1+p+...+pmℓ−1
(q = pℓ) and � is the set of square

elements in Fqm.

Except for generalized Gabidulin codes, all of the examples above have
Gabidulin index k − 1 (see [11]), that is they contain a subcode equivalent
to Gm,k−1,σ.

Any rank-metric code of Lm,σ defines a rank-metric code in Fn
qm , in view

of the following result.

Lemma 2.2. Let C be a RM-code of Lm,σ with |C| = qmk and d(C) = m−h,
with h a positive integer such that h ≥ k − 1. Let n be a positive integer
greater than or equal to k and let S = {α1, . . . , αn} be a set of n distinct
Fq-linearly independent elements of Fqm. Then the rank-metric code

C = {(g(α1), . . . , g(αn)) : g ∈ C} ⊆ Fn
qm

is a code of Fn
qm with |C| = qmk and n−h ≤ d(C) ≤ n−k+1. In particular,

if C is an MRD-code then C is an MRD-code, that is d(C) = n− k + 1
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Proof. Consider US as the Fq-subspace of Fqm spanned by the elements of
S.

Let f ∈ C. Since d(C) = m−h, then m−h ≤ rk(f) = m−dimFq(ker(f)),
so that dimFq (ker(f)) ≤ h. Now, consider

φ : f ∈ C 7→ (f(α1), . . . , f(αn)) ∈ C.

It is easy to see that φ is a bijection, so that |C| = |C|. The Singleton bound
then implies d(C) ≤ n− k + 1. Also,

rk(φ(f)) = n− dimFq(ker(f) ∩ US) ≥ n− h,

that is d(C) ≥ n− h.

Remark 2.3. If f ∈ Lm,σ and let α1, . . . , αn ∈ Fqm as in Lemma 2.2, then
we denote by cf the evaluation vector (f(α1), . . . , f(αn)) ∈ Fn

qm. Clearly,

rk(cf ) = n− dimFq(ker (f) ∩ 〈α1, . . . , αn〉Fq ).

3 Subspace polynomials

Let m ≥ 2 and σ be a generator of Gal(Fqm : Fq).

The number of roots of a σ-polynomial is bounded by its σ-degree, by [12,
Theorem 5]. Precisely, in [5] σ-polynomials over finite fields for which the di-
mension of the kernel coincides with their σ-degree are called σ-polynomials
with maximum kernel. Following [41] and extending the notion of subspace
polynomial, we will call a monic σ-polynomial a σ-subspace polynomial if
it is a σ-polynomial with maximum kernel. The reason of such a name re-
lies on the following property, which is well known when σ coincides with
x ∈ Fqm 7→ xq ∈ Fqm .

Proposition 3.1. Let r be a positive integer with 0 ≤ r ≤ m − 1. The set
Pσ,r of σ-subspace polynomials having σ-degree r is in one-to-one correspon-
dence with the set of r-dimensional Fq-subspaces of Fqm. In particular, its
size is

[m
r

]
q
.

Proof. The kernel of a σ-subspace polynomial having σ-degree r is an r-
dimensional subspace of Fqm . Also, let U be an r-dimensional Fq-subspace
and let u1, . . . , ur an its Fq-basis. Then

s(x) = (−1)r+1

∣

∣

∣

∣

∣

∣

∣

∣









u1 uσ
1 · · · uσr−1

1

...

ur uσ
r · · · uσr−1

r









∣

∣

∣

∣

∣

∣

∣

∣

−1












x xσ · · · xσr

u1 uσ
1 · · · uσr

1

...

ur uσ
r · · · uσr

r













,
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is a σ-subspace polynomial. Clearly, two different σ-subspace polynomials
have distinct kernels.

Remark 3.2. When Fqn ⊆ Fqm and σ is a generator of Gal(Fqm : Fq),
by [12, Theorem 5] a σ-subspace polynomial in Ln,σ is also a σ-subspace
polynomial in Lm,σ.

A bound on family of σ-subspace polynomials agreeing on the last coef-
ficients has been provided.

Lemma 3.3. [41, Lemma 5] Let g, r, n and m ∈ Z+ be positive integers such
that g ≤ r < n ≤ m. Let S be a subset of Fqm of n Fq-linearly independent
elements and let denote by P̃r,σ the subset of Pr,σ whose polynomials have
kernel contained in the Fq-subspace spanned by S. There exists a subset
F ⊂ P̃r,σ of σ-subspace polynomials coinciding on the last g σ-coefficients,
such that

|F| ≥

[n
r

]
q

qm(g−1)
.

The family of σ-subspace polynomials is closed under the adjoint oper-
ation (in the sense of Proposition 3.4) and the composition (up to a scalar
multiple) with the maps of shape τα : x ∈ Fqm 7→ αx ∈ Fqm , with α ∈ Fqm.

Proposition 3.4. Let f(x) =
∑k

i=0 aix
σi

∈ Lm,σ be a σ-subspace polyno-

mial. The σ-linearized polynomial g(x) = (f̂(x))σ
k
=

∑k
i=0(ak−ix)

σi
is a

σ-subspace polynomial.

Proof. As, dimFq(ker(f)) = k, the assertion follows by Remark 2.1.

Proposition 3.5. Let f(x) ∈ Lm,σ be a σ-subspace polynomial having σ-

degree k. For every α ∈ F∗
qm, fα(x) = ασk

f(α−1x) is a σ-subspace poly-
nomial. In particular, the monomials that appear in fα(x) with non-zero
coefficient are the same as f(x).

Proof. An element y ∈ Fqm is in ker(fα) if and only if f(α−1y) = 0, that
happens if and only if y ∈ α ker(f). Beause of degσ(fα(x)) = degσ(f(x)),
we get that fα(x) is a σ-subspace polynomial.

3.1 Known examples of σ-subspace polynomials

As seen before, it is quite easy to construct examples of σ-subspace poly-
nomials, whereas it is hard (and more useful) to construct them by using
relations on their coefficients. By looking to the latter point of view, very
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few examples are known. This subsection is devoted to the description of
the actually known families of subspace polynomials. From now we suppose
that σ is also a generator of Gal(Fqm : Fq).

Proposition 3.6. Let t be a positive integer such that 1 ≤ t ≤ n−1 and t | n,
let s be a positive integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn.

The set

N = {xσ
t
− a0x : a0 ∈ Fqnand Nqn/qt(a0) = 1} ⊆ Ln,σ

is a family of σ-subspace polynomials of σ-degree t and

|N | =
qn − 1

qt − 1
.

In particular, if m is a multiple of n and gcd(s,m) = 1, then N is a set of
qn−1
qt−1 σ-subspace polynomials of Lm,σ whose elements have σ-degree t.

Proof. It is well-known that any binomials xσ
t
−a0x ∈ Ln,σ with Nqn/qt(a0) =

1 is a σ-subspace polynomial, see e.g. [5, Corollary 3.5]. The second part
follows from Remark 3.2.

Similarly, in [31] and in [41] the following family of σ-subspace polyno-
mials was introduced.

Proposition 3.7. ([31, Construction 2],[41, Proposition III.3]) Let t be a
positive integer such that 1 ≤ t ≤ n − 1 and t | n, let s be a positive integer
coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. The set

T =





n
t
−1∑

i=0

βσit−σn−t
xσ

it
: β ∈ F∗

qn



 ⊂ Ln,σ

is a set of σ-subspace polynomials whose elements have σ-degree n− t and

|T | =
qn − 1

qt − 1
.

In particular, if m is a multiple of n and gcd(s,m) = 1, then T can be also
seen as a set of qn−1

qt−1 σ-subspace polynomials of Lm,σ whose elements have
σ-degree n− t.

Generalizing the results in [25], in [35] was presented a new class of
σ-subspace polynomials.
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Theorem 3.8. ([25, Theorem 1.1],[35, Theorem 1.3]) Let n = (t− 1)t+ 1
and f(x) = xσ

t
− bxσ − ax ∈ Ln,σ. If

• Nqn/q(a) = (−1)t−1;

• b = −a
σn

−σ
σt

−1 ;

• t− 1 is a power of the characteristic of Fqn,

then f(x) is a σ-subspace polynomial.

Therefore, we can derive the following set of σ-subspace polynomials.

Corollary 3.9. Let t and n ∈ Z+ be positive integers such that n = (t −
1)t+ 1 and t− 1 is a power of the characteristic of Fqn. Let s be a positive
integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. The set

Tri1 =
{
xσ

t
− bxσ − ax : a, b ∈ Fqn , Nqn/q(a) = (−1)t−1

and b = −a
σn

−σ
σt

−1

}
⊂ Ln,q

is a set of qn−1
q−1 σ-subspace polynomials whose elements have σ-degree t. In

particular, if m is a multiple of n and gcd(s,m) = 1, then Tri1 is a set of
qn−1
q−1 σ-subspace polynomials of Lm,σ whose elements have σ-degree t.

Proof. By Theorem 3.8, it follows that the polynomials in Tri1 are σ-subspace
polynomials in Ln,σ and the cardinality of Tri1 exactly coincides with the
number of elements of Fqn with norm over Fq equals to (−1)t−1, that is
qn−1
q−1 . The second part follows from Remark 3.2.

In the same hypothesis of Corollary 3.9, by Remark 2.1, we obtain a
further family of σ-subspace trinomials.

Corollary 3.10. Let t and n ∈ Z+ be positive integers such that n = (t −
1)t+ 1 and t− 1 is a power of the characteristic of Fqn. Let s be a positive
integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. The set

T̂ri1 =
{
x+ (−b)σ

t−1
xσ

t−1
+ (−a)σ

t
xσ

t
: a, b ∈ Fqn , Nqn/q(a) = (−1)t−1

and b = −a
σn

−σ
σt

−1

}
⊂ Ln,σ

is a set of qn−1
q−1 σ-subspace polynomials whose elements have σ-degree t. In

particular, if m is a multiple of n and gcd(s,m) = 1, then T̂ri1 is a set of
qn−1
q−1 σ-subspace polynomials of Lm,σ whose elements have σ-degree t.
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A further family of σ-subspace polynomials has been found in [35].

Theorem 3.11. [35, Theorem 3.1] Let n = t2−1 and f(x) = xσ
t
−bxσ−ax ∈

Ln,q, with q power of 2. If

• Nqn/q(a) = 1;

• b = a
−σt2

−σt

σt
−1 ;

• t is a power of 2,

then f(x) is a σ-subspace polynomial of Ln,σ.

As a consequence, we get the following two sets of σ-subspace polyno-
mials, obtained also using Remark 2.1.

Corollary 3.12. Let t and n ∈ Z+ be positive integers such that n = t2 − 1
and let t and q be both a power of 2. Let s be a positive integer coprime with
n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. The set

Tri2 =
{
xσ

t
− bxσ − ax : a, b ∈ Fqn , Nqn/q(a) = 1

and b = a
−σt2

−σt

σt
−1

}
⊂ Ln,q

and the set

T̂ri2 =
{
x+ (−b)σ

t−1
xσ

t−1
+ (−a)σ

t
xσ

t
: a, b ∈ Fqn , Nqn/q(a) = 1

and b = a
−σt2

−σt

σt
−1

}
⊂ Ln,q

are sets of qn−1
q−1 σ-subspace polynomials whose elements have σ-degree t. In

particular, if m is a multiple of n and gcd(s,m) = 1, then Tri2 and T̂ri2 can
be also seen as sets of qn−1

q−1 σ-subspace polynomials of Lm,σ whose elements
have σ-degree t.

3.2 Generalizing the trace function

Huang et al. in [15], introduce the following family of σ-subspace polyno-
mials.

11



Theorem 3.13. [15, Lemma 4.3] Let p be a prime, q be a power of p and
k be a positive integer. Consider q′ = pr, where r is a non-negative integer,
and let pi = 1+ q′ + q′2 . . .+ q′i, with i ∈ {0, . . . , k}. Then the q-polynomial

f(x) = x+

k−1∑

i=0

xq
pi

is a subspace polynomial of Ln,q, with n = pk.

Note that those polynomials generalize the trace function, in the sense
that when r = 0 it follows that f(x) = Trqn/q(x). In the following propo-
sition we will make use of [20, Theorem 3.62] which states that for any
f(x) =

∑k
i=0 aix

qi , g(x) =
∑h

i=0 aix
qi ∈ Ln,q then

f(x) | g(x) ⇔
k∑

i=0

aix
i |

h∑

j=0

bjx
j.

Proposition 3.14. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, and let pi =
1 + q′ + q′2 . . .+ q′i, with i ∈ {0, . . . , k}. Then the q-polynomial

f(x) = x+
k−1∑

i=0

xq
tpi

is a subspace polynomial of Ln,q, with n = tpk.

Proof. By Theorem 3.13, the q-polynomial

f(x) = x+

k−1∑

i=0

xq
pi

is a subspace polynomial of Lh,q, with h = pk. Then f(x) | xq
h
− x. By [20,

Theorem 3.62], 1 +
∑k−1

i=0 xpi | xh − 1 if and only if 1 +
∑k−1

i=0 xtpi | xth − 1,
which turns out to be equivalent to

x+
k−1∑

i=0

xq
tpi | xq

th
− x.

Then f(x) = x +
∑k−1

i=0 xq
tpi is a subspace polynomial of Ln,q, with n =

tpk.

12



We note that when r = 0, then f(x) = Trqn/qt(x).

Proposition 3.15. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, let pi =
1 + q′ + q′2 . . . + q′i, with i ≥ 0, and let n = tpk. Let s be a positive integer
coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. Then the σ-polynomial

f(x) = x+

k−1∑

i=0

xσ
tpi

is a σ-subspace polynomial of Ln,σ.

Proof. Let q = qs. Clearly, f(x) can be seen as a q-polynomial of Ln,q. By
Proposition 3.14 it follows that dimFq

(ker(f(x))) = tpk−1, that is f(x) has
maximum kernel as element of Ln,q. So that, by [5, Theorem 1.2] and [26,
Theorem 7] we have

An = Cf · C
q
f · . . . · C

qn−1

f = Itpk−1
,

where Cf is the companion matrix associated to f(x). As Cf ∈ F
tpk−1×tpk−1
qn ,

An coincides with Cf · Cσ
f · . . . · Cσn−1

f and from [5, Theorem 1.2] and [26,
Theorem 7] it follows that the σ-polynomial f(x) has maximum kernel, that
is f(x) is a σ-subspace polynomial in Ln,σ.

In the next proposition we consider the adjoint of polynomials of the
previous result, giving new σ-subspace polynomials.

Proposition 3.16. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, let pi =
1 + q′ + q′2 . . . + q′i, with i ∈ {0, . . . , k}, and let n = tpk. Let s be a
positive integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. Then the

σ-polynomial

g(x) = xσ
tpk−1

+

k−1∑

i=1

xσ
t(pk−1−pi)

is a σ-subspace polynomial of Ln,σ.

Proof. By applying Remark 2.1 to the σ-subspace polynomials of Proposi-
tion 3.15, straightforward computation show the assertion.

Now, we detect a new family of σ-subspace polynomials having the same
nonzero coefficients.

13



Theorem 3.17. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, let pi =
1 + q′ + q′2 . . .+ q′i, with i ∈ {0, . . . , k}, and let n = tpk. Let s be a positive
integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. Let f(x) be as in

Proposition 3.15, and g(x) as in Proposition 3.16. Then the sets

Q = {β−σtpk−1
f(βx) : β ∈ F∗

qn}, (4)

and
Q′ = {β−σtpk−1

g(βx) : β ∈ F∗
qn} (5)

are families of σ-subspace polynomials of Ln,σ having size qn−1
qt−1 .

Proof. By Proposition 3.5,

β−σtpk−1
f(βx) = β−σtpk−1+1x+

k−1∑

i=0

β−σtpk−1+σtpixσ
tpi

is a σ-subspace polynomial of Ln,σ. Now, suppose that

α−σtpk−1
f(αx) = β−σtpk−1

f(βx). (6)

Then comparing the coefficients of σ-degree 0 implies α−σtpk−1+1 = β−σtpk−1+1.

Raising to σtq′k -th power, we obtain
(
α
β

)σtq′k−1
= 1, which implies

α

β
∈ F

qtq′k
∩ Fqn .

Then α
β ∈ Fqt, since gcd(tq′k, tpk) = t gcd(q′k, pk−1) = t. Clearly if α = γβ,

with γ ∈ Fqt, then (6) holds. Then α and β define the same σ-subspace

polynomial if and only if α/β ∈ Fqt, so that |Q| = qn−1
qt−1 . Similar arguments

can be applied to the family Q′.

4 Bounds on the list size of rank-metric codes con-

taining Gabidulin codes

Our aim is to investigate rank-metric codes that contains generalized Gabidulin
codes. First we recall the following result from [42].

14



Theorem 4.1. [42, Theorem 1] Let k, n and m ∈ Z+ such that k ≤ n ≤ m.
Let Gn,k,σ be a generalized Gabidulin code with minimum distance d = n−
k + 1 obtained by evaluating Gm,k,σ ⊆ Lm,σ over n Fq-linearly independent
elements in Fqm. Let τ be an integer such that

⌊
d−1
2

⌋
+1 ≤ τ ≤ d−1. Then,

there exists a word w ∈ Fn
qm \Gn,k,σ such that

|Gn,k,σ ∩Bτ (w)| ≥

[ n
n−τ

]
q

qm(n−τ−k)
.

A first (natural) bound on the list size of rank-metric codes containing
generalized Gabidulin codes arises from the previous result.

Theorem 4.2. Let h, k, n and m ∈ Z+ such that h ≤ k ≤ n ≤ m. Let C
be a rank-metric code of Lm,σ and let C be the evaluation code over n ar-
bitrary Fq-linearly independent elements α1, . . . , αn ∈ Fqm having minimum

distance d. Suppose that C contains (Gm,h,σ)
σj
, for some j ≤ m−h (1). Let

τ be an integer such that
⌊
d−1
2

⌋
+1 ≤ τ ≤ d− 1. Suppose that j < τ . Then,

there exists a word w ∈ Fn
qm \C such that

|C ∩Bτ (w)| ≥

[ n
n−τ

]
q

qm(n−τ−h)
.

Proof. Let G be the evaluation code of (Gm,k,σ)
σj

over α1, . . . , αn. Let
P̃n−τ,σ ⊂ Lm,σ be the set of σ-subspace polynomials of σ-degree n − τ
whose kernels are (n− τ)-dimensional Fq-subspaces of Fqm contained in the
Fq-subspace 〈α1, . . . , αn〉Fq . By Lemma 3.3, there exists a subset F of P̃n−τ,σ

whose elements coincide on the last n − h − τ + 1 coefficients, with size at
least [

n
n−τ

]
q

qm(n−h−τ)
.

Precisely,

F =

{
h−1∑

i=0

aix
σi

+ bhx
σh

+ · · ·+ bn−τ−1x
σn−τ−1

+ xσn−τ

:

(a0, a1, . . . , ah−1) ∈ A} ,

where A is a subset of Fh
qm such that |A| ≥

[ n
n−τ]q

qm(n−h−τ) , and the bj are fixed

elements of Fqm.

1Here by (Gm,k,σ)
σj

we mean the set {f(x)σ
j

: f(x) ∈ Gm,k,σ}.
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Let F ′ = {f ◦ xσ
j
: f ∈ F} and note that the σ-polynomials of F ′ are

not σ-subspace polynomials, but they still have qn−τ roots over Fqm and are
of form

a0x
σj
+a1x

σj+1
+. . .+ah−1x

σh−1+j
+bhx

σh+j
+. . .+bn−τ−1x

σn−τ+j−1
+xσ

n−τ+j
.

Let R be a polynomial in F ′. First, we observe that cR /∈ C, since

rk(cR) = n− dimFq(ker(R)) = τ < d.

Moreover, we have that cR−P ∈ C, for each P ∈ F ′, indeed

j ≤ degσ(R− P ) ≤ h− 1 + j

and so cR−P ∈ G ⊆ C.
Now we observe that cR−P ∈ Bτ (cR) for every P ∈ F ′ because rk(cR −

cR−P ) = rk(cP ) = τ . Finally, if P 6= P ′, with P,P ′ ∈ F ′, we have that
cR−P 6= cR−P ′ . So, choosing w = cR, we have that

|C ∩Bτ (w)| ≥ |F ′| = |F| ≥

[ n
n−τ

]
q

qm(n−h−τ)
,

and the assertion follows.

As a particular case, if C = Hn,k,σ(f1, f2), [41, Theorem 9] follows.
Under the hypothesis of Theorem 4.2, it is straightforward to show that

C cannot be list decoded efficiently at the radius τ if

τ ≥
m+ n

2
−

√
(m+ n)2

4
−m(n− h+ 1− ǫ), (7)

where 0 ≤ ǫ < 1.

Remark 4.3. Note that the above result has been obtained by adapting the
proof of [42, Theorem 1], but it is not an its direct consequence. Indeed, it
is not known whether or not, once [42, Theorem 1] is applied to the subcode,
the word w is in the entire code containing the (generalized) Gabidulin code.

In the following we give a bound on the list size of rank-metric codes
containing generalized Gabidulin codes relying on the existence of certain
families of σ-subspace polynomials. As a consequence we get negative results
on the list decodability of these codes.

Let l and h be two positive integers such that h ≤ l ≤ n− 1. Denote

Poll,h = {xσ
l
+ ah−1x

σh−1
+ · · · + a1x

σ + a0x : ai ∈ Fqn} ⊆ Ln,σ. (8)
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Theorem 4.4. Let n,m ∈ Z be positive integers such that n | m. Let C be
a rank-metric code of Lm,σ and let C be the associated evaluation code over
an Fq-basis of βFqn , for some β ∈ F∗

qm, with minimum distance d. Let l and

h be positive integers such that n − d + 1 ≤ l ≤ n − ⌊d−1
2 ⌋ − 1 and l ≥ h.

Suppose that

• (Gn,h,σ)
σj

⊆ C, with j < n− l.

• There exists a subset Sub ⊆ Poll,h of σ-subspace polynomials of size g.

Then there exists a word w ∈ Fn
qm \C such that

|C ∩Bn−l(w)| ≥ g.

Proof. For every P ∈ Sub, denote by Pβ the polynomial βσl
P (β−1x). As

ker(P ) ⊆ Fqn , ker(Pβ) = β ker(P ) ⊆ βFqn . Let Subβ = {Pβ : P ∈ Sub}. It
is easy to see that |Subβ| = |Sub|.

Consider now, S = (Subβ)
σj

= {Pβ(x)
σj
: P ∈ Sub} ⊆ Polσ

j

l,h. Note that
all the elements in S have kernel of dimension l, because of Proposition 3.5.

Let R ∈ S. Then ker(R) ⊆ βFqn , so that

rk(cR) = n− dimFq(ker(R) ∩ βFqn)

= n− dimFq(ker(R)) = n− l < d,

and hence cR /∈ C.
Moreover, for every P ∈ S we have

R− P ∈ (Gn,h,σ)
σj

⊆ C.

Furthermore, for every P ∈ S, as ker(P ) ⊆ βFqn , then rk(cR − cR−P ) =
rk(cP ) = n − dimFq(ker(P )) = n − l. This implies that cR−P ∈ Bn−l(cR),
for each P ∈ S and hence

cR−P ∈ G ∩Bn−l(cR) ⊆ C ∩Bn−l(cR),

where G is the evaluation code of Gσj

n,h,σ. Finally, we have to prove that
different choices of P ∈ S lead to different codewords of C. Let P,P ′ ∈ S
with P 6= P ′. If cR−P = cR−P ′ , then cP−P ′ = 0, that is the σ-polynomial
P (x)−P ′(x) has at least qn roots but its σ-degree is at most h+ j− 1 < n,
a contradiction.

As a consequence, if Sub is big enough we may get negative results on
the list decodability of such a kind of rank-metric codes.
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Corollary 4.5. Let n,m ∈ Z be positive integers such that n | m. Let C be
a rank-metric code of Lm,σ and let C be the associated evaluation code over
an Fq-basis of βFqn , for some β ∈ F∗

qm, with minimum distance d. Let l and

h be positive integers such that n − d + 1 ≤ l ≤ n − ⌊d−1
2 ⌋ − 1 and l ≥ h.

Suppose that

• (Gn,h,σ)
σj

⊆ C, for some j ∈ Z+ with j < n− l.

• There exists a subset Sub ⊆ Poll,h of σ-subspace polynomials of size
g = O(qn).

Then C cannot be list decoded efficiently at any radius τ ≥ n− l.
Furthermore, if l = n−⌊d−1

2 ⌋+1, then C cannot be list decoded efficiently
at all.

The same arguments apply for the following cases.
Let l and h be two positive integers such that h ≤ l ≤ n− 1. Denote

P̂oll,h = {alx
σl

+ · · ·+ al−h+1x
σl−h+1

+ x : ai ∈ Fqn} ⊆ Ln,σ.

Theorem 4.6. Let n,m ∈ Z be positive integers such that n|m. Let C be
a rank-metric code of Lm,σ and let C be the associated evaluation code over
an Fq-basis of βFqn , for some β ∈ F∗

qm, with minimum distance d. Let l and

h be positive integers such that n− d+ 1 ≤ l ≤ n− ⌊d−1
2 ⌋ − 1. Suppose that

• (Gn,h,σ)
σl−h+1+j

⊆ C, for some j ∈ Z+ with j < n − 2l + h − 1 and
l ≥ h.

• There exists a subset Ŝub ⊆ P̂oll,h of σ-subspace polynomials of size g.

Then there exists a word w ∈ Fn
qm \C such that

|C ∩Bn−l(w)| ≥ g.

Corollary 4.7. Let n,m ∈ Z be positive integers such that n | m. Let C be
a rank-metric code of Lm,σ and let C be the associated evaluation code over
an Fq-basis of βFqn , for some β ∈ F∗

qm, with minimum distance d. Let l and

h be positive integers such that n− d+ 1 ≤ l ≤ n− ⌊d−1
2 ⌋ − 1. Suppose that

• (Gn,h,σ)
σl−h+1+j

⊆ C, for some j ∈ Z+ with j < n − 2l + h − 1 and
l ≥ h.

• There exists a subset Ŝub ⊆ P̂oll,h of σ-subspace polynomials of size
g = O(qn).

Then C cannot be list decoded efficiently at any radius τ ≥ n− l.
Furthermore, if l = n−⌊d−1

2 ⌋+1, then C cannot be list decoded efficiently
at all.
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5 Some consequences

We now apply Theorems 4.4 together with Corollary 4.5 to get bound on
the list size and negative results on the list decodability of rank-metric codes
containing some generalized Gabidulin codes.

Theorem 5.1. Let n,m ∈ Z be positive integers such that n | m. Let C be a
rank-metric code of Lm,σ. Let C be the evaluation code of C over an Fq-basis
of βFqn , for some β ∈ F∗

qm, and minimum distance d. Suppose that there
exists a positive integer t ≥ 1 such that:

1. n− d+ 1 ≤ t ≤ n− ⌊d−1
2 ⌋ − 1;

2. t | n;

3. (Gn,1,σ)
σj

⊆ C, with j < n− t.

Then

• C cannot be list decoded efficiently at any radius τ ≥ n− t.

• If n is even and d = n− 1, then C cannot be list decoded efficiently at
all.

Proof. Consider
Polt,2 = {−a0x+ xσ

t
: a0 ∈ Fqn}.

Let Sub be the family N of σ-subspace polynomials of Proposition 3.6 with
t | n. By Theorem 4.4, there exists a word w ∈ Fn

qm \ C such that

|C ∩Bn−t(w)| ≥
qn − 1

qt − 1
,

which proves the first point. The second point follows from the fact that
qn−1
qt−1 ∼ qn/2.

Now, let n be even and d = n− 1. The unique decoding radius of C is

⌊
d− 1

2

⌋
=

n

2
− 1.

So, we may choose t = n
2 , and by the first part we have that C cannot be

list decoded efficiently at any radius τ ≥ n
2 .

The proof Theorem 5.1 may be modified using Theorem 4.4 applied to
Proposition 3.7 and Corollaries 3.9 and 3.12, getting the following results.
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Theorem 5.2. Let n,m ∈ Z be positive integers such that n | m. Let C be a
rank-metric code of Lm,σ. Let C be the evaluation code of C over an Fq-basis
of βFqn , for some β ∈ F∗

qm, and minimum distance d. Suppose that there
exists a positive integer t ≥ 1 such that:

1. ⌊d−1
2 ⌋+ 1 ≤ t ≤ d− 1;

2. t | n;

3. (Gn,n−2t+1,σ)
σj

⊆ C, with j < t− 1.

Then

• The code C cannot be list decoded efficiently at any radius τ ≥ t.

• If n = r
(
⌊d−1

2 ⌋+ 1
)
, with r ∈ N, then C cannot be list decoded effi-

ciently at all.

In particular if d is even and d
2 | n then C cannot be list decoded

efficiently at all.

Proof. Choosing

Poln−t,n−2t+1 = {−xσ
n−t

+ an−2tx
σn−2t

+ . . . + a0x : ai ∈ Fqn}

and Sub as the family of the Proposition 3.7, Theorem 4.4 implies the exis-
tence of a word w ∈ Fn

qm \ C such that

|C ∩Bt(w)| ≥
qn − 1

qt − 1
.

The next results can be proven by using the same techniques of the above
results.

Theorem 5.3. Let n,m ∈ Z+ be positive integers such that n | m. Let C
be a rank-metric code of Lm,σ and let C be its associated evaluation code
over an Fq-basis of βFqn, for some β ∈ F∗

qm , with minimum distance d. Let
t ∈ Z+ such that:

1. n− d+ 1 ≤ t ≤ n−
⌊
d−1
2

⌋
− 1;

2. t− 1 is a power of the characteristic of Fqn;

3. n = t(t− 1) + 1;
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4. C contains (Gn,2,σ)
σj
, with j < n− t.

Then C cannot be list decoded efficiently at any radius τ ≥ n− t.

Remark 5.4. Once we fix the integer n = t(t − 1) + 1, for some t in Z+,
then τ ≥ t2 − 2t+ 1.

Remark 5.5. We observe that once you apply Theorem 4.4 using the family
of σ-subspace polynomials of Corollary 3.9, if C = Gn,k,σ with k ≥ 2 and
with constraints on the involved parameters as prescribed in Theorem 5.3,
then there exists a word w ∈ Fn

qm \ C such that

|C ∩Bn−t(w)| ≥
qn − 1

q − 1
∼ qn−1,

which improves the list size provided in [31, Theorem 3] and [41, Theorem
8], for any value of the radius τ greater than or equal to t2 − 2t+ 1.

Theorem 5.6. Let n,m ∈ Z+ be positive integers such that n | m. Let q a
power of 2. Let C be a rank-metric code of Lm,q and let C be its associated
evaluation code over an Fq-basis of βFqn, for some β ∈ F∗

qm, with minimum
distance d. Let t ∈ Z+ such that:

1. n− d+ 1 ≤ t ≤ n−
⌊
d−1
2

⌋
− 1

2. t is a power of 2;

3. n = t2 − 1;

4. C contains (Gn,2,σ)
σj
, with j < n− t.

Then C cannot be list decoded efficiently at any radius τ ≥ n− t.

Remark 5.7. As for Remark 5.5, we observe that if C = Gn,k,σ with k ≥ 2
and with constraints on the involved parameters as prescribed in Theorem
5.3, then there exists a word w ∈ Fn

qm \ C such that

|C ∩Bn−t(w)| ≥
qn − 1

q − 1
∼ qn−1,

which improves the list size provided in [31, Theorem 3] and [41, Theorem
8], for any value of the radius τ greater than or equal to t2 − t− 1.

Now we consider the families of subspace polynomials introduced in Sub-
section 3.2.
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Theorem 5.8. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, let pi =
1 + q′ + q′2 . . . + q′i, with i ≥ 0, let n = tpk and m be a multiple of n. Let
s be a positive integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. Let

C be a rank-metric code of Lm,σ and let C be the evaluation code of C over
an Fq-basis of βFqn, for some β ∈ F∗

qm , and minimum distance d. Suppose
that:

1. ⌊d−1
2 ⌋+ 1 ≤ tq′k ≤ d− 1;

2. (Gn,tpk−2+1,σ)
σj

⊆ C, with j < tq′k.

Then C cannot be list decoded efficiently at any radius τ ≥ tq′k.

Proof. Consider

Poltpk−1,tpk−2+1 = {xσ
tpk−1

+ atpk−2
xσ

tpk−2
+ · · ·+ a0x : ai ∈ Fqn} ⊆ Ln,σ.

By applying Theorem 4.4 choosing Sub = Q, the family described in
Theorem 3.17, there exists a word w ∈ Fn

qm \ C such that

|C ∩Bn−tpk−1
(w)| ≥ |Q| =

qn − 1

qt − 1
,

which proves the first point. The second point follows from the fact that
qn−1
qt−1 ∼ qn/2.

The previous results extends [31, Theorem 4], in the sense that when
r = 0 and C is a Gabidulin code, we obtain [31, Theorem 4]. Now, applying
Theorem 4.4 to the family Q′ of Theorem 3.17, the following result holds.

Theorem 5.9. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, let pi =
1 + q′ + q′2 . . . + q′i, with i ≥ 0, let n = tpk and m be a multiple of n. Let
s be a positive integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. Let

C be a rank-metric code of Lm,σ. Let C be the evaluation code of C over
an Fq-basis of βFqn, for some β ∈ F∗

qm , and minimum distance d. Suppose
that:

1. ⌊d−1
2 ⌋+ 1 ≤ tq′k ≤ d− 1;

2. (Gn,t(pk−1−p0)+1,σ)
σj

⊆ C, with j < tq′k.

Then C cannot be list decoded efficiently at any radius τ ≥ tq′k.
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6 Explicit examples

In this section we will see explicit examples of rank-metric codes which
cannot be list decoded efficiently from a certain radius or at all in some
cases.

We start by showing how some known results on generalized Gabidulin
codes and further families of codes may be obtained as corollaries of our
results.

Theorem 6.1. ([31, Theorem 4],[41, Theorem 10 and Corollary 11]) Let
k, t, n and m ∈ Z+ positive integers such that k ≤ n, t | n and n | m.
Let Gn,k,σ be the evaluation code of Gm,k,σ over an Fq-basis of βFqm , with
β ∈ F∗

qm.

If
⌊
d−1
2

⌋
+ 1 ≤ t ≤ d− 1, then

• The code Gn,k,σ cannot be list decoded efficiently at any radius τ ≥ t;

• In particular, any generalized Gabidulin code Gn,k,σ with minimum
distance d = 2t, cannot be list decoded efficiently at all.

Proof. As t ≥
⌊
d−1
2

⌋
+1, we have that k ≥ n− 2t+1, so that Gn,n−2t+1,σ ⊆

Gn,k,σ. So, the assertion then follows by applying Theorem 5.2.

The above proof may be adapted to get a similar result for other exam-
ples of MRD-codes as proved in [41], which we slightly generalize.

Theorem 6.2. Let k, t, n and m ∈ Z+ such that k ≤ n, t | n and n | m.
Let C = Hn,k,σ(f1, f2) as in (3) and let C = Hn,k,σ(f1, f2) be the associated
evaluation code over an Fq-basis of βFqn, for some β ∈ F∗

qm, where f2 is not
the zero polynomial. If d(C) = d = n− k + 1, t ≤ d− 1 and

t ≥





⌊
d−1
2

⌋
+ 1 if n− k is even,

⌊
d−1
2

⌋
+ 2 if n− k is odd,

then

• The code C cannot be list decoded efficiently at any radius τ ≥ t.

• If d = 2t− 2, then C cannot be list decoded efficiently at any radius τ
greater than or equal to

⌊
d−1
2

⌋
+ 2.

• If d = 2t− 1, then C cannot be list decoded efficiently at all.
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Proof. Because of the hypothesis on t, Gn,n−2t+1,σ ⊆ Gn,k−1,σ ⊂ Hn,k,σ(f1, f2)
and then Theorem 5.2 applies.

Theorem 6.2 generalizes [41, Theorem 12 and Corollary 13] as the codes
considered in [41] are evaluated over an Fq-basis of Fqn and the last point of
Theorem 6.2 guarantees the existence of parameters such that the evaluation
codes associated to the family of MRD-codes of shape (3) cannot be list
decoded efficiently at all.

When C = Hn,k,σ(f1, f2) defined as in (3) is not an MRD-code, then
the associated evaluation code over n Fq-linearly independent elements may
have minimum distance equals to either n − k + 1 or n − k. In the former
case Theorem 6.2 applies. The latter case is covered by the following result.

Theorem 6.3. Let k, t, n and m ∈ Z+ such that k ≤ n, t | n and n | m.
Let C = Hn,k,σ(f1, f2) as in (3) and let C = Hn,k,σ(f1, f2) be the associated
evaluation code over an Fq-basis of βFqn, for some β ∈ F∗

qm. If d(C) = d =

n− k and
⌊
d−1
2

⌋
+ 1 < t ≤ d− 1, then

• The code C cannot be list decoded efficiently at any radius τ ≥ t.

• If either d = 2t − 2 or d = 2t − 3, then C cannot be list decoded
efficiently at any radius τ ≥

⌊
d−1
2

⌋
+ 2.

Proof. Again the result follows by applying Theorem 5.2 to the code C since
Gn,n−2t+1,σ ⊆ Gn,k−1,σ ⊂ Hn,k,σ(f1, f2).

Also, Theorem 5.2 applies to the following class of rank-metric codes, for
which we may determine the minimum distance when m is large enough. In
particular, we will make use of the results in [3], which are written in terms
of Moore exponent sets. More precisely, we use they results since the set
{i0, . . . , ik} ⊆ Z/nZ is a Moore exponent set if and only if 〈xσ

i0 , . . . , xσ
ik 〉Fqn

is an MRD-code in Ln,σ.

Lemma 6.4. Let k and m ∈ Z+ such that k ≤ m− 1 and let σ : x ∈ Fqm 7→
xq

s
∈ Fqm be a generator of Gal(Fqm : Fq). Let

Cj = 〈xσ
i
: i ∈ {0, . . . , k − 1} \ {j}〉Fqm

⊆ Lm,σ,

for some j ∈ {1, . . . , k − 2}. If q > 5 and

m >

{
12s + 2, if k = 3,
13
3 sk + logq(13 · 2

10
3 ), if k ≥ 4,

(9)

then the minimum distance of Cj is m − k. In particular, Cj is not an
MRD-code.
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Proof. In [3, Theorems 1.1, 3.2 and 4.1], the authors proved that ifm satisfies
(9), then Cj is an MRD-code if and only if either j = 0 or j = k− 1, that is
Cj is not an MRD-code. The assertion then follows noting that the elements
in Cj have rank greater than or equal to m − k and there should exist at
least one element of rank m− k, otherwise Cj would be an MRD-code.

Let C be the associated evaluation code of Cj over an Fq-basis of βFqn ,
with β ∈ F∗

qm . Suppose that Cj has minimum distance d(Cj) = m− k, then,
by Lemma 2.2, we have that n− k ≤ d(C) ≤ n− k + 1.

Now, as Cj contains Gm,j,σ and Gσj+1

m,k−j−1,σ, the next results follows by
Theorem 5.2.

Theorem 6.5. Let k, t, n and m ∈ Z+ such that k ≤ n, t | n and n | m. Let
Cj the code defined in Lemma 6.4 and let C be the associated evaluation code
over an Fq-basis of βFqn , for some β ∈ F∗

qm. Let M = max{j, k − j − 1}.

Suppose that t ≥ n−j+1
2 , if M = j or t ≥ n−k+j

2 + 1 if M = k − j − 1.⌊
d−1
2

⌋
+ 1 ≤ t ≤ d− 1. Then the code C cannot be list decoded efficiently at

any radius τ ≥ t.

In the case in which j = k − 2, we can improve the previous result.

Theorem 6.6. Let k, t, n and m ∈ Z+ such that k ≤ n, t | n and n | m. Let
Ck−2 be the code defined in Lemma 6.4 and let C be the associated evaluation
code over an Fq-basis of βFqn, for some β ∈ F∗

qm.
If d(C) = d = n− k + 1, t ≤ d− 1 and

t ≥





⌊
d−1
2

⌋
+ 1 if n− k is even,

⌊
d−1
2

⌋
+ 2 if n− k is odd,

then

• The code C cannot be list decoded efficiently at any radius τ ≥ t.

• If d = 2t− 2, then C cannot be list decoded efficiently at any radius τ
greater than or equal to

⌊
d−1
2

⌋
+ 2.

• If d = 2t− 1, then C cannot be list decoded efficiently at all.

If d(C) = d = n− k and
⌊
d−1
2

⌋
+ 1 < t ≤ d− 1, then

• The code C cannot be list decoded efficiently at any radius τ ≥ t.

• If either d = 2t − 2 or d = 2t − 3, then C cannot be list decoded
efficiently at any radius τ ≥

⌊
d−1
2

⌋
+ 2.
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7 List decodability of costant dimension subspace

codes

Consider the Grassmanian Gq(n, r), i.e. the set of all subspaces of dimension
r of Fqn . A constant dimension subspace code with parameters (n,Ms, ds, r)q
is a subset of Gq(n, r) with size Ms and minimum subspace distance ds under
the metric

ds(U, V ) = dimFq(U) + dimFq(V )− 2 dimFq(U ∩ V ).

The interest in subspace codes has recently increased because of their ap-
plication to error correction in random network coding, see [16]. In [39]
the authors produced a class of asymptotically optimal constant dimension
subspace codes with the following procedure. Let A ∈ Fn×m

q and denote by
〈A〉 the subspace spanned by the rows of a matrix A.

Definition 7.1. Consider the mapping

I : Fn×m
q → Gq(n+m,n)

defined by
X 7→ 〈[In X]〉,

where In denotes the n× n identity matrix. The subspace I(X) = 〈[In X]〉
is called lifting of the matrix X.

Hence, if C is a rank-metric code in Fn×m
q , the lifting of C is

I(C) = {I(A) : A ∈ C}.

Remark 7.2. Note that if w ∈ Fn
qm , we can see w as a matrix in Fm×n

q ,
once we fix an Fq-basis of Fqm, so that we can define I(w). If C is a rank-
metric code in Fn

qm, we can look to C as a subset of matrices in Fm×n
q , so

that we can define the lifting of C.

We will need the following property.

Lemma 7.3. [39, Proposition 4] Let C be a rank-metric code in Fm×n
q with

minimum distance dR and size MR. Then(2)

I(CT ) =
{
I(AT ) : A ∈ C

}

is a constant dimension subspace code with parameters (n+m,Ms = MR, ds =
2dR, n)q.

2AT denotes the transpose of A.
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Let Bs
τ (W ) = {V : ds(W,V ) ≤ τ} denote the ball of radius τ centered

at W w.r.t. the subspace distance. Recall that [31, Equation 3] establishes
the following relation between the intersection of a rank-metric code C and
a fixed ball and its lifted subspace code I(CT ) and the correspondent ball:

|C ∩Bτ (cR)| ≤ |I(CT ) ∩Bs
2τ (I(c

T
R))|, (10)

for any cR ∈ C.
In [31, Theorem 6], the result on the list decodability of Gabidulin codes

are also applied to lifted Gabidulin codes, obtaining families of subspace
codes that cannot be list decoded efficiently at any radius. Also, the results
of this paper can be applied to the corresponding lifted code. Indeed, we
have the following results.

Theorem 7.4. Let h, k, n and m ∈ Z+ such that h ≤ k ≤ n ≤ m. Let C be
a rank-metric code of Lm,σ and let C be the evaluation code over n arbitrary
Fq-linearly independent elements α1, . . . , αn ∈ Fqm. Let τ be an integer
such that

⌊
d−1
2

⌋
+ 1 ≤ ⌊τ/2⌋ ≤ d − 1. Suppose that j < τ and C contains

(Gm,h,σ)
σj
, for some j < m − h. Denote by I(CT ) the (n + m,Ms, 2d, n)

subspace code from the lifting of the code CT . Then there exists a subspace
I(wT ) ∈ Gq(n +m,n), where w ∈ Fn

qm \ C such that

|I(CT ) ∩B2(n−l)(I(w
T ))| ≥

[
n

n−⌊τ/2⌋

]
q

qm(n−⌊τ/2⌋−h)
.

Moreover, as a consequence of Theorem 4.4 and Equation (10) we get
the following result.

Theorem 7.5. Let n,m ∈ Z be positive integers such that n | m. Let C be
a rank-metric code of Lm,σ and let C be the associated evaluation code over
an Fq-basis of βFqn, for some β ∈ F∗

qm, with minimum distance d. Let l a

positive integer such that n − d + 1 ≤ l ≤ n − ⌊d−1
2 ⌋ − 1 and suppose that

(Gn,h,σ)
σj

⊆ C, for some j ∈ Z+ with j ≤ n− l and l ≥ h.
Suppose that exists a subset Sub ⊆ Poll,h of σ-subspace polynomials of

size g. Denote by I(CT ) the (n+m,Ms, 2d, n) subspace code from the lifting
of the code CT . Then there exists a subspace I(wT ) ∈ Gq(n +m,n), where
w ∈ Fn

qm \C such that

|I(CT ) ∩B2(n−l)(I(w
T ))| ≥ g.

Actually, we can rephrase all the results of the previous sections for the
corresponding lifted code. For instance, we have also rephrased the results
regarding the lifting of the codes of Form (3).
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Theorem 7.6. Let k, t, n and m ∈ Z+ such that k ≤ n, ⌊t/2⌋ | n and n | m.
Let C = Hn,k,σ(f1, f2) as in (3) and let C = Hn,k,σ(f1, f2) be the associated
evaluation code over an Fq-basis of βFqn, for some β ∈ F∗

qm, where f2 is not
the zero polynomial. Suppose d(C) = d = n− k + 1, ⌊t/2⌋ ≤ d− 1 and

⌊t/2⌋ ≥





⌊
d−1
2

⌋
+ 1 if n− k is even,

⌊
d−1
2

⌋
+ 2 if n− k is odd,

Denote by I(CT ) the (n+m, qkn, 2d, n) subspace code from the lifting of the
code CT . Then

• The code C cannot be list decoded efficiently at any radius τ ≥ t.

• If d = 2⌊t/2⌋ − 2, then I(CT ) cannot be list decoded efficiently at any
radius τ greater than or equal to

⌊
d−1
2

⌋
+ 2.

• If d = 2⌊t/2⌋ − 1, then I(CT ) cannot be list decoded efficiently at all.

Also, we mention the following consequence, which extends [31, Theorem
7].

Theorem 7.7. Let p be a prime, q be a power of p and k, t be positive
integers. Consider q′ = pr, where r is a non-negative integer, let pi =
1 + q′ + q′2 . . . + q′i, with i ≥ 0, let n = tpk and m be a multiple of n. Let
s be a positive integer coprime with n and let σ : x ∈ Fqn 7→ xq

s
∈ Fqn. Let

C be a rank-metric code of Lm,σ. Let C be the evaluation code of C over an
Fq-basis of βFqn, for some β ∈ F∗

qm, and minimum distance d. Suppose that
there exists a positive integer t ≥ 1 such that:

1. ⌊d−1
2 ⌋+ 1 ≤ tq′k ≤ d− 1;

3. (Gn,tpk−2+1,σ)
σj

⊆ C, with j < tq′k.

Denote by I(CT ) the (n + m, c, 2d, n) subspace code from the lifting of the
code CT , where c is the size of C. Then The code C cannot be list decoded
efficiently at any radius τ ≥ tq

′k.

8 Conclusions and open problems

Applying the techniques of [42] and of [31, 41], we obtain a Johnson-like
bound for rank-metric codes containing generalized Gabidulin codes and we
give a bound on the list size of rank-metric codes containing generalized
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Gabidulin codes, which relies on the existence of an enough large family of
σ-subspace polynomials. These results allow us to exhibit families of rank-
metric codes which are not efficiently list decoded either at all or from a
larger number of errors, some of them are also MRD-codes or close to be
MRD. Our results suggest that rank-metric codes which are Fqm-linear or
that contains a (power of) generalized Gabidulin code cannot be efficiently
list decoded for large values of the radius (at least when n | m). This is also
supported by the fact that the known constructions of rank-metric codes (see
e.g. [14]) which can be efficiently list decoded are far from being Fqm-linear.
A further important problem regards the divisibility conditions between n
and m. Do the results obtained in this paper and those in [42, 31, 41] hold
true also when n ∤ m? [42, Lemma 7 and Corollary 3] imply a positive
answer to the above question, but a general approach is still missing.
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