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Abstract. Control systems should enforce a desired property for both
expected/modeled situations as well as unexpected/unmodeled environ-
mental situations. Existing methods focus on designing controllers to en-
force the desired property only when the environment behaves as expected.
However, these methods lack discussion on how the system behaves when
the environment is perturbed. In this paper, we propose an approach for
analyzing control systems with respect to their tolerance against environ-
mental perturbations. A control system tolerates certain environmental
perturbations when it remains capable of guaranteeing the desired prop-
erty despite the perturbations. Each controller inherently has a level of
tolerance against environmental perturbations. We formally define this
notion of tolerance and describe a general technique to compute it, for
any given regular property. We also present a more efficient method to
compute tolerance with respect to invariance properties. Moreover, we
introduce and solve new controller synthesis problems based on our no-
tion of tolerance. We demonstrate the application of our framework on an
autonomous surveillance example.

Keywords: Tolerance · discrete transition systems · model uncertainty
· labeled transition systems.

1 Introduction

In control systems, a controller is designed to enforce a desired property over
the environment it controls. For example, the cruise control system enforces the
car (environment) to maintain a desired speed (desired property). In this con-
text, classical reactive synthesis methods provide means to synthesize controllers
that correctly assure a desired property expressed in formal logic [41,39,11,44,4].

⋆ This work has been supported by the National Science Foundation under NSF SaTC
awards CNS-1801342 and CNS-1801546. The proofs of our results can be found in [34].

http://arxiv.org/abs/2110.04200v2


2 R. Meira-Góes et al.

However, these methods heavily rely on assumptions about the behavior of the en-
vironment. For instance, the environment in the cruise control system is specified
by the dynamics of the car, the road, the meteorological conditions, etc. Thus, the
correct behavior of the controlled system is only guaranteed under these environ-
mental assumptions/models.

Perturbations from the assumed environmental model jeopardize the correct-
ness of the controller, limiting the application of reactive synthesis methods. There-
fore, in addition to correctness, controllers should be designed to tolerate reason-
able model perturbations. Even when the environment behaves unexpectedly, the
controlled system must be correct.

Perturbations can be introduced by the designer prior to the synthesis pro-
cedure becoming part of the environmental model [7,31,48,52]. Therefore, it is
possible to use the existing approaches to synthesize a controller that is tolerant
against certain perturbations. However, given an existing controller, it’s not clear
how tolerant this controller is and whether it’s actually tolerant enough against
some set of perturbations under consideration.

A different type of analysis is to pose the following question: Which environ-
mental perturbations can an existing controller tolerate? Each controller inherently
has a level of tolerance against environmental perturbations whether or not the
designer is aware of it. Explicitly computing this level of tolerance is useful for the
designer in many ways, e.g., it helps the designer to decide if it is safe to deploy
the controller or whether a new controller is needed.

In this paper, we investigate the tolerance of controllers for discrete transition
systems. We model perturbations as additional transitions to the original model,
creating a framework to analyze their impact in the controlled system. The con-
troller is tolerant against a perturbation if the perturbed controlled system still
satisfies a given desired property. We go on to define a new notion of controller tol-
erance against perturbations as the set of all perturbations for which the controller
is tolerant. Based on this new notion, we define the problem of computing the con-
troller tolerance given a desired regular property. We show that this problem can
be reduced to a sequence of model checking problems for discrete systems.

To more efficiently solve the computation problem above, we investigate the
notion of controller tolerance with respect to invariance properties. In this case,
we show that a single perturbation represents all perturbations for which the con-
troller is tolerant. This result allows us to reduce the computation problem to a
reachability analysis problem. It also allows us to investigate and solve three con-
troller synthesis problems: synthesis of the most tolerant controller, of the least tol-
erant controller, and of a controller that achieves a minimum tolerance threshold.

We have four main contributions in this paper:

– We define a new notion of controller tolerance and a general technique to
automatically compute it;

– We investigate this notion of tolerance with respect to invariance properties
and devise an efficient algorithm to compute it;

– We propose three new controller synthesis problems and provide their solution
based on existing reachability analysis techniques;
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– We provide a prototype implementation of our algorithms and demonstrate
our approach on an example involving surveillance protocols.

2 Motivating example

As a motivating example, we consider a surveillance scenario of two autonomous
drones, ego and srv. These drones monitor the surroundings of a building as de-
picted in Fig. 1a. Ego desires to obtain information about the building without
being captured by srv, i.e., where “captured" means both that drones are in the
same location. It also assumes that srv surveils the building by following the
strategy depicted in Fig. 1b, i.e., srv surveils the building by always moving in the
clockwise direction.

(a) Surveillance
overview

(b) srv strategy
assumed by ego

Fig. 1: Motivating example of a surveillance scenario

Classical reactive synthesis techniques can synthesize a controller for ego that
guarantees the satisfaction of its property [40,39,1,8,22]. For example, we can syn-
thesize two controllers that guarantee that srv does not capture ego: controller 1
maintains ego most of the time in location 1 but it allows ego to visit location 2
when srv is in location 4, and controller 2 ensures that ego trails two steps behind
srv. These controllers, however, guarantee the property only for the model of the
system described above.

Now, suppose that srv does not conform with the strategy assumed by ego,
e.g., srv decides to go counter-clockwise to monitor the building. Because of this
perturbation, the two synthesized controllers might not guarantee the property.
Hence, to validate these controllers against these perturbations, an extra veri-
fication step must be performed. For example, if srv moves counter-clockwise,
controller 1 guarantees that ego is not captured but controller 2 does not. How-
ever, one needs to verify that indeed these controllers continue or not to satisfy
this property. Another option is to synthesize a new controller based on the model
of the system augmented with the possible “known” perturbations [48].

In comparison, as was mentioned in the introduction, we pose the following
question: For which model perturbations can a controller ensure the given property?
Our notion of tolerance explicitly states that controller 1 ensures ego’s property
even when srv moves counter-clockwise, whereas controller 2 does not. It also al-
lows us to affirm that controller 1 is more tolerant than controller 2. In general, our
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notion of tolerance enables analyzing the environmental perturbations a controller
tolerates. Moreover, it also enables comparing different controllers to determine
which of them may be more tolerant as well as synthesizing controllers with a given
level of tolerance.

3 Preliminaries

This section describes the underlying formalism used to model the environment,
feedback controlled systems, and the properties enforced by them.

Labeled transition systems In this work, we use labeled transition systems to
model the behavior of the environment.

Definition 1. A labeled transition system (LTS) T is a tuple 〈Q,Act,R,I〉, where
Q is a finite set of states, Act is a finite set of actions, R⊆Q×Act×Q is the tran-
sition relation of T , and I ⊆Q is a nonempty set of initial states.

Let P ostT (q,a) denote the set of states reachable from state q ∈ Q and action
a∈Act, i.e., P ostT (q,a) :={q′ ∈Q |(q,a,q′)∈R}. A run of T starts in an initial state
in I and is followed by a finite or infinite alternating sequence of actions and states
complying with transitions in R, e.g., x0a0x1a1...xn such that xi+1 ∈P ostT (xi,ai)
for all i<n and x0 ∈I. The set of all runs in T is denoted by Runs(T ). A path of
T is the sequence of states in a run of T , e.g., for x0a0x1 ∈Runs(T ), then x0x1 is
a path of T . The sets P athsfin(T ) and P aths(T ) denote the set of finite and all
paths in T , respectively.

Example 1. We model the motivating example in Section 2 using LTS. The states
represent the discrete locations of ego, {1,2,3,4,5} and srv, {2,3,4,5}. The pos-
sible actions of the system consist of ego selecting its desired next location, i.e.,
Act = {m1,...,m5} where mi means that ego moves to location i. The transition
relation is defined by a few update rules and assumptions. The two drones move
synchronously to their next location. Next, both drones can only move to locations
that are connected by an edge in Fig. 1a. Lastly, we assume that srv surveils the
building using the strategy defined in Fig. 1b, e.g., srv moves to location 2 when 5
is its current location. The system is initialized in state (1,5), i.e., ego in location 1
and srv in location 5. Figure 2a partially depicts the LTS T defined by this example.

Remark 1. Our definition of LTS assumes that the set of actions Act are control-
lable actions, e.g., ego selects action m1. However, the nondeterministic transition
relation encapsulates uncontrollable actions. Intuitively, after an action is selected,
the environment decides which state the system will be in.

Given a finite set A, the usual notations |A|, A∗, A+, and Aω denote the cardi-
nality of A, the set of all finite sequences, the set of all non-empty finite sequences,
and the set of all infinite sequences of elements in A, respectively. For convenience,
we write x0...n for any finite sequence of states x0...xn.
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(a) Partial LTS T of the surveillance example.
States are of the form (ego location, srv

location) and edge labels represent the
actions of ego. Transitions in blue are the
missing transitions in this partial LTS. State
(2,2) is in red since srv captured by ego.

(b) LTS rep-
resentation of
T |f

Fig. 2: LTS motivating example and controlled system

Control strategy Given an LTS T , a control strategy, or simply controller,
for T is a function that maps a finite sequence of states to a set of actions, i.e.,
f :Q+ →2Act. A controlled run in T is a run of T where actions are constrained by
controller f , e.g., x0a0···∈Runsinf (T ) such that ai ∈f(x0...i) for any i≥0. The set
of all controlled runs, denoted by Runs(T |f), defines the closed-loop system of f
controlling T . For convenience, this closed-loop system is denoted by T |f . The sets
of finite and all controlled paths are denoted by P athsfin(T |f) and P aths(T |f).
A controller has finite memory if its decisions depend only on a finite number of
states. It is memoryless if its decisions depend on the last state, f :Q→2Act. When
f has finite memory, T |f can be represented by an LTS.

Example 2. Back to our motivating example, we give an example of a simple mem-
oryless controller that is set to maintain ego in location 1. Formally, the controller
is defined as f(1, i) = f(2, i) = {m1} for i ∈ {2, ... ,5}, f(3,4) = f(5,4) = {m2},
f(3,5) = f(4,5) = {m3}, f(3,2) = f(4,2) = f(5,2) = {m4}, f(4,3) = f(5,3) = {m5},
otherwise f(q)=∅. Figure 2b shows the reachable states of the LTS representation
of T |f when I ={(1,5)}.

Property In this work, we consider the class of linear-time (LT) properties over
the set of states Q of a given LTS T [3], i.e., property P is a subset P ⊆ Qω ∪Q∗.
In words, an LT property is a set of infinite and finite sequences of states that
represents an “admissible/desired” set of paths of T . An LTS T satisfies property
P , notation T |= P , whenever P aths(T ) ⊆ P . Similarly, a controlled system T |f
satisfies property P if P aths(T |f)⊆P .

4 Tolerance against perturbations

4.1 Perturbations

Model-based control theory methods are grounded on a model of the environment
under control. This model is always an approximation of the true system. For this
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reason, we must take into account possible mismatches between the model of the
environment and the true environment when designing a controller. In the case
of LTS, we model these possible mismatches, called perturbations, as additional
transitions. Formally, a perturbation4 is a set of transitions d⊆(Q×Act×Q).

For example, transition (1,2),m1,(1,5) represents a perturbation in srv as-
sumed clockwise strategy depicted in Fig. 1b. Srv decides to go back to posi-
tion 5 instead of going to position 3. A second type of perturbation is transition
(1,2),m1,(2,3) where ego gets pushed to location 2 even though it has selected an
action to stay in location 1.

Given a perturbation set, we can define the perturbed system by augmenting
the transition relation of the LTS with the perturbation set.

Definition 2. Let an LTS T =〈Q,Act,R,I〉 and a perturbation d⊆Q×Act×Q be
given. We define the perturbed system Td as Td :=〈Q,Act,R∪d,I〉.

A controller f that guarantees property P for system T , T |f |=P , might violate
this property for the perturbed system Td. Thus, one needs to check if f continues
to satisfy P for Td, i.e., if Td|f |=P .

Definition 3. Controller f is a tolerant controller with respect to LTS T , pertur-
bation d, and property P if Td|f |= P . Perturbation d is a tolerable perturbation
with respect to T , f , and P if f is a tolerant controller with respect to T , d, and P .

4.2 Comparing perturbations

Given perturbations d1 and d2 such that d1 ⊆d2, d2 perturbs LTS T more than d1

since Runs(Td1
) ⊆ Runs(Td2

). Our definition of tolerable perturbations takes
into account not only the perturbed system, but a controller f and its con-
trolled behavior, e.g., Td1

|f . By including the controller to close the loop, two
incomparable perturbations can generate comparable set of runs, i.e., it might
be that Runs(Td1

|f) ⊆ Runs(Td2
|f) even when d1 6⊆ d2 and d2 6⊆ d1. In this

scenario, d2 perturbs the controlled system more than d1 since d2 has more in-
fluence on the controlled behavior. Moreover, whenever d1 ⊆ d2, it follows that
Runs(Td1

|f) ⊆ Runs(Td2
|f) for any controller f . Based on this discussion, we

define what it means to a perturbation be more or less “powerful” than other.

Definition 4. Let an LTS T , controller f , and perturbations d1 and d2 be given.
We say d1 is at least as powerful as d2 with respect to f , denoted by d2 �f d1, if

(i) Runs(Td2
|f)⊂Runs(Td1

|f), or;
(ii) Runs(Td2

|f)=Runs(Td1
|f)⇒d2 ⊆d1.

Whenever the controller f is clear from the context, we write � instead of �f .

4 For simplicity, we define perturbations without removing the transition relation R

as to not overload our definitions with the removal of R. All of our results hold when
perturbations are defined as d⊆ (Q×Act×Q)\R.
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Intuitively, a perturbation d1 is at least as powerful as perturbation d2 with re-
spect to controller f , if the controlled perturbed system Td1

|f can generate any run
that Td2

|f can, and if the two controlled systems generate exactly the same set of
runs, then d2 ⊆d1. It follows that the ordering � forms a partial order over the set of
perturbations of T . To provide more intuition on �, we have the following example.

Example 3. Consider the LTS T shown in Fig. 3a and the property defined by all
sequence of states that do not reach state 3, e.g., the sequence 143 violates this
property. We define the memoryless controller f as f(q)={b} if q 6=3, and f(3)=∅.
It follows that f satisfies the stated property, i.e., T |f |=P .

Consider the tolerable perturbations d1 = {(1, b, 2)}, d2 = {(1, b, 4)}, d3 =
{(2,b,3)}, and d4 ={(4,b,3)}. Perturbations d1 and d2 are at least as powerful as d3

and d4, i.e., d3 �d1, d4 �d1, d3 �d2, and d4 �d2. On the other hand, d1 and d2 are
incomparable with respect to � as their perturbed controlled systems generate
incomparable runs. Perturbations d3 and d4 are also incomparable even though
Runs(Td3

|f) = Runs(Td4
|f). In this case, condition (ii) in Def. 4 is violated as

d3 6⊆d4 and d4 6⊆d3.

aaab

b

b

(a) LTS T

aaa,bb

b

b

(b) LTS Td1

a
a

ab

b

b

b

(c) LTS Td3

Fig. 3: Tolerable perturbations

In Example 3, perturbations d3 and d4 are incomparable with respect to � even
though Runs(Td3

|f) = Runs(Td4
|f). Fortunately, their union, d3 ∪d4, generates

the same controlled runs and it is at least as powerful as d3 and d4. This result
establishes the existence of a maximal perturbation within the set of perturbations
that generate the same controlled runs.

Proposition 1. Given LTS T , controller f , and perturbations d1,d2 such that
Runs(Td1

|f)=Runs(Td2
|f), it follows that d1,d2 �f d1∪d2 and Runs(Td1∪d2

|f)=
Runs(Td1

|f)=Runs(Td2
|f).

4.3 Tolerance definition

Prior work on robustness of discrete transition systems assumes that perturba-
tion d is given and one checks the tolerance of controller f with respect to d and
property P . Our approach transforms the assumption of given perturbations into
our object of study. Intuitively, we search for all possible tolerable perturbations
d with respect to LTS T , controller f , and property P .
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Definition 5. Let LTS T , property P , and controller f such that T |f |= P be
given. The tolerance of f with respect to P and T , denoted as ∆(T,f,P ), is a
collection of perturbations (∆(T,f,P )⊆2Q×Act×Q) such that:

1. ∀d∈∆(T,f,P ). Td|f |=P [d is tolerable];

2. ∀d⊆Q×Act×Q. Td|f |=P ⇒∃d′ ∈∆(T,f,P ). d�d′ [d is represented];

3. ∀d,d′ ∈∆(T,f,P ). d 6=d′ ⇒d 6�d′ [unique representations].

Conditions 2 and 3 in Def. 5 enforce that only maximal tolerable perturbations
with respect to � are in ∆. Formally, the set ∆ defines an antichain, with respected
to �, of maximal tolerable perturbations. Intuitively, the set ∆ defines an upper
bound on the possible perturbations from T that controller f tolerates. Before we
dive into the properties of the set ∆, we must show that this set is uniquely defined
given its assumptions.

Lemma 1. Given an LTS T , controller f , and property P , there is a unique
∆(T,f,P ) that satisfies the conditions in Def. 5.

Example 4. Consider the same setup as in Example 3. The four perturbations in
Example 3 are tolerable. Therefore, they must be represented in ∆ as stated in con-
dition (2) in the definition of ∆. At this moment, we simply provide ∆ for this ex-
ample and in Section 5 we provide the formal results on efficiently obtaining this ∆.
The set ∆ in this example is given by ∆={Q×Act×Q\{(1,b,3),(2,b,3),(4,b,3)}}.
Intuitively, ∆ is defined by a single perturbation set that contains all possible
transitions except the ones from states 1,2,4 to state 3 with action b. Adding any
of these missing transitions make the perturbation set in ∆ to be intolerable. The
perturbed system defined by this perturbation is depicted in Fig. 4a where we high-
light the new transitions in blue 5. Any other tolerable perturbation is represented
in ∆. For example, perturbations d1,d2 ⊆d=Q×Act×Q\{(1,b,3),(2,b,3),(4,b,3)}
which implies that d1,d2 �f d. And although d3 and d4 are not subsets of d, it also
follows that d3,d4 �d since Runs(Td3

|f)=Runs(Td4
|f)⊂Runs(Td|f).

a

a,b

a,ba,b

a,b

a,b

a,b

a,b a,b

a,b

a

a

(a) LTS Td for
d∈∆

aa,b
a,b

b

b

b

(b) LTS Td1∪d2

Fig. 4: LTS in Examples 4 and 5

5 For simplicity, we do not show the transitions starting in state 3
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4.4 Computing tolerance for general properties

The tolerance of controller f is defined by the set of maximal tolerable perturba-
tions with respect to property P . The first problem we investigate is to compute
the set ∆ given T , f , and P .

Problem 1. Given LTS T , property P , and controller f , compute ∆(T,f,P ).

Naively, solving Problem 1 can be broken into (i) finding the set of tolerable
perturbations and (ii) identifying the maximal ones within this set. Step (i) can
be reduced to verifying if system Td|f satisfies property P for every possible per-
turbation d. Step (ii) orders the tolerable perturbations with respect to relation
�f . Under mild assumptions that P is a regular language and that f has bounded
memory, both steps (i) and (ii) are decidable.

Although this naive algorithm computes the tolerance of f , it will not scale for
large LTS. For this reason, we wish to investigate efficient ways to compute the
set ∆(T,f,P ). Our goal is to investigate tolerance with respect to special classes of
properties, e.g., invariance, safety, liveness, etc. In the next section, we show our
results for invariance properties.

5 Tolerance with respect to invariance properties

An invariance property P for an LTS T can be represented by a subset of invari-
ant states Qinv ⊆ Q [3]. Formally, a property P is an invariance property if there
exists an invariant set of states Qinv such that P = Q∗

inv ∪ Qω
inv. For instance,

Qinv ={1,2,4} in Example 3. An LTS satisfies an invariance property if and only
if the LTS only reaches states in Qinv [3]. For convenience, we assume that the
invariant set of states always contains the set of initial states.

5.1 Supremum tolerable perturbation

Usually when dealing with invariance properties, one can show the existence of a
single supremum element that satisfies the desired investigated property. In our
scenario, we want to show that the tolerance of f with respect to an invariance
property is represented by a unique tolerable perturbation, i.e., |∆(T,f,P )| = 1.
Although ∆ in Example 4 has a single element, the following counterexample
illustrates that in general |∆(T,f,P )|≥1.

Example 5. Consider the setup of Example 3 with LTS defined by Fig. 3a and
Qinv = {1,2,4}, but under control of the following controller: f(1214) = {a} and
f(x0...n) = {b} for any x0...n ∈ Q+ other than 1214. Perturbations d1 = {(1,b,2)}
and d2 = {(1,b,4)} remain tolerable with respect to this new controller. And al-
though these perturbations are tolerable, their union is not tolerable since path
1214 becomes feasible in Td1∪d2

as seen in Fig. 4b. The size of ∆(T,f,P ) must be
at least two since we cannot combine d1 and d2 as a single tolerable perturbation
that generates the behavior of Td1

|f and Td2
|f .
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Invariant controllers The counterexample in Example 5 sheds light on the
problem of the controller f selecting “bad” control decisions for paths outside
of P athsfin(T |f). This problem can be easily fixed for invariance properties by
introducing the notion of invariant control actions and invariant controllers.

Definition 6. Let an LTS T and an invariance property P with invariant set of
states Qinv be given. The set of invariant control actions is defined as Ainv(q) :=
{a∈Act |P ostT (q,a)⊆Qinv} if q ∈Qinv and Ainv(q) :=∅ if q /∈Qinv. Moreover, we
say that f is an invariant controller with respect to T and P if f(x0...n)⊆Ainv(xn)
for any sequence x0...n ∈Q+.

Informally, invariant control actions characterize the “good” actions with re-
spect to LTS T and invariance property P . Therefore, all invariant controllers
satisfy invariance property P as stated in Lemma 2.

Lemma 2. Any invariant controller with respect to T and P satisfies T |f |=P .

Although it seems that invariant controllers are restrictive, their actions only
assume LTS T and invariance property P . Thus, one expects that all actions the
controller takes satisfy the invariant control actions constraint.

Tolerance of invariant controllers Under the assumption of invariant con-
trollers, the tolerance of a given controller f is completely defined by a unique
tolerable perturbation, i.e., |∆(T,f,T )| = 1 for any invariant controller f . We for-
malize this statement in the following theorem.

Theorem 1. Let LTS T , invariance property P with invariant set of states Qinv,
and invariant controller f be given. It follows that |∆(T,f,P )| = 1 and its unique
element is defined as

⌈f⌉ :=(Q×Act×Q)\{(q,a,q′)∈Qinv ×Act×Q\Qinv |a∈F (q)}

where F (q) :={a∈Act |∃x0...n ∈P athsfin(TΩ|f). a∈f(x0...n)∧q =xn} and where
Ω :=Qinv ×Act×Qinv.

The first part of Theorem 1 states that the tolerance of f has a single perturba-
tion, i.e., there exists a supremal element within the set of tolerable perturbations
with respect to �f . The second part of this theorem characterizes this unique
perturbation, i.e., ⌈f⌉. This element is defined by removing transitions that are
not tolerable from the set of all possible transitions. For this reason, the removed
transitions are from states in Qinv to states outside of Qinv.

Discussing the set difference in more detail, the function F (q) restricts atten-
tion to paths in TΩ|f . Recall that relation �f prioritizes the behavior generated
by a perturbed controlled system, i.e., Td|f . The tolerable perturbation Ω is se-
lected since it can make every states in the the invariant set reachable, i.e., more
behavior can be generated. Next, we investigate which actions the controller uses
in the invariant states reached in TΩ|f . Intuitively, if the controller uses action
a in a reachable invariant state q, then transitions {q} × {a} × Q \ Qinv are not
tolerable and removed from ⌈f⌉.
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Example 6. We return to Example 4 to discuss Theorem 1. The LTS T is depicted
in Fig. 3a, the invariance property P is defined by the set Qinv ={1,2,4}, and invari-
ant controller f is defined as f(q)={b} if q ∈Qinv and f(3)=∅. It follows that F (q)
is equal to f(q) for any q ∈Q. Intuitively, the function F defines which actions the
controller uses in each invariant state, e.g., action b is used in state 1. Since the con-
troller uses action b in state 1, the system is not tolerant if it is perturbed by tran-
sition (1,b,3). Similarly, action b is also used in states 2 and 4 which results in ⌈f⌉=
Q×Act×Q\{(1,b,3),(2,b,3),(4,b,3)}.Figure 4a depicts the perturbed system T⌈f⌉.

5.2 Computing tolerance for invariance properties

Problem 1 investigates the computation of the set ∆ for a general property P . We
strengthen Problem 1 to invariance properties as to use the results of Theorem 1.

Problem 2. Given LTS T , invariance property P , and invariant controller f , com-
pute ∆(T,f,P ).

As in the solution of Problem 1, Problem 2 is decidable when f has bounded
memory as the controlled system T |f is representable by an LTS. By an abuse of
notation, the LTS representation of T |f is also denoted by T |f .

For invariance property P and invariant controller f , ∆(T,f,P ) is uniquely
defined by ⌈f⌉. To compute the set ⌈f⌉, we need to characterize the function F (q),
which involves a reachability analysis of the perturbed system TΩ|f , i.e., ∃x0...n ∈
P aths(TΩ|f). Therefore, we can use standard reachability algorithms to compute
⌈f⌉, e.g., see algorithms 48 and 49 in [3]. These algorithms are linear in the number
of states and transitions of the LTS in analysis. Considering that the number of
transitions in TΩ|f is much larger than the number of states, the computation time
of the ∆ set is quadratic in the number of states and memory-size of controller f .

Proposition 2. In the worst case, the effort involved in solving Problem 2 is
O(|Q|2M2|Act|) where M is the finite memory-size used by controller f .

5.3 The least and most tolerant invariant controllers

There is an inherent trade-off between tolerance and the restriction controller f
imposes on LTS T . Controllers that are more permissive [5,11], i.e., that allow more
behaviors on T , are necessarily less tolerant and vice-versa. The two extremes of
this trade-off are the least and the most tolerant invariant controllers. Formally,
we search for controllers f1 and f2 that satisfy ⌈f1⌉ ⊆ ⌈f⌉ ⊆ ⌈f2⌉ for any other
invariant controller f .

Definition 7. We define controllers f inv and f∅ with respect to LTS T and in-
variance property P as: f inv(q) :=Ainv(q) and f∅(q) :=∅ for any q ∈Q.

The controller f inv selects the invariant control actions of each state as its
decision whereas f∅ disables every action. It follows that f inv is the least tolerant
controller whereas f∅ is the most tolerant among all invariant controllers.
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Theorem 2. Let LTS T and invariance property P be given. For any invariant
controller f with respect to T and P , it follows that ⌈f inv⌉⊆⌈f⌉⊆⌈f∅⌉.

Intuitively, controller f∅ blocks the system from executing any action regard-
less of the perturbation. For this reason, f∅ provides the largest tolerance set at the
trade-off of blocking any run to be generated. On the other hand, controller f inv

allows the maximum possible set of runs of T that do not violate property P . Conse-
quently, f inv is more susceptible to perturbations and provides the smallest toler-
ance set at the trade-off of allowing more behavior to be generated. We leave for fu-
ture work to better investigate this trade-off for controllers other than f∅ and f inv.

5.4 Computing tolerable controllers

Theorem 2 shows the existence of the most and the least tolerant invariant con-
trollers. In this section, we study a synthesis problem that exploit the spectrum
of controllers with tolerance levels in between these controllers. This synthesis
problem explores the idea of obtaining a controller with a minimum desired level
of tolerance. However, specifying only a minimum level of tolerance is insufficient
as there might exist multiple controllers that satisfy this requirement. Additional
to a minimum level of tolerance, we search for a controller with tolerance as close
as possible to the desired level as we do not want the controller to be unnecessarily
restrictive.

Problem 3. Given LTS T , invariance property P , and perturbation set d, synthe-
size controller f∗ such that (i) d⊆⌈f∗⌉; and (ii) ∀f that satisfies (i), ⌈f∗⌉⊆⌈f⌉.

Condition (i) requires that the tolerance of f∗ is at least d. Condition (ii) states
that the tolerance of ⌈f∗⌉ is as close as possible to d, where closeness is defined by
set inclusion. Intuitively, any controller f that tolerates d is more tolerable than
f∗, ⌈f∗⌉⊆⌈f⌉.

The solution to Problem 3 comes from Theorem 2. The controller f inv is the
least tolerant controller with respect to T . The solution to Problem 3 is defined
by the least tolerant controller with respect to Td.

Proposition 3. Consider the setup in Problem 3. Controller fd defined as fd(q) :=
{a∈Act |P ostTd

(q,a)⊆Qinv} is a solution to Problem 3.

Note that the definition of fd is almost the same as the definition of f inv. Their
only difference is that fd is defined over Td whereas f inv is defined over T .

6 Case study

In this section, we apply and discuss our notion of tolerance to the surveillance
example described in Section 2. We show how our definition provides useful in-
formation about the tolerance of controllers. First, we show that our definition
captures types of environmental perturbations that occur in practice. Next, we
compare the tolerance of two different controllers and the physical meaning of
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their tolerance. Our analysis shows that our formal tolerance notion complies
with the informal intuition about the tolerance of these controllers. We also show
that these controllers can be computed via Problem 3.

We implement a tool to compute the tolerance of invariant properties as well as
controllers f∅,f inv, and fd on top of the MDESops tool6. Our evaluation was done
on a Ubuntu 20.04 LTS OS machine with 3.2GHz CPU and 32GB memory. Our
implementation is available on GitHub 7 and the artifact in [33] reproduces our
results in this paper. We analyze the performance of our tool by scaling the moti-
vating example as well as comparing to the naive algorithm to obtain tolerance.

(a) LTS rep-
resentation of
T |f1

(b) LTS representation of T |f2

Fig. 5: Ego under control of f1 and f2

6.1 Models and property

Example 1 describes how the surveillance example is modeled as an LTS. The
invariance property is defined by Qinv = Q \ {(2,2),(3,3),(4,4),(5,5)}, i.e., srv
captures ego. Next, we define two controllers that satisfy this invariance property.
First, we consider controller f1 to be the one described in Example 2 where it
maintains ego in location 1. On the other hand, controller f2 ensures that ego vis-
its all locations without being captured by srv. Formally, f2 is defined as follows:
f2(q) = f1(q) if q ∈ Q\{(1,4),(2,5)}, f2(1,4) = {m1,m2}, and f2(2,5) = {m1,m3}.
Figure 5 shows the LTS representations of T |f1 and T |f2.

6.2 Computing the tolerance level

We use our tool to compute the tolerance level for both controllers f1 and f2. Note
that LTS T has 20 states, 5 actions, 60 transitions, and the invariance set Qinv

has 16 states. The tolerance level ⌈f1⌉ has 1936 transitions for which 1876 are new
transitions with respect to the transition relation R. On the other hand, ⌈f2⌉ has
1928 transitions where 1868 are new transitions. In both cases, it takes about 8ms

6 https://gitlab.eecs.umich.edu/M-DES-tools/desops
7 https://github.com/romulo-goes/tolerancetool

https://gitlab.eecs.umich.edu/M-DES-tools/desops
https://github.com/romulo-goes/tolerancetool
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to compute the tolerance level. Since every control action of f2 is a subset of the
corresponding one selected by f1, it follows that ⌈f2⌉ ⊂ ⌈f1⌉. In comparison, the
most tolerant controller f∅ characterized by ⌈f∅⌉ = Q × Act × Q has 2000 tran-
sitions, i.e., the transition relation is complete. The least tolerant controller f inv

has a tolerance level ⌈f inv⌉ with 1716 transitions.

6.3 Comparing controllers

Controllers f1 and f2 select the same control decisions in all states except in states
(1,4) and (2,5). In these two states, controller f2 allows ego to venture closer to the
building. Therefore, controller f1 should be more tolerant than controller f2. This
intuition is confirmed by our notion of tolerance where ⌈f2⌉⊂⌈f1⌉, i.e., controller
f1 tolerates more perturbations than f2.

(a) Partial T⌈f1⌉|f1 (b) Partial T⌈f2⌉|f2

Fig. 6: Tolerance of controllers f1 and f2 with respect to srv perturbations

Figure 6 helps us explain the difference between these two controllers with re-
spect to srv strategy perturbation. In the case of f1, this controller selects action
m1 in state (1,4). As shown in Fig. 6a, f1 tolerates any perturbation from srv. For
example, it tolerates srv being faster than expected, e.g., transition (1,4),m1,(1,2)
is tolerated. On the other hand, f2 cannot tolerate this type of perturbations as
shown in Fig. 6b. Controller f2 can select action m2 in state (1,4), but it does not
tolerate transition (1,4),m2,(2,2).

Controllers f1 and f2 can be synthesized by solving Problem 3, i.e., by defining
a minimum level of tolerance these controllers need to achieve. In the case of con-
troller f1, this minimum level of tolerance is informally defined by not constraining
srv’s movements. In other words, it is required that srv should match any deci-
sion ego takes when it goes to states 2, ... ,5, e.g., ego must tolerate transitions
(

(1,4),m2,(2,2)
)

,
(

(1,2),m2,(2,2)
)

,
(

(1,4),m4,(4,4)
)

, etc. Since controller f1 is too
restrictive, we relax its minimum level of tolerance to obtain controller f2. Details
about these sets can be found in our implementation.

As we mention in Section 5, there is a trade-off between tolerance and the
behavior allowed by the controller. In this example, controller f2 ventures to lo-
cations 2,...,5 whereas controller f1 maintains ego in location 1. The benefits of f1

being more tolerant than f2 comes at the cost of being less permissive.
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6.4 Performance analysis

To test the performance of our tool, we scale the surveillance example by adding
more locations as well as more surveillance drones. More details about the modi-
fied surveillance models is provided in our GitHub repository. Table 1 summarizes
the evaluation of our tool. The tolerances ⌈f inv⌉ in these examples are almost a
complete transition relation, i.e., ⌈f inv⌉ ≈ Q×Act×Q. Since our tool is built as
proof-of-concept, it ran out of memory and it could not compute the tolerance for
the system with 10 locations and 3 srv drones. The complete transition relation
for this system has 262 144 000 transitions. As part of future work, we plan to
improve our tool by symbolic encoding of the LTS, e.g., using OBDD [10].

System |Q| |Act| |R| |⌈f inv⌉| time

1ego, 1srv, 5 locations 20 5 60 1716 0.01 sec

1ego, 1srv, 10 locations 80 10 272 59030 0.46 sec

1ego, 2srv, 10 locations 640 10 2176 3618978 30.88 sec

1ego, 3srv, 10 locations 5120 10 17408 out of memory − sec

Table 1: Tolerance of f inv: scalability of the case study

We also compare the algorithm to solve Problem 2 with the time to verify
every possible pertubed system Td|f as described in the naive algorithm to solve
Problem 1. Since the naive algorithm verifies Td|f |= P for every perturbation
d ⊆ Q × Act × Q, it is infeasible to use the surveillance example since there are
21940 systems to verify. For this reason, we make this comparison using a modified
version of the LTS shown in Fig. 3a. We use FuseIC3, an off-the-shelf tool that
efficiently verifies a family of LTS by reusing information from earlier verification
runs [18]. Table 2 summarizes the results of our comparison. Although FuseIC3
efficiently verifies a large family of LTS, it was not developed to solve Problem 2.
On the other hand, our algorithm directly computes the tolerance of the LTS using
the results of Theorem 1.

|Q| |Act| |R| # perturbations Our method FuseIC3

4 2 22 210 0.001 sec 1.5 sec

4 2 17 215 0.001 sec 48.1 sec

Table 2: Comparison with FuseIC3

7 Related work

Several works investigated notions of robustness, tolerance, and resilience for dis-
crete transition systems by quantifying perturbation via cost functions, metrics,
etc. [6,7,12,23,31,36,43,45]. Our notion of tolerance is qualitative as it captures the
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set of perturbations for which the controller guarantees the property and avoids
the need of external cost functions over the discrete transition system. With re-
spect to qualitative robustness notions, the work in [48] investigated synthesizing
controllers robust against perturbation sets specified by the designer. Our notion
of tolerance defines these perturbation sets for each controller. In [46], authors
presented the notion of robust linear temporal logic (rLTL) which extends the
binary view of LTL to a 5-valued semantics to capture different levels of property
satisfaction. This work is tangent to ours as it focuses on specifying robustness.

Of particular relevance to this paper are the works in [25,51], which inspired our
notion of tolerance. The notion of robustness presented in [25,51] is only semanti-
cally defined. In [51], the environmental perturbation is captured by a set of input
traces the software system accepts. Perturbations in [25] are connected to different
attack threats models for software systems. In our work, we define the syntax of
perturbations as additional transitions in the environment model. Moreover, the
semantics in our perturbation definition differs from those in [25,51].

There also exist a vast literature on robust control in discrete event systems
[2,16,27,28,29,32,35,42,47,49,50]. Robustness in [2,28,29,32,35,42,49] are specific
to communication delays, loss of information, or deception attacks. Our notion of
tolerance represents model uncertainty, which can attributed to unreliable commu-
nication channels in the controlled system. Robustness against model uncertainty
is tackled in the works of [16,27,47,50]. Although our notion of tolerance resembles
the ones in [16,27,47,50], the semantics of our work differs from theirs as we use a
different modeling formalism.

The description of the general algorithm to compute ∆(T,f,P ) for any property
P connects our work to the work on verifying software product lines (SPL) de-
scribed as feature transitions systems (FTS) [15,14]. However, verifying FTS has
exponential worst-case time complexity even for invariance properties whereas
our method has quadratic worst-case time complexity. Modal transition systems
(MTS) [26,24] can also be used to describe a family of LTS, where transitions can
be mandatory (must transitions) or optional (may transitions). In [17], a controller
realizability problem is studied for an environment modeled by MTS, where a con-
troller satisfies a property in all, some, or none of the LTS family. Our notion of con-
troller explicitly computes which systems in the LTS family satisfy the property.

The last body of work related to this paper is the work on fault-tolerance. Fault-
tolerance has been studied in the context of distributed systems [20,30,38]. The
work in [9,13,19,21] focuses on synthesis of fault-tolerant programs by retrofitting
initial fault-intolerant programs. These works focus on specific types of fault mod-
els, whereas our tolerance notion upper-bounds the perturbations (faults) the
controller tolerates. In the context of control of discrete transition systems, [37]
proposes a fault-tolerance framework for a control system. However, this work
requires the fault model to be explicitly specified.
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8 Conclusion

In this paper, we introduced a new notion of tolerance against environmental per-
turbations. This notion defines an upper bound on the possible environmental
perturbations that a controller tolerates with respect to a desired property. We
provided a general technique to compute this tolerance level for general properties
modeled as regular languages over finite strings as well as a more efficient technique
specifically for invariance properties. We also investigate the problem of synthesiz-
ing an invariant controller that achieves a given minimum threshold of tolerance.

Limitations and future work: Our notion of tolerance is syntactically defined
by additional transitions and semantically defined by the controlled behavior gen-
erated by these additional transitions. However, the additional transitions and
new controlled behavior need to be analyzed by a designer as to explain them
within the context of the model. We leave to future work to bridge this gap be-
tween the syntax of our notion of tolerance with the context of the model to provide
tolerance explanations to the designer. Another limitation is that our notion of
tolerance can only be efficiently computed for invariance properties. As part of
future work, we will devise more efficient techniques for properties different than
invariance. At the end of Section 6, we discussed the trade-off between tolerance
and permissiveness of two different controllers. Due to space limitations, we did
not provide an in-depth discussion, and this is left as part of future work.
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Appendix

Proposition 1. Given LTS T , controller f , and perturbations d1,d2 such that
Runs(Td1

|f)=Runs(Td2
|f), it follows that d1,d2 �f d1∪d2 and Runs(Td1∪d2

|f)=
Runs(Td1

|f)=Runs(Td2
|f).

Proof. Direct proof. Without loss of generality, we assume that d1∩R=d2∩R=∅.
Based on the transitions being used/active in the controlled system, we partition
the perturbation in two sets: active transitions, and not active transitions. We
show that set of active transitions in d1 and d2 are equal since Runs(Td1

|f) =
Runs(Td2

|f). Lastly, we present that the union of d1 and d2 satisfies d1,d2 �f d1 ∪d2

and Runs(Td1∪d2
|f)=Runs(Td1

|f)=Runs(Td2
|f).

Let dact
i :={(q,a,q′)∈di |∃x0a0...xn ∈Runs(Tdi

|f). (q,a,q′)=(xn−1,an−1,xn)}
for i ∈ {1,2} denote the set of active transitions. By construction, it follows that
Runs(Tdact

i

|f)=Runs(Tdi
|f) for i∈{1,2}.

We show by subset inclusion that dact
1 = dact

2 . First, we demonstrate that
dact

1 ⊆dact
2 . By the definition of dact

1 and the condition Runs(Td1
|f)=Runs(Td2

|f),
we have

(q,a,q′)∈dact
1 ⇒∃x0a0...xn ∈Runs(Td1

|f). (q,a,q′)=(xn−1,an−1,xn) (1)

⇒∃x0a0...xn ∈Runs(Td2
|f). (q,a,q′)=(xn−1,an−1,xn) (2)

⇒(q,a,q′)∈d2 ∪R (3)

⇒(q,a,q′)∈d2 as d1∩R=∅ (4)

The implications in lines 2 and 4 provide that (q,a,q′) ∈dact
2 . Using similar argu-

ments, it follows that dact
2 ⊆dact

1 . We conclude that dact
1 =dact

2 .
Finally, we have that d1 ∪d2 = dact

1 ∪(d1 \dact
1 )∪(d2 \dact

1 ) which implies that
Runs(Td1∪d2

|f)=Runs(Td1
|f)=Runs(Td2

|f) and d1,d2 �f d1∪d2.

Lemma 1. Given an LTS T , controller f , and property P , there is a unique
∆(T,f,P ) that satisfies the conditions in Def. 5.
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Proof. By contradiction. Assume that there exist ∆1,∆2 ⊆ 2Q×Act×Q such that
they satisfy conditions 1, 2, and 3 in Def. 5 and ∆1 6= ∆2. Without loss of gen-
erality, we assume that ∃d1 ∈ ∆1 \∆2. Since d1 ∈ ∆1, we have that Td1

|f |= P as
∆1 satisfies 1. As ∆2 satisfies 2 and d1 /∈ ∆2, we have that ∃d2 ∈ ∆2 such that
Td2

|f |=P and Runs(Td1
|f)⊂Runs(Td2

|f) or d1 ⊆d2 (d1 �d2). Since d1 ∈∆1\∆2,
it follows that Runs(Td1

|f) ⊂ Runs(Td2
|f) or d1 ⊂ d2. Back to ∆1, condition 3

implies that d2 /∈∆1 since d1 ∈∆1 and Runs(Td1
|f)⊆Runs(Td2

|f). Furthermore,
it does not exist d ∈ ∆1 such that Runs(Td2

|f) ⊂ Runs(Td|f) or d2 ⊆ d, because
d1 ∈∆1 and Runs(Td1

|f)⊆Runs(Td2
|f)⊆Runs(Td|f), and ∆1 satisfies condition

3. Consequently, the perturbation d2 is a witness of the ∆1 violating condition 2,
which contradicts our assumption that ∆1 satisfies conditions 1, 2, and 3.

Lemma 2. Any invariant controller with respect to T and P satisfies T |f |=P .

Proof. It directly follows from the definition of invariant controllers (Def. 6).

Theorem 1. Let LTS T , invariance property P with invariant set of states Qinv,
and invariant controller f be given. It follows that |∆(T,f,P )| = 1 and its unique
element is defined as

⌈f⌉ :=(Q×Act×Q)\{(q,a,q′)∈Qinv ×Act×Q\Qinv |a∈F (q)}

where F (q) :={a∈Act |∃x0...n ∈P athsfin(TΩ|f). a∈f(x0...n)∧q =xn} and where
Ω :=Qinv ×Act×Qinv.

Proof. We first show by contradiction that |∆(T,f,P )|=1. For simplicity, we write
∆ instead of ∆(T,f,P ). Since ∅ is always a tolerable perturbation, it follows that
|∆| ≥ 1. Assume that |∆| > 1 and let d1,d2 ∈ ∆. In the definition of ∆, condition
(3) states that d1 6�d2 and d2 6�d1. We define dinv

i :={(q,a,q′)∈di |q,q′ ∈Qinv ∧a∈
Ainv(q)} for i∈{1,2}. By construction, the controlled system Tdinv

i

|f generates the

same runs as Tdi
|f for i∈{1,2} otherwise di is not tolerable. As d1,d2 ∈∆, it must be

that dinv
1 and dinv

2 are incomparable, otherwise d1 �d2 or d2 �d1. Because dinv
1 and

dinv
2 only define transitions within Qinv and f is invariant, we have that dinv

1 ∪dinv
2

is a tolerable perturbation, i.e., Tdinv

1
∪dinv

2

|f |= P . The perturbation dinv
1 ∪ dinv

2

must be represented in ∆ as stated by condition (2) in Def. 5. Since dinv
1 and dinv

2

are incomparable, the representation of dinv
1 ∪dinv

2 must be different than d1 and
d2. Thus, there exist d3 ∈∆ different than d1 and d2 such that dinv

1 ∪dinv
2 �d3. Since

the condition Runs(Tdinv

1

|f)=Runs(Td1
|f)⊂Runs(Tdinv

1
∪dinv

2

|f), it follows that

d1 � d3, which violates condition (3) in the definition of ∆. That is, we have two
perturbation sets in ∆ that are comparable via �f . We reached a contradiction.

Next, we show by contradiction that ⌈f⌉∈∆. Assume that perturbation d 6=⌈f⌉
satisfies Td|f |=P and d∈∆. By construction of ⌈f⌉, the runs generated by T⌈f⌉|f
are the same as the ones generated by TΩ|f . Therefore, the perturbation ⌈f⌉ is
tolerable. We have shown previously that |∆|=1, which ensures that ⌈f⌉�d since
d∈∆. Therefore, it must be that Runs(T⌈f⌉|f)⊂Runs(Td|f) or Runs(T⌈f⌉|f)=
Runs(Td|f) and ⌈f⌉⊂d. If Runs(T⌈f⌉|f)⊂Runs(Td|f), then d is not a tolerable
perturbation since Runs(T⌈f⌉|f) = Runs(TΩ|f). If Runs(T⌈f⌉|f) = Runs(Td|f)
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and ⌈f⌉⊂d, then there exists a transition in d that is not in ⌈f⌉ and this transition
is not active in any run. However, by the definition of ⌈f⌉, any transition in d that
is not in ⌈f⌉ implies that Runs(T⌈f⌉|f)⊂Runs(Td|f) and d not being a tolerable
perturbation. It follows that d is not a tolerable perturbation, which contradicts
our assumption that d∈∆.

Theorem 2. Let LTS T and invariance property P be given. For any invariant
controller f with respect to T and P , it follows that ⌈f inv⌉⊆⌈f⌉⊆⌈f∅⌉.

Proof. It follows from F inv(q) ⊆ F (q) ⊆ F ∅ for any invariant controller f where
F inv, F ∅, and F are defined as in Theorem 1 for controllers f∅, f inv, and f ,
respectively.

Proposition 2. In the worst case, the effort involved in solving Problem 2 is
O(|Q|2M2|Act|) where M is the finite memory-size used by controller f .

Proof. It follows from the worst case effort to perform a reachability analysis over
an LTS [3].

Proposition 3. Consider the setup in Problem 3. Controller fd defined as fd(q) :=
{a∈Act |P ostTd

(q,a)⊆Qinv} is a solution to Problem 3.

Proof. We begin showing that d ⊆ ⌈fd⌉ by a direct proof. Recall that ⌈fd⌉ =
Q × Act × Q \ {(q, a, q′) ∈ Qinv × Act × Q \ Qinv | a ∈ F d(q)} where F d(q) =
{a ∈ Act | ∃x0...n ∈ P athsfin(TΩ|fd). a ∈ fd(x0...n) ∧ q = xn}. For any t ∈
d\Qinv ×Act×Q\Qinv, we have that t ∈ ⌈fd⌉ by definition of ⌈fd⌉. If (q,a,q′) ∈
d ∩ Qinv × Act × Q \ Qinv, then a /∈ fd(q) by the definition of fd. It follows that
(q,a,q′)∈⌈fd⌉ since action a is never used in state q. Thus, we have that d⊆⌈fd⌉.

For the second part, for any invariant controller f that satisfies condition (i),
we must show that ⌈fd⌉ ⊆ ⌈f⌉. We show it by contradiction. Assume that there
exists an invariant controller f that satisfies (i) and ⌈f⌉ ⊂ ⌈fd⌉. Without loss
of generality, we assume that ⌈f⌉ = ⌈fd⌉ \ {(q∗,a∗,q′)} for some q∗,q′ ∈ Q and
a∗ ∈ Act and f is memoryless. These assumptions together with the definition of
⌈f⌉ guarantee that q∗ ∈ Qinv, q′ ∈ Q \ Qinv, f(q) = fd(q) for any q ∈ Q \ {q∗},
and fd(q∗)=f(q)\{a∗}. Moreover, it follows that P ostTd

(q∗,a∗) 6⊆Qinv otherwise
a∗ ∈ fd(q∗). As f is invariant, the successor states of q∗ under action a∗ are a
subset of Qinv, i.e., P ostT (q∗,a∗) ⊆ Qinv. The last two statements ensure that
(q∗,a∗,q′)∈d. We can conclude that d 6⊆⌈f⌉ which contradicts assumption (i).
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