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Abstract
Automated Writing Evaluation (AWE) is one of the machine techniques used for 
assessing learners’ writing. Recently, this technique has been widely implemented 
for improving learners’ editing strategies. Several studies have been conducted to 
compare self-editing with peer editing. However, only a few studies have com-
pared automated peer and self-editing. To fill this research gap, the present study 
implements AWE software, WRITER, for peer and self-editing. For this purpose, 
a pre-post quasi-experimental research design with convenience sampling is done 
for automated and non-automated editing of cause-effect essay writing. Arab, EFL 
learners of English, 44 in number, have been assigned to four groups: two peer and 
self-editing control groups and two automated peer and self-editing experimental 
groups. There is a triangulation of the quasi-experimental design with qualitative 
data from retrospective notes and questionnaire responses of the participants during 
and after automated editing. The quantitative data have been analyzed using non-
parametric tests. The qualitative data have undergone thematic and content analy-
sis. The results reveal that the AWE software has positively affected both the peer 
and self-editing experimental groups. However, no significant difference is detected 
between them. The analysis of the qualitative data reflects participants’ positive 
evaluation of both the software and the automated peer and self-editing experience.

Keywords  Automated writing evaluation · Peer editing · Self-editing · Writing 
assessment · Online writing Checkers

Received: 14 February 2022 / Accepted: 8 November 2022 / Published online: 21 November 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 
2022

The impact of automated writing evaluation (AWE) on EFL 
learners’ peer and self-editing

Fatima Abdullah Yahya Al-Inbari1  · Baleigh Qassim Mohammed Al-Wasy2

	
 Baleigh Qassim Mohammed Al-Wasy
baleigh5112@gmail.com

Fatima Abdullah Yahya Al-Inbari
faalnbari@nu.edu.sa; fatimainbari77@gmail.com

1	 English Department, College of Languages and Translation, Yadma Branch, Najran 
University, King AbdulAziz Road, P.O. Box. 1988, Najran, Saudi Arabia

2	 Department of English, College of Education and Human Sciences, Sana’a University, 
Sana’a, Yemen

1 3

http://orcid.org/0000-0002-4785-2177
http://orcid.org/0000-0003-2438-6641
http://crossmark.crossref.org/dialog/?doi=10.1007/s10639-022-11458-x&domain=pdf&date_stamp=2022-11-18


Education and Information Technologies (2023) 28:6645–6665

1  Introduction

Automated writing evaluation (AWE) is not a newly invented technique in this cen-
tury. It had been in use since the 1960s (Chen & Cheng, 2008). AWE systems “recog-
nize certain types of errors and offer automated feedback on correcting these errors, 
in addition to providing global feedback on content and development” (Weigle, 2013, 
p. 47). This technology is originally developed to enlighten the large amounts of grad-
ing of student essays that is time consuming. Later, writing instructors and research-
ers implement it in improving and investigating the editing processes of students.

Advocates in writing theory and research adopt this technique in the process of 
editing and feedback. Teachers encourage students to write several drafts of their 
papers, substantially revise them, and give students formative feedback (Ferris, 
2003). Editing is defined as “manipulating a text in such a way that it yields a product 
which is as correct as possible and thus contains the fewest errors possible,“ (DePoel, 
Carstens, & John, 2012, p. 6). However, the view of editing varies from considering 
it as correction of formal aspects of writing such as correcting grammar and spell-
ing errors to correction of form, content, and organization. Mahendran (2012) sums 
up the purpose of editing in decreasing “ambiguities and anomalies” in a written 
text and improving its “readability and acceptability in terms of the writer’s goals 
and intentions”. Peer editing and self-editing, whatever be the names given to these 
processes of writing by different researchers, have their theoretical basis in the Notic-
ing Hypothesis. Schmidt (1990) and Schmidt (1993) indicate that the foundation of 
Noticing Hypothesis is that if L2 writers identify errors, this helps them realize gaps 
in their interlanguage and enhances positive learning of the L2. As L2 writers go 
through their written drafts or through their peers’ edits of their written drafts, they 
realize the mistakes. If editing occurs on a regular basis, it is likely to lead to skill 
acquisition (i.e., the transfer of declarative knowledge into automatic use of editing 
for improving writing).

Peer editing is defined as an activity “for peers to consider the level, value, worth, 
quality or successfulness of the products or outcomes of learning of others of similar 
status,” (Topping, Smith, Swanson, & Elliot, 2000, p. 150). Self-editing is a similar 
process to peer editing though it is done by the writer himself/herself. Certainly, there 
are many differences between the two in the aims and the outcome, but they are simi-
lar in nature. However, discussing these differences is out of the scope of this study.

There is a large body of research on automated feedback. However, very few stud-
ies examined the impact of automated feedback on peer versus self-editing. They fol-
lowed different research procedures, focused on different aspects of writing ability, 
used different writing genres, or evaluated the impact of automated editing on learn-
ing or learners’ attitudes. Consequently, their results are varying and non-confirma-
tory. Therefore, there is a growing need to strengthen results reported by this growing 
body of research. The present study from a process-oriented approach attempts to fill 
in this research gap. It investigates the effect of an AWE program on students’ peer 
and self-editing. It also examines how students perceive and evaluate the software as 
well as their automated editing experience.
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2  Literature review

2.1  Peer editing and self-editing

Several studies explored the impact of peer and self-editing on writing. Abadikhah 
and Yasami (2014), Prabasiwi and Warsono (2017), and Winarto (2018) examined 
the effect of peer and self-editing strategies on learners’ writing skills. All the afore-
mentioned studies confirmed a positive impact of both the editing strategies on 
linguistic accuracy as well as writing performance. Other studies had the aim to com-
pare non-automated editing perspectives (peer, self-, and teacher editing) with each 
other; and examined their impact on writing. Diab (2010) and Khaki and Biria (2016) 
compared the role of peer and self-editing strategies, whereas Hemati (2012) com-
pared the impact of the three strategies on EFL learners’ writing. The first two studies 
concluded that self-editors showed a better improvement and were able to detect 
more errors. On the other hand, the results of the third study showed that teacher 
editing was the best among the three editing techniques, and peer editors showed 
better improvement in grammatical accuracy, when compared with self-editors. To 
conclude, most of the studies have confirmed the efficacy of non-automated peer and 
self-editing for improving writing. However, a final decision about which has better 
impact on writing is yet to be reached.

Within the growing recent awareness of the merits of automated corrective feed-
back in writing classroom, many researchers investigated automated peer editing as 
well as self-editing. These were applied in writing research within the general frame-
works of CAI (computer-assisted instruction), CALL (computer-assisted language 
learning), and TELL (technology-enhanced language learning). The use of tech-
nology was not new in the field of language learning. Thouësny & Bradley (2011) 
traced its introduction to Burn’s work in 1979. Another important framework for 
the integration of technology in language learning is CM (computer-mediation) for 
language learning. Within this framework, the concept of affordance, multimodality, 
and multiliteracies were utilized for providing theoretical explanations for the role of 
technology in enhancing skill acquisition. (Lamy & Hampel, 2007).

Hoang (2019) reasonably classified research on AWE into two main areas: learner-
centric and system-centric. Studies that focused on features of feedback or mecha-
nism of scoring of AWE programs were named system-centric by him whereas 
studies that concentrated on learners’ attitudes, evaluation, or response to automated 
feedback were called student-centric. With respect to this classification, the present 
study belongs to the student-centric wing of AWE studies. An insightful classification 
of the directions of student-centric studies was that of Lai’s (2010) study. Lai divided 
the effects of AWE on EFL writers into (1) the product perspective (i.e., the impact of 
AWE on learners’ final written products); (2) the process perspective (i.e., the impact 
of AWE on the teaching, editing, and learning processes); and (3) the perception per-
spective (i.e., the students’ and/or teachers’ attitudes towards AWE). This could serve 
as a meaningful classification of student-centric studies of AWE followed by authors 
like Stevenson and Phakiti (2014).
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2.2  Automated writing evaluation (AWE)

Automated Writing Evaluation (AWE) has been considered one type of machine 
scoring. It has been used to score learners’ writing, with regard to particular criteria. 
Though it has been under development since the 1960s, its use in assessment and 
instruction remained controversial. According to Warschauer and Ware (2006), there 
were three main programs for AWE. These three programs were: the Intelligent Essay 
Assessor (IEA), MY Access, and Criterion. These programs did not only have auto-
mated scoring and feedback, but they also included “model essays, scoring rubrics, 
graphic organizers, dictionaries and thesauri,“ (Warschauer & Ware, 2006, p. 162). 
Besides, some of these programs provided facilities for both teachers and learners. 
These facilities included providing immediate feedback, highlighting particular sec-
tions, allowing students to access samples of writing and web-based dictionaries, 
uploading work and creating portfolios, and allowing teachers to add additional feed-
back comments and track a students’ writing progress and grades. (Hockly, 2019)

Several studies have been carried out to explore the effect of AWE on the learners’ 
writing performance. Some of these studies investigated the effect of a using par-
ticular AWE mode on the writing performance (Mohsen & Alshahrani, 2019; Wang, 
Shang, & Briody, 2013; Wang & Wang, 2012). These studies showed a significant 
improvement in the performance of learners who used AWE. Some other studies 
compared teacher-only-feedback with teacher feedback when joined with AWE. 
Link, Mehrzad, and Rahimi (2020) indicated a clearer improvement with teacher 
feedback accompanied with AWE. On the other hand, other studies reported no ben-
efit of using AWE in writing. For example, Huang and Renandya (2020) investigated 
the effect of automated feedback on university learners with lower-language level in 
China. The results of this study revealed that the integration of automated feedback 
did not always have a positive effect on the learners’ final draft.

2.3  Automated peer and self-editing in writing classrooms

The literature reviewed below with relevance to the use of technology in assistance 
of self- and peer editing would be presented as two main research trends. The first 
research trend evaluated the impact of one automated editing strategy on writing in 
comparison to a non-automated editing strategy. The second research trend compared 
different automated editing strategies with each other in terms of their impact on 
writing.

Researchers of the first trend used various technologies such as Google documents 
(Daweli, 2018; Saricaoglu & Bilki, 2021), web-based feedback (Yang & Meng, 2013; 
Wang, 2013), and phone applications (Li & Hegelheimer, 2013; Al-Wasy & Mahdi, 
2016) to assist either peer or self-editing in writing classrooms. The findings of these 
studies proved the learners’ progress in the two editing strategies, and consequently 
in the learners’ writing performance. A considerable number of studies have been 
conducted to investigate the factors that affect leaners’ use of AWE tools and how 
the use of these tools may improve the learners’ final product (Li, 2021; Chen et al., 
2022; Liu & Yu, 2022). These studies showed that the nature of the used device and 
the ease of use were the most important factors behind learners’ satisfaction with 
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AWE. They also assured the overall improvement in learners’ final product. To con-
clude, the majority of studies in the first trend focused on different groups of learners, 
different aspects of writing abilities, or the merits of the used program. They reported 
improvements in writing due to the use of automated self- or peer editing.

The second trend of studies compared cooperatively and individually presented 
automated corrective feedback. Elola and Oskoz (2010) held a comparison between 
performances of peer-writers and individual writers using wikis and chats. They 
detected no statistically significant differences in aspects of accuracy, complexity, 
and fluency when comparing the individuals’ and peer-writers’ assignments. Hojeij 
and Hurley (2017) used a triangulated research design to gauge the impact of apps 
(namely Edmodo, Notability, and Powtoon) on peer and self-editing processes as well 
as learners’ motivation and engagement. Collected data were from a questionnaire, 
unstructured interviews, narrative practices, and written performance before and after 
the treatment. The study revealed an overall improvement in writing quality. Students 
were motivated and the majority had high opinions of using the three-flip technology 
for editing their writings. Cautions were directed by researchers that future use of 
the three-flip technology should be accompanied by proper training on technology 
use as well as proper guidance for the editing processes. Tavşanlı and Kara (2021) 
compared self-editing to peer editing of 60 Turkish, fourth-grade students with rel-
evance to achievement in following spelling and punctuation rules. Their research 
design was a mixture of qualitative and quantitative aspects. The qualitative aspect 
was implemented for selection criteria and analyzing written texts whereas the quali-
tative aspect was used for evaluating participants’ attitudes and overall evaluation of 
the editing experience. Experimental and control groups were assigned four writing 
topics; the first was considered a pre-test and the last a post-test. The experimental 
group was trained in detecting and correcting spelling and punctuation errors while 
the control group did not receive similar training. The experimental group texts were 
much better than texts produced by the control group in terms of spelling and punc-
tuation. Feng and Chukharev-Hudilainen (2022) adopted a genre-based approach to 
gauge the efficacy of a genre-based AWE system in improving graduate engineers’ 
rhetorical moves in their research abstracts. Data collected from pre- and post-drafts 
and interviews with participants confirmed the efficacy of the AWE in enhancing the 
fore-mentioned genre-features. To conclude this review of the comparative trend, it is 
clear that the majority of these studies have not reached a decisive conclusion about 
which editing procedure was better for writing.

To conclude, the majority of the studies that focused on automated self- and peer 
editing identified improvements in some aspects of writing due to automated self- or 
peer editing. However, the comparative studies that targeted automated self- vis-à-vis 
peer editing are rather few. More studies are needed to accelerate trends in this direc-
tion and make a sound contribution to research on comparative automated editing. 
It is still unconfirmed which automated editing strategy is better for which learners 
or for which writing activity. The present study is an attempt to fill this gap with 
relevance to EFL Saudi context by using an app that has not been used before in 
comparative automated editing research. The study attempts to answer the following 
research questions:

1 3

6649



Education and Information Technologies (2023) 28:6645–6665

1.	 Is there a significant difference in the quality of writing of the self-editing control 
and experimental groups after the employment of AWE?

2.	 Is there a significant difference in the quality of writing of the peer editing control 
and experimental groups after the employment of AWE?

3.	 a) Is there a significant difference in the quality of writing of the self-editing 
experimental group before and after the employment of AWE?
�b) Is there a significant difference in the quality of writing of the peer editing 
experimental group before and after the employment of AWE?

4.	 Is there a significant difference in the quality of writing of the self-editing and 
peer editing experimental groups after the employment of AWE?

5.	 How do experimental groups perceive and evaluate the software as well as their 
automated editing experiences?

3  Research methodology

To investigate the impact of AWE software on EFL learners’ peer editing and self-
editing, the researchers used a quasi-experimental, comparative design with conve-
nience sampling. There was a triangulation for this investigation with qualitative data 
from participants’ responses to a questionnaire and a retrospective note question. 
The experiment entailed doing pre-test and post-test cause-effect essay writing. The 
retrospective note question was to be answered during editing. The questionnaire was 
to be answered after completing editing by the experimental groups.

3.1  Participants

The participants in this study consisted of forty-four EFL Saudi students (9 male and 
35 female) selected, under their consent, from the students of level 8, Department of 
English in two universities: Najran University and University of Bisha. The adoption 
of level 8 was due to the students’ completion of five writing courses. Therefore, it 
was assumed that they would be more familiar with the stages of writing and the 
editing process. All participants studied English for seven semesters in the English 
department, in addition to six years of studying English at intermediate and second-
ary schools. It is worth mentioning that none of them has ever been to any of the 
English-speaking countries.

3.2  The software

Based on the researchers’ guidance, the software used by the research subjects was 
WRITER. They used it to revise and edit their peers’ essays or their own ones. The 
researchers recommend the software for the excellent editing affordances it provides. 
It corrects various types of errors including grammatical, spelling, and punctuation 
errors. It uses deep grammar error correction when dealing with these errors. For 
example, when dealing with grammatical errors, it does not only correct errors but 
also provides learners with many examples of the correct use of a particular gram-
matical rule. Moreover, it underlines an error and presents various corrections for this 
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error. One must only click on the most appropriate correction to apply it in the text. 
After one completes correcting all errors, the software goes through the whole text 
for the purpose of proofreading before submission.

The software also has other important features, such as clarity, readability, termi-
nology, writing style, tone, and uniqueness. It also includes simple additional tools 
such as a plagiarism checker, style guide builder, tone detector, etc. Moreover, it 
allows sharing team content. Therefore, it is possible to use it individually, in pairs, or 
in teamwork. It also focuses on style, whether formal or informal, and it allows users 
to save different styles and terminology that can be re-used later. Consequently, using 
an editing tool with the above features may help learners improve their writing skills. 
Learners can edit their essay using online feedback given by WRITER.

3.3  Data collection tools

To answer research questions, researchers used three tools for data collection: a test 
(writing an essay), a questionnaire, and a retrospective note question. The test con-
sisted of only one question, asking students to write a cause-effect essay on the effects 
of coronavirus on people in Saudi Arabia. Researchers opted cause-effect essay genre 
because it was one of the required essay types in the writing syllabuses at the two 
universities from which participants were selected. Students were familiar with this 
essay type. They were required to write a five-paragraph, cause-effect essay. The 
introduction paragraph introduces background of Corona Virus and its major effects 
on Saudi people’s lives. The three supporting paragraphs detail the effects it induces 
on Saudis’ lives. The concluding paragraph summarizes the main idea and the major 
effects explained in the supporting paragraphs. Two other research tools were used 
to enrich the study with more analytical directions: a questionnaire (administered 
after editing) and a retrospective notes’ question (directed during editing). Two other 
research tools were used to enrich the study with more analytical directions: a ques-
tionnaire which was administered after editing and a retrospective notes’ question 
which was directed during editing. These two tools served as complimentary, qualita-
tive devices for the quantitative aspect of the study.

The questionnaire was an open-ended questionnaire. It consisted of two parts: A 
and B. Part A included 4 questions about whether participants liked writing; their 
average grade in writing courses; if they edited for self or others and the frequency 
of previous editing experiences; and whether they had previously used an editing 
program. Part B listed five questions. Question 1 asked about the nature of help par-
ticipants got from the program. Question 2 inquired about the features they found 
most helpful in the app. Question 3 interrogated the most difficult aspect(s) of the 
program. Question 4 asked participants to opt one of two descriptions for their elec-
tronic editing experience and to justify their choice. Question 5 requested them to add 
any further remarks they feel like adding. The questionnaire was administered at the 
end of the treatment.

The retrospective notes, on the other hand, answered one question. It requested 
participants to describe their electronic editing experience while editing.
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3.4  Procedures

To achieve the aims of this study, the following procedures were followed:

1.	 The participants were divided into four groups: one control group for peer editing 
(n = 8), one experimental group for peer editing (n = 14), one control group for 
self-editing (n = 9), and one experimental group for self-editing (n = 13). Before 
commencing the experiment, all the groups were asked to write an essay about 
the effect of Corona virus on people in Saudi Arabia. This task was used as a pre-
test to check their writing performance.

2.	 The essays of the pre-test were scored according to rubrics developed by Kli-
mova (2011). These rubrics were developed according to Bacha’s model (2001) 
– Jacobs (1981). In evaluating essays, these rubrics adopt five elements with per-
centages: content 30%, organization 20%, vocabulary 20%, language use 25%, 
and mechanics 5%.

3.	 A virtual classroom was created for the two experimental group members to 
explain the features of the software (WRITER), how to use it, how to deal with 
the program feedback, and the different functions it has.

4.	 The members of peer editing experimental group were asked to upload their 
peers’ essays to the software (WRITER) and members of the self-editing experi-
mental group were directed to upload their own ones. Then the two groups had to 
receive the program feedback, make all necessary corrections, and finally copy 
the final drafts of the edited essays as they appear in the program.

5.	 The retrospective note question was introduced in this stage to the experimental 
groups.

6.	 The peer editing control group members were asked to edit their peers’ essays 
and the self-editing control group members were asked to edit their own ones.

7.	 The final drafts of the essays of all control and experimental groups were con-
sidered as a post-test of the treatment, and they were scored according to rubrics 
developed by Klimova (2011).

8.	 When the post-test essays were submitted, the questionnaire was introduced to 
the participants in the experimental groups.

3.5  Data analysis

In this research paper, the data obtained from pre- and post-tests was analyzed statis-
tically using SPSS (version 23). The analysis also involved the data obtained from the 
questionnaire and the retrospective notes. To achieve coding reliability, the essays of 
the pre- and post-tests were evaluated by the two researchers and one more colleague 
by using the previously mentioned rubrics by Klimova (2011). Inter-rater agreement 
was evaluated according to Cohen (1988). The inter-rater agreement was 88% for 
the peer editing control group, 92% for the self-editing control group, 93% for the 
peer editing experimental group, and 90% for the self-editing experimental group. 
These numbers indicated that the inter-rater agreement was very good. Then the aver-
age of the three corrections was calculated for every essay. Only the average of the 
scores was used in the analysis. To test the homogeneity of the four groups before 
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conducting the experiment, the pre-test scores of the participants were compared 
by using the Kruskal-Wallis Test. The selection of this test was due to the nature 
of the samples. According to Field (2013, p. 415), Kruskal-Wallis Test “assesses 
the hypothesis that multiple independent groups come from different populations.” 
Moreover, the researchers used non-parametric tests in different statistical analyses. 
This can be attributed to the small size of the research samples. As mentioned by 
Field (2013, p. 140) “for small samples, the sampling distribution is not normal; it has 
a t-distribution.” Non-parametric tests can be used with small samples because “they 
make fewer assumptions than the other tests,” (Field, 2013, p.381). The researchers 
adopted the level of significance at 0.05 for all statistical analyses.

To address the first research question, scores of the self-editing control and experi-
mental groups in the post-test were analyzed. The scores of the self-editing experi-
mental group were compared with the scores of the self-editing control group by 
using the Mann-Whitney test, one of the non-parametric tests. According to Field 
(2013, p. 398) the Mann-Whitney test “works by looking at differences in the ranked 
positions of scores in different groups.” To answer the second research question, the 
scores of the peer editing control and experimental groups in the post-test were ana-
lyzed. The scores of the peer editing experimental group were compared with the 
scores of the peer editing control group by using the Mann-Whitney test. To tackle 
questions (3a) and (3b), the scores of the pre-test and post-test for self-editing and 
peer editing experimental groups were compared by using Wilcoxon test. Wilcoxon 
test “is used in situations in which there are two sets of scores to compare, but these 
scores come from the same participants,” (Field, 2013, p. 403). To address the fourth 
question, the scores of the peer editing experimental group were compared with the 
scores of the self-editing experimental group by using the Mann-Whitney test.

To measure the effect size, researchers followed the form of Cohen’s model (1988) 
of measuring the effect size (eta squared η2). In the form of Cohen’s η2, the effect size 
can be reported as small if the η2 value is (0.01), medium with a (0.06) η2 value, and 
indicates a large effect size with (0.14) η2 value (Ellis, 2010, P. 41).

To deal with the fifth research question, thematic content analysis (TCA) was used 
to gauge participants’ responses to both the questionnaire and the retrospective notes. 
TCA is a qualitative research method used for detecting, analyzing, and reporting 
patterns within collected data. It involves transcribing data, labeling, or coding them, 
detecting similar, and/or contrasting patterns, and finally reporting them. (Braun & 
Clarke, 2006).

4  Results

Table 1 presented the summary statistics for the pre-test. It showed that the level of 
the participants prior to the experiment was quite similar. By using the Kruskal-Wallis 
test, it was revealed that the pre-test scores of the participants in the four groups were 
close to each other: the self-editing experimental group (N = 13, M = 26.46), the self-
editing control group (N = 9, M = 20.56), the peer editing experimental group (N = 14, 
M = 22.96), and the peer editing control group (N = 8, M = 17.44). Data from this table 
also showed that there was no significant difference (p = 0.433) in the pre-test scores 

1 3

6653



Education and Information Technologies (2023) 28:6645–6665

between the two experimental and the two control groups on the variable of edited 
texts (whether peer or self). This indicated the homogeneity of the participants.

4.1  Q1. Is there a significant difference in the quality of writing of the self-editing 
control and experimental groups after the employment of AWE?

To answer the first question, the Mann-Whitney test was used to compare post-test 
scores obtained by participants in the self-editing control and experimental groups. 
As indicated in Table 2, mean rank of participants in the self-editing control group 
was (7.22) whereas mean rank of participants in the self-editing experimental group 
was (14.46). The table also showed that there was a statistically significant difference 
between the mean scores of the post-test for the self-editing control and experimental 
groups (U = 20, p = 0.009), in favor of the experimental group. This indicates that 
the use of the AWE software had a positive effect on the writing quality of the self-
editing experimental group, when compared with the self-editing control group. The 
effect size was (0.28) which indicated a large effect of using AWE on the self-editing 
experimental group according to the scale of eta squared.

4.2  Q2. Is there a significant difference in the quality of writing of the peer 
editing control and experimental groups after the employment of AWE?

To answer the second question, the Mann-Whitney test was used to compare post-test 
scores obtained by participants in the peer editing control and experimental groups. 
As indicated in Table 3, mean rank of participants in the peer editing control group 
was (4.88) whereas mean rank of participants in the peer editing experimental group 

Table 1  Test of Homogeneity: Kruskal-Wallis Test
Measurement Groups N Mean Rank K.W (H) Df Sig.
Pre-test Self-editing cont. 9 20.56 2.744 3 0.433

Peer editing cont. 8 17.44
Self-editing exp. 13 26.46
Peer editing exp. 14 22.96
Total 44

Table 2  The scores of the control and experimental self-editing groups
Measurement Groups N Mean Rank Sum of Ranks Mann-Whitney U Sig .
Post-Test Self-editing cont. 9 7.22 65 20 0.009

Self-editing exp. 13 14.46 188
Total 22

Table 3  The scores of the control and experimental peer editing groups
Measurement Groups N Mean Rank Sum of Ranks Mann-Whitney U Sig .
Post-Test Peer editing cont. 8 4.88 39 3 0.0001

Peer editing exp. 14 15.29 214
Total 22

1 3

6654



Education and Information Technologies (2023) 28:6645–6665

was (15.29). The results revealed that there was a statistically significant difference 
between mean scores of the post-test for the peer editing control and experimental 
groups (U = 3, p = 0.0001), favoring the experimental group. This indicates that the 
use of the AWE software had a positive effect on the writing quality of the peer edit-
ing experimental group, when compared with the peer editing control group. The 
effect size was (0.69) which indicated a large effect of using AWE on the peer editing 
experimental group according to the scale of eta squared.

4.3  Q3a. Is there a significant difference in the quality of writing of the self-
editing experimental group before and after the employment of AWE?

To answer question 3a, the Wilcoxon test was used to compare pre-test with post-
test scores obtained by participants in self-editing experimental group. Wilcoxon 
test revealed a significant difference between mean pre-test and post-test scores for 
the self-editing experimental group (z = 3.18, p = 0.001), in favor of the post-test. As 
shown in Table 4, pre-test scores were less than post-test scores for all participants 
in the self-editing experimental group. This indicates that participants’ writing per-
formance has improved in the post-test, in comparison with their performance in the 
pre-test.

4.4  Q3b. Is there a significant difference in the quality of writing of the peer 
editing experimental group before and after the employment of AWE?

To answer question 3b, the Wilcoxon test was used to compare pre-test with the 
post-test scores obtained by participants in the peer editing experimental group. Wil-
coxon test showed a significant difference between mean pre-test and post-test scores 
for peer editing experimental group (z = 3.3, p = 0.001), in favor of the post-test. As 
shown in Table 5, pre-test scores were less than post-test scores for all participants of 
the peer editing experimental group. This indicates that participants in peer editing 

(Pre-test)-(Post-Test) N Mean 
Ranks

Sum 
of 
Ranks

Wil-
cox-
on 
(Z)

Sig.

Negative Ranks 14a 7.5 105 3.3 0.001**
Positive Ranks 0b 0 0
Ties 0c

Total 14

Table 5  The scores of the pre-
test and post-test of the experi-
mental peer editing group

Note: a: Pre-test < Post-test
b: Pre-test > Post-test
c: Pre-test = Post-test

 

(Pre-test)-(Post-Test) N Mean 
Ranks

Sum 
of 
Ranks

Wilcoxon(Z) Sig.

Negative Ranks 13a 7 91 3.18 0.001**
Positive Ranks 0b 0 0
Ties 0c

Total 13

Table 4  The scores of the pre-
test and post-test of the experi-
mental self-editing group

Note: a: Pre-test < Post-test
b: Pre-test > Post-test
c: Pre-test = Post-test
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experimental group have better writing performance in the post-test, when compared 
with their performance in the pre-test.

4.5  Q4. Is there a significant difference in the quality of writing of the self-editing 
and peer editing experimental groups after the employment of AWE?

To answer question 4, the Mann-Whitney test was used to compare post-test scores 
obtained by participants in self-editing and peer editing experimental groups. As indi-
cated in Table 6, mean rank of participants in the self-editing experimental group 
was (12.50) whereas mean rank of participants in peer editing experimental group 
was (15.39). The difference between self-editing experimental group and peer edit-
ing experimental group was not significant (U = 71.5, p = 0.35). This indicates that the 
use of the AWE software has an approximately equal effect on the writing quality of 
self-editing and peer editing experimental groups.

4.6  5) How do experimental groups perceive and evaluate the software as well as 
their automated editing experiences?

Researchers found thematic analysis a useful procedure to analyze the data collected 
based on the questionnaire and participants’ retrospective notes. Braun and Clarke 
(2006) defined thematic analysis as ‘method for identifying, analyzing, and reporting 
patterns (themes) within data’. To do the thematic and content analysis of the data, 
researchers followed the following steps based on Braun and Clarke’s (2006) frame-
work for doing thematic analysis: becoming familiar with data, generating initial 
codes, searching for themes, reviewing themes, defining themes, and writing them up 
(Maguire & Delahunt, 2017, p. 3345; Kiger & Varpio, 2020, p. 4–5).

Responses to the two parts of the questionnaire and those of the retrospective notes 
question formed the answer of the fifth research question. The responses to questions 
in part A were as follows. All peer and self-editors except two had responded posi-
tively to whether they like writing. To question 2, all of them responded that they had 
got good grades ranging between excellent and good except 3 participants who had 
got low grades. Responding to question 3, half of the participants stated that they had 
previous self- and editing experiences. The other half reported that they did not have 
previous experience of editing. For question 4, all participants except 4 had previ-
ously used electronic programs to edit. To conclude, most participants had a posi-
tive attitude towards writing with good achievement; and most of them had previous 
experiences in manual and electronic editing.

The responses to questions in part B were more elaborate due to the nature of 
questions. Responding to question 1 about the nature of help they got from the soft-
ware, participants gave several answers. The thematic content analysis revealed simi-

Table 6  The scores of the post-test of self-editing and peer editing experimental groups
Measurement C N Mean Rank Sum of Ranks Mann-Whitney U Sig .
Post-Test Self-editing exp. 13 12.50 162.5 71.5 0.35

Peer editing exp. 14 15.39 215.5
Total 27
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larity in responses in the following respects: sixteen responses out of the total number 
of participants in the experimental groups identified the detection and correction of 
grammar and spelling mistakes. Seven responses praised speed and easy use. In addi-
tion, one found it helpful in organizing thought. Answers to question 2 confirmed 
some of the features mentioned above. Most of the participants expressed their admi-
ration for the speed and easiness of using the program in detecting grammar and 
spelling mistakes. Two participants added the features of providing error explanation. 
One participant admired the merit of suggesting synonyms. One participant liked 
the feature of detecting plagiarism. Moreover, one participant observed the features 
of correcting errors related to style and punctuation. As for responses to question 
3, nineteen participants found no difficulty using the program. Three participants 
found difficulty logging in and downloading corrected files. One participant observed 
that the program did not provide correction for ideas. To question 4, all participants 
except two opted the option “enlightening” as a description for their electronic edit-
ing experiences. The two who chose “challenging” as a description for the experience 
complained about leaving the final decision about applying the corrections suggested 
by the program to them. For question 5, only two remarks were given. One stated that 
the program is “more than a grammar checker”. The other left one advice for “every-
one to use it”, i.e. the program. In conclusion, students found many useful features in 
the program and very few disadvantages.

Connections between responses to questions in part A and those given for part B 
questions were evaluated. The question posed was: “Would students’ poor attitude, 
poor achievement of writing, and lack of previous manual and/or electronic editing 
experiences negatively affect students’ perception and evaluation of the electronic 
editing experience?”. The responses to this question did not show a negative impact 
of the four factors on the electronic editing experiences in students’ responses. On 
the contrary, students who had not previously edited or used technology for editing 
asserted that they would edit and would use this particular program for editing. One 
of the respondents wrote that “making words and sentences clearer, more precise, and 
as effective as possible”.

Responses to the retrospective note question reflected learners’ praise of the expe-
rience and the program in different aspects and varied ways. They commented that it 
helped them identify errors they had not realized they may commit. In addition to the 
features mentioned in response to question 2 in part B, they added that they learned 
how to learn from their mistakes as well as from those of others. They asserted that 
they would use the program to edit and would recommend it to their friends. In con-
clusion, participants’ retrospective notes confirmed that students’ overall experiences 
of electronic peer and self-editing were positive.

The analysis of the responses to the questionnaire and retrospective notes glossed 
the findings reached in the quantitative analysis. The overall positive evaluation of 
experience was a reflux for the high achievement got by the participants.

To conclude both the quantitative and the qualitative analysis, the present study 
found AWE a useful technique for improving self- and peer editing. Students were 
satisfied with both the editing experience and the software used for editing. Although, 
results are not generalizable due to the small sample size, they are significant, reli-
able, and valid.
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5  Discussion

This study examines the effects of automated writing evaluation software on writing 
cause-effect essays as well as the participants’ perceptions and evaluation of auto-
mated peer and self-editing.

The first and second research questions are about whether there is a significant 
difference in the quality of writing between the control and the experimental peer 
and self-editing groups. The results reveal much more improvements in the written 
products of the automated editing groups. Both the peer and self-editing experimental 
groups outperform the control groups who have not used AWE software. The cause-
effect essays produced by experimental groups reflect higher quality and sophistica-
tion. This may be due to the “effective feedback” provided by the software, i.e., tool 
affordance. The program provides learners with varieties of feedback accompanied 
by metalinguistic explanations and examples. This reinforces the detailed value of 
AWE on writing in the literature review. The results also support the studies in which 
a comparison between automated versus non-automated editing like that of Li and 
Hegelheimer (2013), Wang (2013), Al-Wasy and Mahdi (2016), Ebadi and Rahimi 
(2017), Parra and Calero (2019), Law and Baer (2020), and Saricaoglu and Bilki 
(2021). Like these studies, the results of this study confirm that there is a significant 
difference in favor of electronic editing.

The third question is about whether there is a significant difference between the 
mean scores of the pre-test and post-test for self-editing and peer editing experimen-
tal groups, taken separately. The results revealed statistically significant differences 
between mean scores of the pre-test and post-test, in favor of the post-test for both 
groups. These results can be attributed to the help of the software. These results are 
supported by different studies such as Wang and Wang’s (2012), Wang et al’s (2013), 
Li and Hegelheimer’s (2013), and Tavşanlı and Kara’s (2021). These studies found 
improvement in the post-test scores for both the automated editing.

The fourth research question is about whether there is a significant difference 
between the impacts of AWE on writings of peer and self-editing experimental 
groups. The results yield no significant difference between the experimental groups. 
This finding is in tune with the Elola and Oskoz’s (2010) study in terms of overall 
improvement and with Tavşanlı and Kara’s (2021) study in terms of spelling and 
grammar improvements.

To conclude, the present study confirms results reached by previous studies of 
overall improvement of writing after the use of automated editing. It also confirms the 
advantages of automated editing over non-automated editing in terms of its impact 
on several editing aspects such as mechanics, content, and coherence observed in 
previous studies. Concerning its comparative nature, the present study finds no sig-
nificant difference in the writing performances of automated peer editing versus auto-
mated self-editing ones. The study is unique because it makes several comparisons 
from different perspectives. First, it compares automated and non-automated editing. 
Then, it compares automated self-editing with automated peer editing. The research-
ers acknowledge that results reached in this study are not generalizable due to the 
small sample size. However, measures for the repeatability of sample selection and 
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research procedures are strictly followed to make its repeatability and replication 
possible in other contexts.

The fifth research question is about participants’ automated editing experiences 
and how these participants perceive and evaluate the software. The findings from 
responses to the questionnaire and the retrospective note question reveal students’ 
positive attitudes and overall high estimate of the automated peer and self-editing 
experience. These findings are in tune with findings of Parra and Calero (2019) and 
Hoang (2019) whose students expressed positive attitudes towards automated edit-
ing. In addition, the responses in the questionnaire and the retrospective notes con-
firm the positive impact of automated editing on the development of metalinguistic 
awareness. Many of the students’ comments reflect the emergence of this awareness. 
For example, one self-editor describes the experience: “it opened my eyes to some 
mistakes that I never thought I have committed, and it expanded my knowledge about 
some grammar and punctuation rules that I didn’t know about.” Another self-editor 
reckons “I learned from and corrected my mistakes as I began to focus on placing 
commas and periods.” A peer editor states: “it…. makes me notice my mistakes and 
correct.” Another peer editor writes: “it [helps] me know the rules of writing and to 
avoid common writing mistakes.” This confirms that automated editing improves 
students’ ability to notice the gap in the student’s linguistic system and leads to skill 
acquisition. Therefore, the present study is consistent with the Noticing Hypothesis 
by Schmidt (1990). He stated that real learning “uptake” was what learners “con-
sciously notice”. Therefore, the researchers find that the repeated use of the word 
“notice” in participants’ responses signals the increase in students’ awareness of the 
gap in their linguistic system and the necessity to work on improving it. Attention is 
considered to be a sufficient condition to encode the stimulus into long-term memory 
(Schmidt 1993). This entails that automated editing experience has a strong learning 
impact on the acquisition of the sub-skills of writing. The researchers find that AWE 
leads to awareness as well as consciousness of learners of their language-learning 
uptake.

The responses to the questionnaire and retrospective note question can also serve 
as consumer evaluation of the utility of the program for those who intend to use it for 
automated editing research and instruction.

To conclude, the present study found AWE beneficial for improving self- and peer 
editing. Students had positive evaluation of both the editing experience and auto-
mated feedback. Although, results are not generalizable due to the small sample size, 
they are significant, reliable, and valid.

6  Conclusions, limitations, and suggestions for further studies

The present study was designed to determine the effect of AWE software on both 
peer and self-editing. It also aimed to explore whether there was a significant differ-
ence between the effect of the AWE on peer editing on one hand, and the effect of 
the AWE on self-editing on the other hand. The results of this investigation showed 
that the AWE software had a positive effect on the writing quality of the research 
subjects. The second major finding was that the effect of AWE on peer editing was 
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quite similar to its effect on self-editing. There was no significant difference between 
the post-test scores of the experimental peer editing group and the experimental self-
editing group. It was also shown that students had a positive attitude towards using 
AWE software in the process of editing. They insisted on the great help presented 
by such programs and their effective role in improving the final product of the essay.

6.1  Pedagogical implications

Taken together, these results suggest that writing courses can be provided with AWE 
software programs. The syllabus designers are advised to design some activities 
which demand learners to use such useful programs. Besides, course instructors have 
to encourage their students to use these useful online writing checkers. They can allo-
cate part of the lecture time to explain the features of these checkers, assign certain 
marks to online editing activities, or even suggest some of these checkers to be used 
by their students.

6.2  Limitations and suggestions for future studies

Several limitations of the current study need to be acknowledged. The most impor-
tant limitation lies in the fact that the present study does not specifically consider the 
two variables of gender or age of research subjects. Another limitation of this study is 
that the investigation is limited to the effect of the AWE on the quality of writing, in 
general; the effect of AWE on each aspect of writing was not included in the analysis. 
The AWE, for example, may have more effect on language use than organization. 
Thirdly, the present study is limited to the use of one AWE tool. A comparison of the 
effect of more AWE tools on learners’ writing performance needs to be conducted.

Further work needs to be done to investigate the effect of AWE on the various 
aspects of writing. Another possible area of future research will be to compare the 
effect of different AWE tools on peer and self-editing. Besides, the issue of teachers’ 
attitudes towards the use of AWE in their writing classes can be usefully explored in 
further research.

7  Appendix 1: A Questionnaire for Peer Editors

7.1  Participant’s name

Please, answer the following questions after you complete editing your classmate’s 
essay. Feel free to add any further remarks you would like to add at the back of the 
paper.
1.	 Do you like writing?
2.	 What is your average grade in writing courses?
3.	 Do you edit your own or others’ writing? If yes, how often?
4.	 Have you ever used a computer or mobile program to help you edit writing?
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5.	 How did the program help you edit your classmate’s writing?
6.	 What are the features in the program that have been most helpful to you?
7.	 What is the most difficult aspect of using the program?
8.	 How did you find the experience of editing another person’s essay using the pro-

gram: challenging or enlightening? Explain why you choose one rather than the 
other.

9.	 If you have any further remarks, feel free to write them down here.

7.2  Retrospective Notes for Peer Editors

Participant’s name:
Describe your experience while editing your classmate’s essay. Write whatever 

comes to your mind while editing.

8  Appendix 2: A Questionnaire for Self-Editors

8.1  Participant’s name:

Please, answer the following questions after you complete editing your own essay. 
Feel free to add any further remarks you would like to add at the back of the paper.
1.	 Do you like writing?
2.	 What is your average grade in writing courses?
3.	 Do you edit your own or others’ writing? If yes, how often?
4.	 Have you ever used a computer or mobile program to help you edit writing?
5.	 How did the program help you edit your writing?
6.	 What are the features in the program that have been most helpful to you?
7.	 What is the most difficult aspect of using the program?
8.	 How did you find the experience of editing your essay using the program: chal-

lenging or enlightening? Explain why you choose one rather than the other.
9.	 If you have any further remarks, feel free to write them down here.

8.2  Retrospective Notes for Self-editors

Participant’s name:
Describe your experience while editing your own essay. Write whatever comes to 

your mind while editing.
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9  Appendix 3: The Data of the four groups

No Self-editing control. No Peer editing control.
Score Score
Pre-test Post-Test Pre-test Post-Test

1 65 86 1 64 67
2 56 71 2 54 58
3 65 69 3 62 67
4 57 67 4 57 62
5 58 68 5 62 64
6 55 65 6 55 58
7 62 67 7 56 57
8 64 86 8 65 69
9 60 69 N0 Peer editing exp.
No Self-editing exp. Score

Score Pre-test Post-Test
Pre-test Post-Test 1 65 75

1 56 73 2 64 92
2 64 79 3 63 81
3 65 84 4 65 91
4 64 80 5 64 87
5 62 72 6 59 86
6 57 73 7 57 77
7 63 80 8 63 85
8 65 86 9 58 83
9 62 92 10 62 84
10 65 74 11 55 65
11 61 87 12 59 74
12 63 86 13 60 82
13 61 81 14 62 88
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