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Abstract
Low student engagement and motivation in online classes are well-known issues 
many universities face, especially with distance education during the COVID-19 
pandemic. The online environment makes it even harder for teachers to connect with 
their students through traditional verbal and nonverbal behaviours, further decreasing 
engagement. Yet, addressing such problems with 24/7 synchronous communication 
is overly demanding for faculty. This paper details an automated Question-Answer-
ing chatbot system trained in synchronous communication and instructor immedi-
acy techniques to determine its suitability and effectiveness in attending to students 
undergoing an online Chemistry course. The chatbot is part of a new wave of affec-
tive focused chatbots that can benefit students’ learning process by connecting with 
them on a relatively more humanlike level. As part of the pilot study in the devel-
opment of this chatbot, qualitative interviews and self-report data capturing student-
chatbot interactions, experiences and opinions have been collected from 12 students 
in a Singaporean university. Thematic analysis was then employed to consolidate 
these findings. The results support the chatbot’s ability to display several communica-
tion immediacy techniques well, on top of responding to students at any time of the 
day. Having a private conversation with the chatbot also meant that the students could 
fully focus their attention and ask more questions to aid their learning. Improvements 
were suggested, in relation to the chatbot’s word detection and accuracy, accompa-
nied by a framework to develop communication immediacy mechanics in future chat-
bots. Our findings support the potential of this chatbot, once modified, to be used in a 
similar online setting.

Keywords Immediacy · Chatbot · Online Classes · Synchronous Communication · 
Chemistry · Scaffolding

 * Wean Sin Cheow 
 WeanSin.Cheow@singaporetech.edu.sg

Extended author information available on the last page of the article

http://orcid.org/0000-0002-2212-849X
http://crossmark.crossref.org/dialog/?doi=10.1007/s10639-023-11602-1&domain=pdf


10666 Education and Information Technologies (2023) 28:10665–10690

1 3

Teachers are familiar with the challenges of online courses: completion rates 
are below 15% (Waldrop, 2013), and students rapidly become disengaged a few 
weeks into the class and drop out for various reasons, making online course 
attrition rates difficult to research (Bawa, 2016). One major contributor to low 
completion rates and student frustrations in online learning courses is the lack 
of immediate help/response from the instructor when students have doubts to 
clarify or questions to ask (Skordis-Worrall et al., 2015). While forums and dis-
cussion boards have been used to interact and ask questions in online learning, 
these platforms often do not replicate the real-time interaction (synchronous 
communication) that on-campus students experience. With synchronous com-
munication technology for online learning only beginning to catch up (Franc-
escucci & Rohani, 2019) recently, it is not surprising that students remain to 
prefer communicating synchronously in-person (Watts, 2016).

Yet, synchronous communication by itself is insufficient for online student 
satisfaction and learning outcomes. An instructor’s use of immediacy behav-
iours is a good predictor of student learning over student demographic or course 
design (Arbaugh, 2001). These can be observed by asking questions, address-
ing students by name, using inclusive personal pronouns (we, us), responding 
frequently, offering praise, and communicating attentiveness (Walkem, 2014). 
Such techniques delivered through computer mediated communication tools 
can imbibe a sense of co-presence with students, and in the process promote 
effective communication (Gorham, 1988), enhance students’ affective and cogni-
tive learning, motivation, and experiences (Roberts & Friedman, 2013). How-
ever, on-demand synchronous communication in online and distance education 
is time-consuming and unfeasible. Turning to machine learning-based artificial 
intelligence is one option to reduce the effort of on-demand synchronous com-
munication. Question answering (QA) systems that are based on machine learn-
ing and natural language processing can ‘learn’, and thus can be ‘trained’ to 
produce responses that preserves instructor communication immediacy. We are 
beginning to see QA systems taking over teachers in online learning environ-
ments (e.g., Smutny & Schreiberova, 2020), to cater to increased synchronous 
communication and immediacy needs.

This study aims to explore instructor immediacy as mediated by a QA sys-
tem used for synchronous communication. Specifically, we strive to determine 
how communication immediacy can be replicated by an automated chatbot for 
undergraduate students undergoing an online course. Furthermore, this project 
seeks to discover whether interacting with the chatbot affects students’ study-
ing behaviour, competency levels, motivation to use the chatbot, and emotional 
state. In-depth qualitative data will be captured to accommodate the breadth of 
responses students might have regarding the chatbot. These aims will be stud-
ied within the context of Chem Quest (CQ), a fully online, self-directed, three-
month Chemistry bridging course designed for students to revise concepts and 
formulas before they enter university.
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1  Review of existing literature

1.1  Instructor presence in online learning: mehrabian’s communication 
immediacy

Increasing levels of synchronous communication can target declining teacher-student 
interaction in online distance learning. Using Mehrabian’s concept of communication 
immediacy to bring the teacher and student psychologically closer is one way of doing 
so (Mehrabian, 1971). Based on his concept, educators must emphasise both verbal and 
nonverbal communication techniques in their interaction to build rapport and reduce the 
social and psychological distance with students. An increase in immediacy can serve as 
a reward for students, potentially increasing their motivation and engagement levels in 
class (Liu, 2021). Something as simple as referring to a student by name is interpreted in 
a very positive light (Rocca, 2007), creating a socially intimate setting where the student 
is more invested in studying. Students are more likely to see instructors as approachable 
as well as caring (of students as individuals and about students’ learning) when instruc-
tors use immediacy practices in class (Melrose, 2009; Walkem, 2014). Student motiva-
tion has been one of the most heavily studied constructs in communication immediacy, 
some of which include positive correlations with attention span in class (Myers et al., 
2014), healthy study behaviours, and academic success (Velez & Cano, 2008).

Another point to consider in communication immediacy is the difficulty in apply-
ing synchronous communication in online distance learning. Both verbal and nonverbal 
communication must be carried across via a different medium, with the potential for 
a decreased level of information and emotional rapport. Verbal immediacy is particu-
larly appropriate in boosting the frequency of student discussion in the online environ-
ment (Ni & Aust, 2008) and has been shown to be a significant predictor of perceived 
learning (Arbaugh, 2010). Research has shown that immediacy in online teaching 
practices can affect students’ learning outcomes (Al Ghamdi, 2017), cognitive learning 
(Goodboy et al., 2009), and of course, motivation and engagement (Chesebro, 2003; 
Saba, 2018). While instructor immediacy can be displayed through asynchronous com-
munication (email, discussion boards), instructors’ prompt response to students has 
been clearly identified as an aspect of instructor immediacy (Walkem, 2014). Prompt 
instructor responses through synchronous communications reflects instructors’ consist-
ent presence and availability, thus creating a sensor of closeness between instructors 
and students, which students perceive as reassuring (Alharbi & Dimitriadi, 2018). Fur-
thermore, studies such as Lin and Gao’s (2020) found that adding synchronous online 
sessions afforded more immediacy than asynchronous communication alone, pointing 
to a combination of both (Fabriz et. al., 2021) to be the most effective way for students 
to feel motivated and engaged during distance learning.

1.2  Limitations of current Question‑Answering (QA) systems

Teaching methods and the design of distance education (Rahimah et al., 2021) need 
to change to provide synchronous and immediate communication. One way of doing 
so, in the absence of synchronous communication with an instructor, is through 
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automated QA systems that can be used to answer questions raised by students. 
However, current implementations of QA systems are far from being able to inte-
grate perfectly into an online learning platform, especially where immediacy is con-
cerned. For one, QA systems that support dialogue respond in a cold and unempa-
thetic manner unlike humans, aimed at leading the person to a particular end result 
(Deriu et al., 2021; Zhou et al., 2020). This is because current QA systems are usu-
ally targeted at factoid questions, where the system pulls out an answer from a man-
ually created or automatically indexed database, whereas learners’ questions may be 
long and open-ended (Feng et al., 2006; Ravi et al., 2007). For another, a majority of 
QA systems expect perfectly formulated questions (Rus et al., 2007), and hence are 
ill-suited to handle the way students phrase their queries (Wen et al., 2012), which 
could be loosely formulated and peppered with grammatical or spelling errors. All 
these issues make it difficult for QA systems to functionally mimic the synchronous 
communication ability and immediacy of actual teachers.

1.2.1  Existing application of QA systems – educational chatbots

The application of QA systems through the use of chatbots has been well docu-
mented in the educational sphere (Kuhail et al., 2022), with many specific features 
identified as being crucial to how students learn. An important function that educa-
tional chatbots should possess is the ability to scaffold the learning of an individual 
(Kim et al., 2022a) by teaching them a certain topic or concept step-by-step, slowly 
building competency until a student is able to reach an acceptable level of mastery 
(Gazulla et al., 2022). If the student is able to address more complex issues, the chat-
bot would ideally decrease the level of support given, similar to the scaffolding strat-
egies a teacher would implement in a physical classroom (Jumaat & Tasir, 2014). 
Scaffolding goes hand in hand with the personalization of learning, in which every 
student can access differing levels of instructions based on their academic ability. 
For chatbots, Artificial Intelligence (AI) guides the QA system to personalise learn-
ing in place of teachers, offering students learning assessments in various formats 
and identifying gaps in knowledge, while automatically engaging students and col-
lecting data for teachers to streamline future lessons (Chaudhry & Kazim, 2022). 
One system used IBM’s Watson, an AI framework, to propose a chatbot QA sys-
tem which personalised learning based on student behaviour, coupled with a Natu-
ral Language Processing (NLP) embedded server that could roughly understand the 
intention of a question (Benedetto et al., 2018). Their system, Rexy, was tested with 
on-campus undergraduate students at the Politecnico di Milano with much success 
(Benedetto & Cremonesi, 2019). Another example is Katchapakirin et al.’s (2022) 
ScratchThAI and ScratChatbot, which when integrated into MIT Scratch Environ-
ment allowed students to request personalised practice assignments and learning 
materials to pick up Computational Thinking and coding. At the same time, their 
system gathered data on weaker students finishing fewer and less difficult practice 
assignments, allowing targeted monitoring by teachers.

For online and distance learning in addition to scaffolding and personalisation 
of content through AI, a chatbot system must more effectively promote self-reg-
ulated learning (SRL) (Winkler & Söllner, 2018), where students manage their 
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own learning process. With these education models giving a greater level of 
autonomy to students, alongside less contact with classmates or teachers, students 
have to be able to plan and carry out learning strategies by themselves, as well 
as modify or eliminate ineffective strategies (Scheu & Benke, 2022). A chatbot 
that can do this is Miranda, an SRL-focused plugin that is able to filter data on 
the Moodle Learning Management System and recommend resources based on 
the student’s own rating of the difficulty of the content, as well as their peer’s 
ratings (Calle et  al., 2021). This chatbot would be able to provide a customis-
able visualisation of the students’ engagement statistics on the platform, allowing 
students to better organize their study sessions. Finally, another useful function 
that chatbots possess for education is the ability to read human affect, and poten-
tially modify emotional states through empathetic responses (Kuhail et al., 2022). 
Words of encouragement, affirmation, or even motivational quotes, benefit stu-
dents’ learning process due to the integral link between emotions and educational 
cognition (Hasan et al., 2020). As researchers and educators begin to understand 
how to leverage the affect-cognition relationship to increase learning, many more 
chatbots, and automated QA systems in general, are being designed to consider 
human emotions. Rus et al. (2013) details “AutoTutor”, a conversational system 
that once detecting certain body movements and facial features that indicate con-
fusion or boredom, would reply with motivational dialogue. Another example is 
Microsoft’s “XiaoIce”, an open domain chatbot aimed at forming long-term emo-
tional connections with users (Zhou et al., 2020). It was developed on an empa-
thetic computing framework, using a multitude of strategies to dynamically iden-
tify and meet their users’ needs for affection and social belonging. Other than 
socially acceptable responses such as using humour or comforting the user, Xiao-
Ice can detect when an individual is no longer engaged in the conversation and 
discuss something else. Ultimately, although in many regards informative, Xiao-
Ice was created as a social chatbot, and not an educational one.

Despite XiaoIce’s (and other chatbots’) success, the emotional bond and human-
ness of many other educational chatbot QA systems generally lack consistency 
(Smutny & Schreiberova, 2020), in addition to the overall scarcity of studies on 
affective focused chatbots (Kuhail et  al., 2022). As communication immediacy 
closes the student–teacher gap by building rapport, one potential unexplored area 
would concern the ability of a communication immediacy chatbot to be affective. 
Even within existing affective chatbots, using communication immediacy tech-
niques has not been attempted in educational chatbot QA systems. This is an issue 
our research hopes to contribute to the literature. With the recent advancements in 
machine learning and natural language processing, it is now possible to ‘train’ a 
QA system to display immediacy techniques through text-based communications. 
Thus, it becomes possible to determine whether an automated QA system can dis-
play communication immediacy in its interaction with students, as well as students’ 
perception on a chatbot system that has been built to accommodate immediacy. Fur-
thermore, the completed project will represent a significant step forward in tech-
nology-enhanced learning, shedding light on how an automated QA system has the 
potential to replace a real-life instructor in delivering teaching techniques.
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2  Methods

2.1  Context of study—Chem Quest

To answer these questions, a QA system displaying communication immediacy 
in the form of a chatbot has been embedded within an online bridging course 
for Chemistry – Chem Quest (CQ). Conducted at the Singapore Institute of 
Technology (SIT), this course starts three months before a student is slated to 
enrol (SIT, 2021). CQ aims to (i) bridge the Chemistry knowledge heterogeneity 
among pre-freshmen, as well as (ii) ease students into Chemistry-related modules 
in their first trimester by equipping them with basic Chemistry knowledge. Addi-
tionally, CQ is a fully online, self-directed course with curated video and text 
resources. Eight distinct Chemistry topics make up CQ, where each of the eight 
topics consists of three levels of Multiple-Choice Questions (MCQs) students can 
answer – Level 0, Level 1, and Level 2 – ranging from the hardest to easiest ques-
tion. Some topics in CQ include “Atoms & Elements”, “Matter & Energy” and 
“Gases”, amongst others.

2.2  Chatbot purpose and development

The chatbot was not designed to provide direct answers to the Level 0–2 ques-
tions in CQ. Rather, the system was envisioned to handle clarification questions 
that may be posed by students when reviewing learning materials, or after feed-
back had been given upon committing a mistake. This is analogous to a student 
asking questions to their peers or teacher during the process of revising class 
materials, or a student seeking clarification from an online search engine. Such a 
feature would attempt to promote self-regulated learning (Scheu & Benke, 2022), 
as students would have to be able to adjust their own study behaviours and strate-
gies without relying on peers or faculty. As the design of the chatbot was still in 
its nascent stage, qualitative data had been collected to provide more insight into 
its current communication immediacy capabilities.

The chatbot was developed and deployed on a conversational Artificial Intel-
ligence (AI) platform called Chatlayer (Sinch Belgium BV, 2022), a deep learn-
ing platform that can interpret and answer textual questions based on NLP algo-
rithms. The chatbot’s Chemistry knowledge database was first manually built up 
using two methods; Firstly, by including 740 questions frequently asked by stu-
dents that have went through CQ in the previous years, and secondly, by includ-
ing questions that have a high chance of being asked by future students, as a 
result of a brainstorming session with several Chemistry instructors. Potential 
questions include asking for the definition and explanation for all Chemistry-spe-
cific nouns in CQ, as well as understanding how to approach answering the MCQ 
assessments. The QA framework was constructed using this database, where the 
chatbot would provide information through hints, reminders, definitions, explana-
tions, and video resources as a teaching method to guide the students through CQ 
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depending on what and how the students asked a question. The types of informa-
tion are summarized in the following list.

• The chatbot explained certain concepts or content for attempting CQ questions. 
For example: “Do remember that all non-zero digits are considered significant.”

• The chatbot provided formulas to the student as a hint. For example: “The for-
mula for Specific Gravity (S.G.) is the Density of a solution divided by the Den-
sity of water.”

• The chatbot provided the definition of certain terminologies. For example: “A 
catalyst provides an alternate pathway with a lower activation energy for the 
reaction to occur.”

• The chatbot reminded the student of certain content previously learned. For 
example: “Remember that bond forming is an exothermic reaction (sign of H).”

• The chatbot provided the first step to help students kickstart their question solv-
ing process. For example: “Alright, so we can start by finding the atomic number 
and the electron configuration of each element.”

• Finally, the chatbot showed video resources to students that helped them better 
understand the content of the question.

Chatlayer’s NLP engine could identify semantically similar questions (Mihal-
cea et  al., 2006; Sindhgatta et  al., 2017) from its database and respond correctly, 
meaning that students need not ask a question word-for-word to elicit an accurate 
response from the CQ chatbot. This would reflect a real-life scenario where the same 
question may be expressed by students in multiple ways. For example, the three 
questions “How many atoms are there in molecules?”, “Why do we say there are 
atoms in molecules?”, and “I’m not sure if atoms are in molecules or molecules are 
in atoms”, would be picked up as semantically similar by the NLP engine. The Chat-
layer platform also included a fuzzy matching algorithm that allowed the system to 
detect typographical errors and informal language, as students may not use full sen-
tences or proper grammar. In the event where the chatbot was not able to understand 
the student, it would respond with a template statement requesting students to email 
the course instructor for clarification, as a final resort. Otherwise, if students were 
satisfied with the answers provided by the chatbot, they were redirected to a conver-
sation such as the one shown in Fig. 1 below, where feedback was gathered. Students 
then rated their experience with the chatbot from 1 (poor support) to 5 (very good 
support). Located online, students accessed the chatbot at any time, unrestricted by 
faculty office hours. A more in-depth technical description of how the chatbot has 
been designed is found in Atmosukarto et al. (2021).

2.3  Sample

The target population consisted of matriculated pre-freshmen in the Food, Chemi-
cal and Biotechnology cluster in Academic Year 2021/2022 that were taking the 
CQ online programme. The target population was invited to take part in this study 
– to interact with the chatbot while undergoing CQ. 12 students were interested in 
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participating; this group formed our target sample that was at least above the mini-
mum of five participants for an appropriate qualitative depth (Nielsen & Landauer, 
1993). As this study was aimed at exploring the experiences of students interact-
ing with a communication immediacy chatbot with no prior literature, the relatively 
small size of the target sample was acceptable (Queirós et  al., 2017). Similarly, 
although the results derived from this sample could be a good indicator of students’ 
studying behaviours, motivations, and emotions for future research to follow up on, 
it was not intended to be generalized (Sharma, 2010).

2.4  Data collection

The target sample had one month to complete CQ while interacting with the auto-
mated chatbot system. Two sources of qualitative data were collected from the 

Fig. 1  Chatbot gathering 
feedback from students through 
a feedback form embedded as a 
response
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target sample. The first source was two verbal self-report qualitative question-
naires collected during the one-month period. The verbal self-report qualitative 
questionnaires were audio recordings made by the 12 participants where they 
noted down their experiences interacting with the chatbot following a set of guid-
ing questions. For both questionnaires, participants were required to verbally rate 
their motivation level, time spent on CQ, the number of times they used the chat-
bot and their overall experience. The first self-report questionnaire was obtained 
after their initial interaction with the chatbot while attempting CQ, whereas the 
second was obtained after the last time they interacted with the chatbot while 
completing CQ. Such a method, where participants record their own data without 
prompts from a researcher, would capture their thoughts and emotions immedi-
ately (Káplár-Kodácsy & Dorner, 2020) after interacting with the chatbot.

The second source of data came from 1-to-1 semi-structured interviews after 
the 12 participants have interacted with the chatbot for the last time and com-
pleted CQ. Interviews were conducted online through Zoom, a face-to-face tel-
econferencing software, in view of COVID-19 safe distancing measures, and 
audio recorded for transcription and analysis. A semi-structured format allowed 
participants to express their opinions outside of our list of questions (Appendix 
A) regarding the chatbot system (McIntosh & Morse, 2015). All participants were 
interviewed by the same researcher for consistency of interaction, with each inter-
view lasting roughly 30 min. The timeline and type of data collected is depicted 
in Fig. 2 below.

All participants were compensated S$80 in cash for providing two verbal self-
report qualitative questionnaire recordings and one interview recording; this data 
would be transcribed semi-verbatim and stored in NVIVO for analysis. Both raw 
and processed participant data were password protected, and only accessible by 
the researchers of this project. To prevent identification, only anonymised qualita-
tive data will be shared in the next section.

Fig. 2  Timeline of data collection for all three sources of data
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2.5  Thematic analysis

As the primary aim of this study was reliant on the experiential interactions between 
the target sample and CQ chatbot, thematic analysis was employed (Braun & Clarke, 
2006). The six-step thematic analysis would allow the identification of important 
common themes (Herzog et al., 2019) within the verbal self-report qualitative ques-
tionnaire and interview data. Each audio recording was heard a minimum of three 
times, both during and after transcription, for data familiarisation (Step 1; Herzog 
et al., 2019). Words or phrases repeated by the participants multiple times were used 
to generate the initial list of codes (Step 2), before the codes were arranged into 
several overarching themes (Step 3). Using the relevant aspects of communication 
immediacy as discussed in the previous section, these themes were reviewed (Step 
4) to exclude irrelevant content and refine the list of themes. Finally, the themes 
were titled (Step 5) in relation to communication immediacy as experienced by the 
participants and produced in this research paper (Step 6).

3  Results

Three major themes emerged from the qualitative data; these were the most talked 
about topics regarding the effectiveness of the chatbot in delivering Chemistry-
related academic content. The three themes raised were regarding (1) how well the 
chatbot understood students, (2) the emotional and behavioural effect of the chat-
bot’s replies, and (3) the speed and quality of interaction of the chatbot.

3.1  Chatbot comprehension ability

From the students’ perspective, giving out correct answers was the main reason 
for the chatbot to exist. There were some students who found the bot useful when 
working correctly. One student brought up the point that the chatbot was intelligent 
enough to supplement their learning by highlighting relevant areas to focus on rather 
than simply supplying students the answer.

“When I figure out how to use it, I think [the] answers that was given were 
strategic. They would tell you how to get there instead of just saying the 
answer.”
“Then while using the chat[bot] function, [I] sometimes have some good expe-
riences. I ask about this certain topic, it will give me an answer … sometimes 
when I’m doing a question, they will link me a video to watch …”

However, the chatbot did not provide a correct response all the time. Even for 
the same student, using the chatbot at different times and with different questions 
yielded responses that had varying levels of usefulness. In some instances, as the 
quotes above support, the chatbot was helpful and educational, while in other 
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instances, the chatbot was completely unhelpful. This inconsistency was not lost on 
the students, and most of their critical feedback revolved around the limited compre-
hension ability of the CQ chatbot.

“Because sometimes I find that it is useful then on the downside it does not 
feel helpful… after using the chat, I either feel more confused or gain more 
about the topic”
“When I try to ask [a] question, most of the time it gives me basic definition[s]; 
it cannot answer complex questions.”

As a result of this, participants found the chatbot to be hindering their process of 
learning Chemistry. Students reported that the chatbot could not understand their 
questions and was hence dispensing random answers relating to a different topic, 
informing the students to ask a different question, or suggesting that students contact 
a course instructor. Obviously, this issue interfered with the educational capability 
of the CQ chatbot.

“I realized that the chat couldn’t really answer a lot of my queries, it didn’t 
understand my vocabulary and the things that I’m asking”

The chatbot’s inability to fully comprehend the student’s questions led to incom-
plete responses. One student brought up the point that instead of letting them know 
how to solve a Chemistry question, the chatbot just provided them with a definition.

“It just didn’t show the steps in detail like step one, step two, step three. It just 
shows like the whole definition.”

3.2  Emotional and behavioural effect

Interacting with the chatbot led to certain emotional and behavioural outcomes, with 
some more positively perceived than others. There was feedback regarding positive 
emotional impacts of the chatbot when the chatbot managed to pick up on the stu-
dents’ questions. In these cases, students reported feeling more confident in their 
ability to answer Chemistry questions. Their overall proficiency level increased 
when the chatbot explained specific processes well, or redirected students to more 
in-depth video resources.

“It is good at explaining definitions… It doesn’t tell you how to approach the 
question, it doesn’t spoon feed you… the chat compensates for this by recom-
mending other online resources”
“I think what the tutor gave was a more strategic [response] on how to derive 
the answer, which I think was a very good move because I could still feel that I 
am solving the question on my own”

A behavioural change brought up by the students was an increase in self-
directed learning. By interacting with the chatbot, students felt that they were 
missing key points when learning Chemistry and sought knowledge by them-
selves, mainly by studying Chemistry content outside the scope of Chem Quest 
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(CQ), via the Google search engine for example. Although CQ was intended to 
be a refresher course, some students were inspired to learn beyond the basic con-
cepts covered.

“After using the chat function, I realize that I did not really understand fully or 
grasp the concept properly and hence have to Google and watch more videos 
to understand”

Some students reported experiencing negative emotions when interacting with 
the chatbot. Frustration was commonly brought up, as students were coping with 
the chatbot providing the wrong type of hints to Chemistry questions. Many were 
annoyed at the simple functions the chatbot could not do – such as understanding the 
students’ questions.

“At that point of time, I know that it is [automated] as it keeps on saying the 
same thing again and again, then I have to reply [to] the same thing again and 
again which got me frustrated”

Other students were more understanding; they should have phrased their question 
in different ways to get different types of hints from the chatbot. Yet, they were still 
unable to obtain a response that was helpful to them. One student, quoted below, 
believed that their inability to ask questions was the main factor in the chatbot’s 
inaccurate replies.

“I ask the question, then instead of explaining, it was defining things for me… 
so, at the end of the day I ask myself if I’m asking the wrong question”

Even though some students found the chatbot useful, others reported a decrease 
in chatbot usage from the time they first started Chem Quest and when they com-
pleted the online course. This group of students was disinclined to use the chatbot 
since the answers provided were not helpful.

“I felt that it was not useful and slowly [stopped] using it. It is because, when I 
ask the questions to the chat, it did not really answer it”

3.3  Speed and quality

Students discussed how the chatbot interacted positively with them, including hav-
ing a warm and encouraging tone that one would expect from a human being. With 
regards to the chatbot’s all day accessibility, many students praised its speed, saying 
that they did not have to wait long. While they were positive about the speed of the 
chatbot, students understood its limitations as well.

“Asked simple questions, like formula required for the questions. Feel that it is 
very helpful as it is very fast, hence very useful rather than going to google”

However, not all students believed that the chatbot was more useful than search 
engines. With the chatbot’s sometimes unhelpful responses, students debated 
whether to ask the chatbot or to use a search engine for help.
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“I feel that every time I want to ask a question, there are two things I think of: 
1) Is the question worth asking, 2) can I find it on Google”

In terms of interaction, students enjoyed the natural, even informal, conversations 
with the chatbot. This was reflected when students gave good feedback on the chat-
bot’s ability to be casual.

“The chat is actually quite interactive, and fun [as] they put in emojis … they 
[are] also very patient for my answer or doubts that I have”

Despite this, there was some desire to have more human interaction. One issue 
raised was a problem of memory continuity, as the chatbot was unable to reference 
past conversations. Similarly, the abundance of template replies indicated a lack of 
variety, occasionally giving students a very robotic tone.

“If you asked [a] professor or maybe your classmate… there will be human 
elements in it, but if you ask a chatbot… it will just show template replies 
which is pretty frustrating”

Despite the positive feedback and the impossibility of a live tutor 24/7, some stu-
dents preferred the more traditional method of seeking help, i.e., interacting with 
a human expert. They were hesitant about using the chatbot after experiencing the 
autogenerated replies.

“That is the only thing I don’t like because I prefer the chat function to [be 
operated] by a real time tutor. Because they will actually answer questions 
[not] automatically generated by the AI”

4  Discussion

Based on the results of the qualitative data, our chatbot is well positioned to pro-
vide Chemistry resources to students learning CQ, leading to a sense of confidence 
and increase in self-directed studying behaviours. At the same time, the chatbot is 
fast and personable, moving away from robotic replies that has little effect on stu-
dent engagement levels (Hasan et al., 2020). The overall findings support the fact 
that the chatbot showed some degree of synchronous instructor presence, along with 
high levels of communication immediacy that could lead to an increased interaction 
quality with the students in CQ (Saba, 2018). This means that there is potential for 
a modified version of our automated QA system chatbot to be deployed in educa-
tion. Yet, because of its occasional inconsistency in comprehension ability leading 
to educationally unhelpful responses, it might be some time before this chatbot is 
able to fully perform to the best of its abilities, much less replace a real-life instruc-
tor. The results do show certain technical issues in the chatbot’s conversational 
ability – both in understanding students and responding with relevant replies – that 
require additional progress. Current technology in the chatbot space unfortunately 
does not allow for longer questions, which is the reason why certain dialogue was 
not properly understood leading to a reduced response accuracy. This discussion first 
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expands and contextualises these results with Mehrabian’s concept of communica-
tion immediacy (Mehrabian, 1971), followed by some educational implications.

With regards to its ability in communication immediacy, the chatbot can be 
seen to promote synchronous communication between the software and student. 
The chatbot employed several communication techniques such as inserting emoti-
cons (Fig.  3), using a more casual greeting, and referring to students by name 
(Rocca, 2007) to be more relatable (Ruan et  al., 2020). This is in addition to it 
replying within seconds during all hours, without needing to schedule a prior 
meeting. Quick and informal replies could be seen as both (1) students talking to 
a more approachable chatbot, which would increase the likelihood of them turn-
ing to the chatbot again in the future, as well as (2) offering immediate feed-
back (Liu, 2021), allowing students to correct themselves if they were solving 
a question wrongly or as affirmation if they were on the right track (Law et al., 
2020). According to Winkler and Söllner (2018), such formative and instantane-
ous feedback would allow students to be more in control of their studying behav-
iours, strengthening their self-efficacy. As a result of the increased self-regulation 
of study strategies, students would be more motivated and confident to adopt a 

Fig. 3  Chatbot using emoticons 
when replying to students
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deeper approach to learning and try to expand their knowledge base outside of the 
online course curriculum (Law et al., 2020; Winkler & Söllner, 2018). This can 
be observed in the qualitative results, where student participants reported wanting 
to learn beyond the subjects taught in CQ. With the assistance of the CQ chatbot, 
they were even more assured of their decision.

Additionally, it was possible for the 1-to-1 personal and private interaction 
between the chatbot and student to be another factor that increases the attentiveness 
and interest of the student, compared to a larger classroom size where attention may 
be more diluted. The personal interaction is comparable to the smallest class size 
possible, where full attention is given to the student, with a potentially simultaneous 
increase in rapport established (Cunningham-Nelson et al., 2019). On a similar note, 
the chatbot’s natural privacy feature, where students would be virtually separated 
from other students’ queries or presence, could prompt more “embarrassing” ques-
tions from students – questions that students would be shy to ask in front of their 
peers (Hwang et  al., 2002). This means that more basic questions, such as those 
relating to the foundations of Chemistry, may be better elicited by a chatbot than in 
class, improving learning speed. The discussion around chatbot interactions to be 
private (Medhi Thies et al., 2017) is not an issue purely limited to education – Yadav 
et  al.’s (2019) “Feedpal” chatbot, which was designed to distribute breastfeeding 
educational materials in India, saw consistent use as women could ask culturally 
sensitive questions without being identified or shamed.

At the same time, the CQ chatbot could improve in several areas relating to com-
munication immediacy. For one, immediacy in communicating with students is 
more than replying fast (Alharbi & Dimitriadi, 2018) – the biggest concern of the 
participants in this study was that the answers were not fully accurate. As per the 
qualitative results, students raised a good point about feeling like they were not dis-
cussing Chemistry questions with an open and knowledgeable expert. There should 
be a sense of proficiency from the other party to teach Chemistry – this sense was 
mostly lost when the chatbot repeatedly responded with unhelpful replies. Many 
students emphasized this in their interviews, where they were hesitant to use the 
chatbot long-term as it could not compare to an actual person. To complicate mat-
ters, the inconsistent chatbot comprehension ability negatively impacted some of the 
communication immediacy techniques and education strategies designed as integral 
to the chatbot. The personalisation and hint-by-hint scaffolding system could not be 
delivered to the students on occasion, leading to students growing more frustrated 
by the end of CQ, and questioning the credibility of the chatbot despite an over-
all pleasant experience. This was up to a point where one student commented that 
they “slowly stopped using it” as the chatbot was not giving them an answer use-
ful to studying CQ. Having a perception that the chatbot was not fully integrated 
into CQ and their learning goals would decrease the persistence in students testing 
out and interacting with the chatbot as time went on, as studies with technology 
enhanced learning tools (TELTs) have supported (Dubey & Sahu, 2021; Peart et al., 
2017). Reflecting on the progress of machine learning and AI frameworks for edu-
cational chatbots using Satow’s (2017) 6-tiered model below, the CQ chatbot falls 
somewhere between Level 3 and Level 4 – it was able to meet some student learning 
objectives (Smutny & Schreiberova, 2020), albeit not all the time.
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• Level 1: Personalized messages from the teaching assistant welcomes new learn-
ers

• Level 2: Teaching assistant advises learning materials, suggests following steps, 
possible collaborators, and professionals for cooperative learning

• Level 3: Teaching assistant responses to usual questions posted by students
• Level 4: Teaching assistant establishes the steps to meet learning objectives and 

supervises the improvement of learning
• Level 5: Teaching assistant gives personalized comments
• Level 6: Teaching assistant offers individualized comments and endorsements, 

analyses individual learning requests, and provides tutoring instructions

Overall, it was positive to note that some of the communication techniques 
planned for the CQ chatbot were properly displayed. Yet, as with the chatbot’s lim-
ited understanding of students’ dialogue leading to some unhelpful responses, there 
is certainly room to incorporate the findings collected in this study. Thus, we have 
condensed these findings into a simple framework for teachers and instructors to 
consider when developing an affective-focused educational chatbot. This frame-
work, divided into essential and programmed chatbot features, can be viewed below 
(Fig. 4).

Essential chatbot attributes – having a private interaction and getting fast/accu-
rate answers – form features that are included in any SaaS chatbots, such as the CQ 
chatbot (Atmosukarto et  al., 2021). As described above, when students know that 
their questions are kept confidential from other students, as well as get the full atten-
tion of the chatbot tutor, may be inclined to ask more embarrassingly simple que-
ries and learn rapidly. Similarly, the speed and usefulness of a chatbot’s response 
is also a highly regarded attribute, allowing students to perceive that the chatbot is 
both knowledgeable and willing to help. Any educational chatbot QA system should 
almost always feature these two attributes; however, these attributes are not com-
monly at the forefront of interaction quality research until recently (e.g., Gnewuch 
et  al., 2018). We propose that teachers and instructors more deliberately include 
the essential chatbot attributes category in their interaction quality research to fos-
ter non-verbal communication immediacy for the benefit of online studying with-
out 1-to-1 human-to-human interactions. This can be accompanied by data collec-
tion, exploring areas such as “Does the student perceive the chatbot interaction to 
be exclusive?”, “How important is chatbot response speed to students?”, and so on.

On the other hand, programmed chatbot attributes are features that must be pur-
posefully included into a chatbot’s responses as part of verbal communication imme-
diacy, to ensure that a chatbot is affectively focused. These attributes include a cas-
ual or informal greeting, and referring to students by name, to enhance the social 
presence of the chatbot. A student would open the chatbot, read the responses per-
sonally directed towards them and potentially connect with the chatbot on a social 
and psychological level (Rizomyliotis et  al., 2022). This is followed by emoticons 
and expressions to, other than to emphasize the approachable nature of the chatbot, 
introduce textual variety. In the CQ chatbot for instance, phrases such as “Thanks 
for your feedback! Good luck completing Chem Quest ”, or “Awesome! Glad 
to see you’re getting the hang of it!” pictorially express the CQ chatbot’s intention, 
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along with its Chemistry background. Lastly, asking students proactive questions are 
an integral part of classroom communication immediacy (Gorham, 1988; Wendt & 
Courduff, 2018) that can be used in a chatbot-human interaction. One potential appli-
cation would be to assess the understanding of a chatbot’s response, thereby gauging 
the current competency of a student. By asking a student “Do you know how to solve 
the question?” after providing them some hints, the chatbot is able to measure if the 
hints were at all useful in studying. Such a method eliminates the need for a student 
to repeatedly ask for more hints, streamlining their interactions with the chatbot.

4.1  Other implications of educational chatbots

There are some other implications when incorporating a chatbot into a pre-univer-
sity level programme. First, for the past two years, both new and existing under-
graduates had to familiarise themselves with online and distance learning, due to 

Fig. 4  Communication Immediacy Features for an Affective Chatbot
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COVID-19 (Kukul, 2021). Suffice to say, the global pandemic transformed much of 
how education have been imagined and delivered, including Chem Quest (Atmosu-
karto et al., 2021). In practical terms, virtual lessons using teleconferencing software 
were the norm, and school assignments had been modified to be fully online. Stu-
dents had to contend with not meeting teachers physically and cope with higher lev-
els of asynchronous communication. Interestingly, this might have conditioned stu-
dents to be more comfortable with text-based interactions for academic assistance, 
including the textual responses of the CQ chatbot. Despite this, the pandemic could 
have reduced students’ motivation to complete CQ and use the chatbot. Gaglo et al. 
(2021) for example argued that there were many variables affecting students during 
this period, not limited to a decrease in productivity due to home study, poor percep-
tion of e-learning, and even psychological distress, amongst others. Therefore, based 
on this study’s findings alone, it may be difficult to fully discuss the students’ reac-
tions and expectations when interacting with an educational chatbot.

Second, the educational impact of introducing an automated AI-led chatbot 
in a previously instructorless course (such as CQ) is another point to consider. 
Most students preferred face-to-face communication (Gallardo-Echenique et  al., 
2016), including some from this study. For them, a slight delay in finding a suit-
able meeting time was not an issue compared to interacting with an automated 
system. This can be coupled with the cognitive bias of relying on the transmission 
of academic information. Would the credibility of information rise if delivered by 
a physical human being as compared to words through a chatbot? What about an 
online representation of a face, such as through video teleconferencing software? 
In other settings, such as delivering weather forecasts (Kim et al., 2022b), inform-
ing museum visitors (Schmidt et  al., 2019), or even getting online shoppers to 
purchase items (Tan & Liew, 2020), the introduction of AI-led virtual representa-
tion of subject-matter experts have been linked to a rise in information credibility. 
Indeed, Human–Machine Communication studies have begun attempting to concep-
tualise both immediacy and information creditability for the purposes of education 
(Edwards et  al., 2018). Adding a face, either digitally generated or of a recorded 
human, may be a direction for the CQ chatbot to step towards, as an option to 
increase the level of trust students have with this software.

Lastly, if automated chatbots are to be a norm in education, the type of help they 
provide must be explored in greater depth. One way of doing so is to turn to scaf-
folding theory (Wood et al., 1976), which emphasises personalized learning. As this 
chatbot becomes more sophisticated for future runs, there needs to be room for the 
brains of the chatbot, the AI-led NLP engine, to learn more effective teaching and 
scaffolding techniques. Utilising a hint and reminder approach may not work as well 
for more deep learning students for example, who may be more inclined towards 
debating or finding alternative academic explanations. Changing the chatbot to be a 
more active participant in learning could encourage a more reflective form of stud-
ying and increase engagement levels. Jumaat and Tasir’s (2014) meta-analysis of 
online instructional scaffolding revealed four main types – procedural, conceptual, 
strategic, and metacognitive scaffolding – which can be integrated to support stu-
dents in different ways. Out of these, metacognitive scaffolding is the most appro-
priate to promote higher order thinking, helping students reflect on what they have 
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learned, and assisting individual learning management (Reingold et al., 2008; Teo & 
Chai, 2009). One instance of this, although not a chatbot, would be Ayedoun et al.’s 
(2020) computer-based approach to teach students with different levels of willing-
ness using varied scaffolding and fading strategies. In moving towards a more adap-
tive educational chatbot, our system can benefit by incorporating more scaffolding 
theory and working examples.

4.2  Limitations

There were some limitations we faced when conceptualising and carrying out this 
research. Firstly, the participants in this study were not behaving in a naturalistic 
manner. They were explicitly informed that they had to interact with the chatbot as 
part of the pilot programme. This may have skewed their persistence in engaging 
with the chatbot; some of the 12 students might not have even used the chatbot as 
part of their normal studying process.

Next, the chatbot was solely developed to help students in studying Chemistry 
with CQ. This meant that we were largely dependent on the structure of the CQ 
programme, including timeline, completion criteria, and mode of assessment. The 
one-month timeline from start to end may have been too short for us to notice any 
meaningful interactions between students and chatbot. Compounding this factor 
was that CQ was optional to complete – we cannot argue how this impacted student 
engagement with the chatbot. Ultimately, the generalisability of this study’s results 
is reduced when compared to educational programmes unlike CQ.

5  Conclusion

The Chem Quest chatbot shows potential in increasing communication immediacy 
during online distance education. Due to the design of its system, the chatbot could 
deploy synchronous communication techniques such as near-immediate responses 
and all-day availability, as well as affective techniques such as replying in a friendly 
and emotive tone and referring to students by name. This reflects the ability of the 
chatbot to be present and receptive to any form of questioning relating to the CQ 
programme, which when combined, increases the effectiveness of online or distance 
education. It is with some hope that the chatbot offsets some of the negative effects 
of studying during the COVID-19 pandemic due to this.

Yet, it is also clear that the chatbot requires additional development in certain 
areas of its programming, with its biggest weakness in relation to understanding stu-
dents’ dialogue. Its ability to provide Chemistry information and hints was greatly 
affected by the lack of understanding students’ dialogue, where the chatbot would 
give unhelpful responses, leaving students frustrated and hesitant to ask a new ques-
tion. This is especially true when there are accessible alternatives – using video 
resources or internet search engines; the present chatbot can easily be overshadowed 
if these issues are not resolved.
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The contributions of this paper are clear in that both communication 
immediacy and response accuracy are equally important in conversational 
chatbots in similar educational settings. At the same time, the infancy of 
educational chatbot research means that much more can be done to expand 
the breadth and depth of this field. We propose one major research direc-
tion for this project – As teaching constructs such as immediacy were looked 
at qualitatively in this paper, we could measure these constructs with vali-
dated quantitative instruments. For educators, these statistics could be used 
for longitudinal data analysis of a certain cohort, or as a more computable 
method of comparing between different cohorts of students. This can be per-
formed in conjunction with a more experimental research methodology, with 
students randomly being assigned to use the chatbot to complete CQ versus a 
different mode of academic assistance, such as meeting with faculty or using 
online search engines. Using such a method, we can determine the effective-
ness of the chatbot in delivering Chemistry information in relation to other 
existing methods.

Appendix A Semi‑structured Interview Questions

Background Information

• What do you enjoy the most for your classes? Traditional in-person classroom or 
online classes?

• When you’re studying, what kind of environment makes you focus better? (e.g., 
busy or a quiet environment)

• What do you need to learn a subject better? (e.g., notes, good documentation, 
studying together with friends, a tutor to answer questions live, …)

• In which moments is your motivation higher?

Regarding Chem Quest

• How many hours did you spend on Chem Quest?
• What did you think of the course difficulty level?
• Walk me through your experience the first time you took Chem Quest.

Regarding Chem Quest Chatbot

• Could you elaborate more on how you used the chat function/chatbot?
• What kind of questions did you ask?
• What do you think of the response from the chatbot?
• How did you find the overall interaction?
• On a scale from 1 to 10 how would you rate the effectiveness of the QA system?
• How satisfied or dissatisfied are you with the chat?
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Chatbot Expectations

• What are the 3 most important things the QA system should do in order to be 
helpful?

• What should not go wrong in a QA system?
• If that was an assistant for all courses (other than Chem Quest), what would you 

improve for the future?
• If there were no limits, in an ideal world, how would the absence of a 24/7 tutor 

be solved?
• Would you like to share something more?

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s10639- 023- 11602-1.
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