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Abstract
Collaboration is argued to be an important skill, not only in schools and higher 
education contexts but also in the workspace and other aspects of life. However, 
simply asking students to work together as a group on a task does not guaran-
tee success in collaboration. Effective collaborative learning requires meaning-
ful interactions among individuals in a group. Recent advances in multimodal 
data collection tools and AI provide unique opportunities to analyze, model and 
support these interactions. This study proposes an original method to identify 
group interactions in real-world collaborative learning activities and investigates 
the variations in interactions of groups with different collaborative learning out-
comes. The study was conducted in a 10-week long post-graduate course involv-
ing 34 students with data collected from groups’ weekly collaborative learning 
interactions lasting ~ 60 min per session. The results showed that groups with dif-
ferent levels of shared understanding exhibit significant differences in time spent 
and maximum duration of referring and following behaviours. Further analysis 
using process mining techniques revealed that groups with different outcomes 
exhibit different patterns of group interactions. A loop between students’ refer-
ring and following behaviours and resource management behaviours was identi-
fied in groups with better collaborative learning outcomes. The study indicates 
that the nonverbal behaviours studied here, which can be auto-detected with 
advanced computer vision techniques and multimodal data, have the potential to 
distinguish groups with different collaborative learning outcomes. Insights gener-
ated can also support the practice of collaborative learning for learners and edu-
cators. Further research should explore the cross-context validity of the proposed 
distinctions and explore the approach’s potential to be developed as a real-world, 
real-time support system for collaborative learning.
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1  Introduction

Collaboration is a philosophy of interaction where individuals take charge 
of their actions (Laal & Ghodsi, 2012). It encourages sharing of authority and 
acceptance of the actions among group members, as well as consensus building 
through working together. Collaborative learning (CL) asks participants to apply 
this philosophy to live, and deal with other people in different educational con-
texts, such as in the classroom, in group meetings, and within their families (Pan-
itz, 1999). The benefits of collaborative learning are various, including learning 
how to resolve social problems (Johnson et al., 1985), developing social interac-
tion skills (Cohen & Cohen, 1991), building more positive heterogeneous rela-
tionships (Webb, 1980), encouraging diversity understanding (Swing & Peterson, 
1982), and helping students to resolve differences in a friendly manner. However, 
simply asking students to work together as a group on a task does not guarantee 
success in collaboration (Summers & Volet, 2010). Effective collaborative learn-
ing requires meaningful interactions among individuals in a group.

Multiple research approaches and methods are developed to investigate inter-
actions among members in collaborative learning activities. As a research area 
focusing on the measurement, collection, analysis and reporting of data about 
students and the learning environments with the purpose of understanding and 
optimizing learning (Siemens & Baker, 2012), learning analytics is also used to 
investigate collaborative learning. More specifically, it has been used to investi-
gate the different modes of collaboration (Reimann et al., 2011), predict collabo-
ration performance (Gašević et al., 2015; Spikol et al., 2017), evaluate and meas-
ure collaboration quality (Khan, 2017), and provide adaptive support for groups 
to meet their aims in collaborative learning (Kumar et al., 2007). More recently, 
the wide use of different sensors also enables researchers to analyze collaborative 
learning via various modalities of data, such as audio signals (Lubold & Pon-
Barry, 2014), video recording analytics (Cukurova et  al., 2020), and biomark-
ers (Dikker et  al., 2017). Furthermore, an increasing number of novel analytics 
methods have been applied to make sense of these data, such as social network 
analysis (Gašević et al., 2019), epistemological network analysis (Sullivan et al., 
2018), and process mining techniques (Fan et al., 2021; Zhou et al., 2022). With 
further developments in access to data, as well as methods to process these data, 
learning analytics provide more possibilities for understanding, interpreting, and 
supporting collaborative learning in different contexts.

However, using learning analytics to explore collaborative learning is also fre-
quently critiqued that their potential is too limited to interpret and model mean-
ingful interactions required to achieve complex phenomena such as building 
shared understanding and taking actions to solve problems together. Dillenbourg, 
(1999) stated that effective collaborative interactions should be interactive, syn-
chronous, and negotiable. Yet, it is hard to detect such interactions in collabora-
tive learning only focusing on the outcomes of collaboration or looking only at 
logs of interaction data from online learning environments. Most of the existing 
analytics studies mainly investigate the outcomes or performance of collaborative 
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learning with computationally observable features extracted from raw data but 
neglect the importance of educationally meaningful interactions among learners. 
This research may lead to models for predicting the outcomes of collaborative 
learning with high accuracy, yet it does not provide insights into how exactly col-
laborative learning skills can be improved (i.e. Spikol et al., 2018). Alternatively, 
it might lead to research studies that present models of collaboration from various 
analytics, but these analytics’ completeness and representation of the complex 
process of collaboration may easily be challenged. In learning analytics and AI 
in Education research, there is a need to move away from investigations of col-
laboration that merely focus on the outcomes and data representations that are far 
off proxies of what educational researchers and practitioners are interested in to 
support meaningful collaborative learning interactions.

Indeed, many studies from research communities like CSCL try to identify such 
interactions in the process of collaborative learning (Vuopala et al., 2016). Never-
theless, they tend to rely heavily on the analysis of data with manual coding. In addi-
tion, the use of cumulative measurements, which only calculate the mean of specific 
features in the whole process of collaborative activities, is the main trend of work. 
These accumulated measures can hardly represent the complex process of collabora-
tion. Groups with similar cumulative measurements may present different patterns 
of group interactions during their collaboration which would have different impli-
cations on what feedback they should receive and how their collaboration practice 
can be further improved. Thus, there is a need to explore collaborative learning as a 
process (Kent & Cukurova, 2020). These methods consume a large amount of time, 
require significant research expertise, and are hard to be implemented real-time in 
teaching and learning settings. Therefore, the identification of meaningful interac-
tions through multimodal data collected from real-world collaboration settings with 
advanced AI approaches might provide unique opportunities to address some of 
these issues.

With these research gaps in mind, this research conducts a study in a real-world 
face-to-face collaborative learning setting to identify educationally meaningful non-
verbal group interactions using video and audio data modalities. Machine observ-
able behaviours are first identified using engineered features from computer vision 
and speaker diarization. Next, statistical comparison tests and process mining tech-
niques are applied to explore how different groups’ interaction patterns differ and 
emerge during collaborative learning. At last, the observed patterns are discussed 
with relevant collaborative learning theories and considerations with regard to their 
contribution to the theory and practice of collaborative learning.

2 � Background

In the past decade, an increasing number of researchers focused on using learning 
analytics (LA) to detect meaningful interactions during collaborative learning. LA 
provides opportunities to collect data about learners and learning contexts to under-
stand the process of collaborative learning, gain a deeper interpretation of collabora-
tive learning, predict students’ performance (Pérez Sánchez et al., 2022), and provide 
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support accordingly (Lias & Elias, 2011). With the development of information tech-
nology, different types of data have been collected from collaborative activities to 
generate a deeper understanding of collaborative learning, such as video data, audio 
data, log data, and physiological data. Using a variety of modalities of data, Multi-
modal Learning analytics (MMLA) extends LA by integrating and triangulating these 
data from different sources to quantify, infer and model complex learning processes 
(Worsley & Blikstein, 2011). For example, Oviatt et al. (2018) used digital pens to 
collect data about students’ writing behaviours and combined them with video and 
audio data to distinguish the different performance exhibited by domain expert learn-
ers and non-expert learners in collaborative learning activities. Similarly, Spikol et al. 
(2018) collected video data, audio data and digital traces from collaborative problem-
solving activities and used them to predict the quality of collaboration. This line of 
research tends to apply “black-box” methods which directly connect derived features 
extracted from raw data with the learning outcomes or quality of collaborative learn-
ing (initially judged by human experts/practitioners as the ground truth) to be pre-
dicted, but often overlooks meaningful interactions that occurred during the process 
which might be used to generate insights for feedback.

Recently, in order to open these “black box” approaches, a multi-layer framework 
which indicates an educationally meaningful method of mapping raw data to high-
order constructs has been proposed for collaborative learning analytics (Martinez-
Maldonado et al., 2021; Wise et al., 2021). There are five layers that consist of the 
framework, namely data, derived features, behavioural markers, sub-constructs and 
higher-order constructs. Derived features refer to the computationally detectable 
measurements extracted from raw data. Behaviour markers are the human observ-
able behaviours which are related to the learning construct studied. Sub-constructs 
are the indicators which cannot be directly observed but are related to the education-
ally meaningful constructs for collaborative learning. It is argued that this frame-
work can help to conceive and implement connections between data and learning 
constructs (Wise et  al., 2021). Also, it may help with overcoming the problem of 
transparency and interpretability which appears particularly prominent in modern 
machine learning and deep neural network methods (Cukurova et al., 2020).

2.1 � Nonverbal interactions of collaborative learning

In collaboration analytics, these derived features and behaviour markers tend to rely 
heavily on investigating students’ verbal interactions. This may be due to the bet-
ter interpretability of complex mechanisms of collaboration with verbal data, the 
particular focus of researchers on the cognitive dimension of collaboration and the 
potential accessibility of it through students’ thoughts from their verbal outputs. 
However, the reliability and validity of verbal interactions on their own to holisti-
cally interpret the complex socio-cognitive and affective phenomenon of collabora-
tive learning may be limited (Cukurova et  al., 2018). Meanwhile, the analysis of 
verbal data usually requires manual transcript and coding, which is hard to avoid 
the subjectivity of the coder. Even though the applications of natural language pro-
cessing (NLP) techniques enabled automatic analysis of verbal data, it still relies on 
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non-semantic probability calculations or qualitative value judgments to give mean-
ing to each vocabulary vector based on the labels provided by humans. Although 
the contribution of verbal interactions’ analysis to collaboration analytics cannot be 
denied, investigations of non-verbal aspects of collaboration are undervalued and 
understudied. During collaboration activities, nonverbal behaviours convey infor-
mation not only to each individual who participates in collaboration but also reveal 
the nature and quality of interactions in collaboration through the analysis of behav-
ioural cues extracted from non-verbal data to produce social signals. Vinciarelli et al. 
(2009) summarized five types of behavioural cues frequently used for social signal 
processing, namely physical appearance, gestures and posture, face and eye behav-
iour, vocal behaviour, and environment. These cues can be used to understand and 
interpret human social states such as emotion, attitude, physical interactions, and 
emblems. Among the presented five types of behavioural cues, vocal behaviour and 
eye behaviour can indeed be used to support collaboration analytics. For instance, 
Zhou et al. (2021) illustrated that detecting and visualizing students’ speaking time 
and turn-talking behaviours in online synchronous meetings can support them to be 
aware of each member’s participation during the collaboration and take actions to 
promote equal contributions to group discussions accordingly. Also, there are many 
studies which revealed the close relationship between gaze behaviours and the qual-
ity of collaboration in both digital collaborative learning environments (Schneider & 
Pea, 2013) and face-to-face collaborative learning activities (Schneider et al., 2021).

2.2 � Process analyses of collaborative learning interactions

After the generation of derived features and behavioural markers, these can be ana-
lysed with multiple methods to reveal differences in collaborative learning outcomes. 
Although, most studies in the literature use statistical analysis of cumulated values 
of derived features and markers, only using cumulative measurements to analyze the 
process of collaborative learning is limited. Traditional research methods in these 
approaches, such as correlational analysis, regression, hierarchical linear modelling, 
can help us model and monitor the nonlinear and dynamic elements of collabora-
tive learning to a certain extent (Amon et  al., 2019; Vogler et  al., 2017). Collabo-
rative learning is a dynamic, multimodal, and synergistic process, in which interac-
tions, cognitive development, and regulation influence each other dynamically (Stahl 
& Hakkarainen, 2021; Vogler et al., 2017). However, there is a lack of emphasis on 
researching the dynamic and temporal elements of collaborative learning, which 
may cause an oversimplified representation of the complex process of collaborative 
learning (Ouyang et al., 2022). For example, joint visual attention (JVA) is a concept 
which describes the average frequency of a group of students gazing at the same area 
in their working space. It is shown to have close correlations with the quality of col-
laboration (D’angelo & Schneider, 2021; Sharma et al., 2021). However, cumulative 
measurements, which usually present the average frequencies of specific behaviours 
or means of the detected metrics during the whole collaboration process, cannot pre-
sent any insight into how individual learners use their gaze behaviours during the col-
laborative activity, in what sequence and through what kind of process. The sequence 
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of interactions plays a significant role in the success of collaboration, even though the 
accumulated results of these sequences might not present any statistically significant 
differences (Zhou et al., 2022). In addition, temporal considerations of when exactly 
a particular sequence of actions happens are often overlooked in cumulative evalua-
tions. Without such considerations, teachers and researchers can have an overview of 
students’ performance, but might still not know when and how exactly they should 
provide support in collaborative learning. Previous research showed that teachers 
might use the details of the collaborative learning process to have a deeper level of 
evaluation beyond the overall quality of collaboration (Alzahrani et al., 2023).

Recently, the wide use of process mining techniques provides new opportunities 
to gain more details about the process of collaborative learning. In the context of 
individual learning, some researchers applied Hidden Markov Models or First-order 
Markov Models to reveal the process of students’ self-regulated learning (Fan et al., 
2021). These techniques help distinguish students with different levels of learn-
ing performance in terms of their learning process. In collaborative learning con-
texts, sequence analysis and process mining were argued to provide opportunities 
to understand temporality in the learning process (Chen et al., 2022). Yet, there are 
fewer studies that tried to apply process mining techniques to analyze the process of 
collaborative learning. In their previous work, Schoor and Bannert, (2012) tried to 
explore the process patterns of working on the task, monitoring, and coordinating 
in collaborative learning by using process mining techniques. They have identified 
a double loop of these socially-shared regulations and found this in both high- and 
low-achieving dyads. Similarly, Zheng et al. (2023) used the lag sequential analysis 
method to compare the co-regulated behavioural patterns between students with and 
without learning analytics feedback in collaborative learning. It helped to illustrate 
that learning analytics feedback can foster students’ process of co-regulation. How-
ever, both studies were conducted in a digital collaborative learning context.

Our goal in this paper is to extend the above literature by identifying meaning-
ful interactions during collaborative learning through the analysis of nonverbal gaze 
and speaking behaviours extracted from video and audio modalities that are machine 
observable. We aim to answer two main research questions posed below:

1)	 What meaningful group interactions can be detected from machine observable 
nonverbal gaze and speech behaviours from video and audio data of students’ 
face-to-face collaborative learning?

2)	 What are the variations in detected gaze and speech behaviours of groups with 
different collaborative learning outcomes?

3 � Context

3.1 � Educational context

The study was conducted in a postgraduate module at a tertiary level institute in 
the UK. Thirty-four students were divided into groups of four or five. The groups 
were assigned by the teaching team with considerations to create mixed-gendered, 
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interdisciplinary, and varied first language groups. Before the study started, ethical 
approval was received from the institution and individual consent was given by stu-
dents after they were provided with a detailed information sheet about the project’s 
goals, specific data modalities collected and how these data modalities are pro-
cessed. Participation had no relation to the summative assessment of the module. 
Students were able to opt out at any time during the study.

During the 10-week course, students were asked to collaborate in groups to 
design a technological solution to overcome an educational challenge chosen by the 
group. For each week, students had to participate in face-to-face group discussions 
to work on their weekly collaborative group tasks. During the face-to-face sessions, 
they were asked to finish the tasks on Miro (a collaborative, digital design thinking 
platform), which were designed to scaffold their design work. Students were also 
able to ask help from teachers if they have any questions about the Miro tasks. The 
face-to-face sessions usually lasted for 60 min, but students could leave early if they 
finished their tasks or stayed a bit longer if needed. At the end of the term, students 
were asked to give a presentation about their group design work but no summative 
assessment was based on the collaborative activities apart from the formative feed-
back they received on their content and presentation. The summative evaluations of 
the module were writing tasks, both of which, benefited from inputs from students’ 
collaborative learning tasks.

3.2 � Data collection

During the face-to-face group discussions, students were seated as a group 
around a T-shaped table (see Fig. 1. below). In total, there were seven groups sat 
in one classroom. Each student accessed an online collaboration platform, Miro, 
through their own laptop/tablet. An Intel RealSense camera was set at the far end 
of the T-shaped table to capture video data. The video data was captured as.bag 
files with the frame rate of 30 fps and then has been transferred to.mp4 files. 
Meanwhile, a Boya conference microphone was used to record the group discus-
sions during the session. OBS Studio, a streaming app, was used to help with the 
noise cancellation for the audio data while data collection. The audio data was 

Fig. 1   Data collection setting
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collected as.mp3 files. Since the video data and audio data were not collected 
synchronously, timestamps from the meta-data were used to synchronize the vid-
eos and audio. Due to technical and ethical issues, a total of twenty collaborative 
learning sessions, lasting from about 33 min to about 67 min, have been analysed 
in this study.

3.3 � Evaluation of collaborative learning outcomes

Self-report data was used to evaluate the students’ insight towards the process of 
collaboration. After each group discussion session, students were asked to fill in a 
post-survey with 5-point Likert scale questions about their shared understanding 
using items from Kormanski (1990) and satisfaction with collaborative learning 
inspired by Dewiyanti et al. (2007). Based on the average scores of all students in 
the same group, the sessions were divided into groups with high and low shared 
understanding (SU) and high and low satisfaction towards collaboration (SC) 
experience groups. Meanwhile, two educators evaluated the weekly group outputs 
based on their knowledge mastery, task completion, and the complexity of the 
products. Similarly, the analysed sessions were divided into groups with high and 
low quality products (PQ) produced as collaboration outcomes based on the over-
all scores groups achieved across these three dimensions.

4 � Methodology

This study applied the framework of ‘from clicks to constructs’ to map low-level 
data collected from real-world learning settings to model and interpret meaning-
ful collaborative learning constructs (Wise et al., 2021). Figure 2 shows an over-
view of the framework adopted and applied in this study which will be discussed 
below.

Fig. 2   Mapping from the captured data (right) to the targeted constructs (left)
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4.1 � Extracting behavioural markers from multimodal data

4.1.1 � Speaker Diarization from the audio data

The audio data was uploaded to the Amazon Web Services (AWS) cloud and then 
automatically analysed by Amazon Transcribe which is an automatic speech recog-
nition service. The output results were given as.json files, which contained the con-
tent, speaker ID, and time stamps of the start and end time of each speech detected 
in the audio data. Then, the.json files were converted into.csv files which present the 
speaker of each second during the collaborative learning session. It is worth noting 
that, since there were no pre-recorded voice samples from students, initially manual 
work was needed to map the voice in the audio data to the individual students.

4.1.2 � Gaze behaviour annotations from the video data

Four types of gaze behaviours, namely gazing at peers, gazing at laptops, gazing at 
tutors, and gazing at other objects, were identified from the video data. There are two 
main reasons for the decision of using these particular gaze behaviours. First, from a 
learning sciences point of view, these four gaze behaviours were illustrated to have the 
potential of distinguishing the process of collaborative learning for groups with dif-
ferent learning outcomes (Zhou et al., 2022). Second, from a machine learning point 
of view, they can be automatically detected with existing computer vision techniques 
with a high level of accuracy (Zhou et al., 2023). The first frame of each second from a 
particular session was extracted to generate a new video for labelling gaze behaviours. 
Computer Vision Annotation Tool (CVAT) (cvat.org) was used for video annotation. 
The coding work was conducted by two researchers. Before they worked separately, a 
sample video of 1000 frames were coded by both researchers to test the reliability of 
the process and reach a consensus on the coding process. Inter-rater reliability of dou-
ble coding presented very high-reliability values (Cohen’s Kappa = 0.98) and the rest 
of the coding was completed by two researchers individually.

4.2 � Defining group interactions through gaze and speaking

This paper focused on six types of group interaction status derived from literature 
about collaborative learning. A rule-based method was used to identify these group 
interactions through the speaking and gazing behaviours detected from the multi-
modal data. This section will briefly define these group interactions and introduce 
how they were identified from the behavioural markers.

4.2.1 � Interaction with peers through communication (IPC)

Verbal communication between peers has been considered an important type 
of interaction since it can help students with building shared understanding and 
socially-shared regulation of collaborative learning (Ouyang & Xu, 2022). In this 
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study, interaction with peers through communication (IPC) is defined as the situa-
tions in which students were trying to build shared understanding through negotia-
tion and discussion. It involves both oral expression and active listening. Therefore, 
if there were more than one student speaking and over half of the group members 
gazing at the speaker, the group status was coded as IPC.

4.2.2 � Referring and following (RF)

Another type of interaction defined in this study focuses on the discussion based on 
specific learning materials or learning activities. Gaze following has been consid-
ered as an act of moving one’s gaze attention to the object which was gazed at or 
introduced by another person. From the perspective of neuroscience, gaze following 
is considered to be an important behaviour closely related to collaborative shared 
attention (Emery, 2000). In this study, referring and following (RF) is developed 
from the concept of gaze following. It is defined as situations when students in a 
group paying attention to their laptops (learning resources) based on one member’s 
oral expressions. Thus, the RF code was used if one student was speaking while 
more than half of the group members were gazing at their laptops.

4.2.3 � Peer observation (PO)

Besides communication, observation is argued to be an important type of interac-
tion during collaborative learning. It can reflect students’ regulation dimension of 
monitoring (Ouyang et al., 2022) and is associated with the success of collaborative 
learning (Cukurova et al., 2020). In this study, peer observation (PO) refers to the 
situations in which students try to understand other student(s) from the behavioural 
dimension by looking at this student. The behavioural dimension refers to one stu-
dent trying to understand what actions were taken by others. It may occur when stu-
dents try to understand and make sense of one student’s demonstrations. Therefore, 
if there were no students speaking and over half of the group members were gazing 
at peers, the group status was coded as PO.

4.2.4 � Interactions with a tutor through communication (ITC)

The interaction between students and tutors is also important in collaborative learn-
ing. It can support students with the understanding of domain knowledge as well 
as monitoring the collaborative learning process (Le et al., 2018). Interaction with 
a tutor through communication (ITC) was defined as a situation in which students 
were discussing with tutor(s). Code ITC would be used if there was a student speak-
ing and over half of the students were looking at the tutor.

4.2.5 � Tutor observation (TO)

Tutor observation (TO) is another type of interaction between students and tutors 
and it refers to situations when students were actively listening to a tutor who 
might be explaining specific content, answering student questions or clarifying the 
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learning activities. Tutor observation (TO) is distinguished from interaction with a 
tutor through communication (ITC) because tutors may act as different roles in these 
interactions. In interaction with a tutor through communication (ITC), tutors take 
more responsibility for scaffolding the group work since they are actively exchang-
ing their points of view with students through discussions with inputs from students. 
Yet, during TO, tutors are more likely to be a “presenter”/”lecturer” of the domain 
knowledge in a more traditional pedagogical approach (Le et al., 2018).

4.2.6 � Resource management (RM)

The interactions with other learning resources apart from peers and tutors (i.e. 
laptops, books, tablets etc.) also play a significant role in the effectiveness of col-
laborative learning (Ouyang et al., 2022). For instance, previous research in CSCL 
illustrated that groups with higher attention synchrony in virtual collaboration envi-
ronments may achieve higher collaborative learning outcomes (D’angelo & Sch-
neider, 2021). Furthermore, it was found that informing students about where other 
members were working in the virtual learning environments can promote the out-
comes of collaboration (Schneider & Pea, 2013). This study considered resource 
management (RM) behaviours as situations in which students focused on the same 
learning materials or activities on their laptops/tablets. If no student was speaking 
while more than half of the group members were gazing at their laptops, the RM 
code was applied.

4.2.7 � Non‑collaboration (NC)

Besides the six codes defined above, code “non-collaboration” (NC) was used when 
no group interaction status was detected in the analysed window. Based on the quali-
tative observation of original video data, the NC codes were mainly those times when 
students worked individually rather than having any interactions with other members.

Figure  3 shows an overview of the rules for the detection of group interaction 
status. All seven group interaction statuses were determined by individual students’ 
gaze and speaking behaviours in a window of five seconds. After the detection of 
group interaction status, adjacent windows with the same encoding were merged as 
a new event. The start time and end time of the events were calculated based on the 
original windows.

Four measurements were used to calculate the group interaction status detected 
above. Freq_X was used to describe the average time a group status code X occurs 
in a minute. It presented how frequently group status X was applied during the col-
laborative learning process. TS_X was calculated as the average time that status 
X lasted in a minute. It showed how long one group’s status X lasted in a minute. 
Mean_X was used to describe the average duration status X occurred in a group, 
while Max_X presented how long the longest status X lasted. These four measure-
ments were applied to all seven group interaction statuses defined above. There-
fore, twenty-eight variables were used to compare the groups with different levels 
of shared understanding (SU), self-satisfaction with the collaboration (SC) process, 
and the outcome they produced as the product quality of collaboration (PQ).
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4.3 � Statistical analysis

Before the process mining, conventional statistical analyses were conducted to 
explore RQ1 and RQ2. Firstly, descriptive analytics was used to show the distri-
bution of time spent in different types of group interactions for each session. It 
investigates the extent to which the identified group interactions can be observed 
in collaboration sessions. Then, comparative analyses tests were used to explore the 
differences in group interaction status between groups with different Shared Under-
standing (SU), Satisfaction with Collaboration (SC), and Product Quality (PQ) out-
comes. Normality tests and Homogeneity of variance tests were conducted to check 
the parametric assumptions. Based on the results of Normality tests and Homogene-
ity of variance tests, as well as the small scale of the sample size, Mann–Whitney 
U-tests were used to compare the differences between groups.

4.4 � Process mining

Fluxicon Disco (https://​fluxi​con.​com/​disco/), a process mining tool, was used to 
explore the different processes of collaboration exhibited by groups with differ-
ent levels of SU, SC, and PQ. It can show how one group moves between different 
group interaction statuses. Data from twenty sessions were merged together in an 
excel document. Each row of the document presented an event of group interaction 
status per five-second window. In addition to the status code as well as the start and 
end time of the status, each row also contained the session ID and the SU, SC, and 
PQ levels of the session. In total, 4126 rows of events were analysed in Disco for 

Fig. 3   The rules applied for inferring group interaction statuses from gaze and speaking behaviours 
where S, T and L denotes student(S), tutor(s) and laptop(s), respectively

https://fluxicon.com/disco/
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process mining. The output of the process mining as flowcharts which show how 
students move between different group interactions were created.

5 � Results

5.1 � Statistical analysis

5.1.1 � Time spent in different types of group interaction status

Table  1 below shows the distribution of time spent in different types of group 
interactions for each group. The cell with 0% means that this particular group 
interaction status was not detected in the group. As Table 1 shows, four types of 
group interactions, namely interaction with peers through communication (IPC), 
peer observation (PO), referring and following (RF), and resource management 
(RM) were detected in almost all sessions. To be more specific, interaction with 
peers through communication (IPC) and referring and following (RF) are two 
types of group interactions in which most groups spent most of their time in. 
They can also be seen in all twenty sessions. Furthermore, although peer obser-
vation (PO) and resource management (RM) took less time in group interactions, 
they were also present in all groups but one. Moreover, interaction with a tutor 

Table 1   The distribution of time spent in different types of group interactions

Session IPC PO RF ITC TO RM NC

1 39.17% 32.10% 10.75% 0.92% 0.15% 14.75% 2.15%
2 70.46% 1.36% 16.80% 9.76% 0.27% 0% 1.36%
3 28.18% 10.57% 33.33% 0.27% 0% 24.12% 3.52%
4 58.25% 0.17% 35.69% 3.03% 0% 0.17% 2.69%
5 59.74% 1.30% 35.71% 0.32% 0% 1.79% 1.14%
6 50.00% 2.37% 33.39% 4.75% 1.27% 7.91% 0.32%
7 32.43% 0.49% 53.56% 0% 0% 9.09% 4.42%
8 47.80% 1.13% 38.64% 1.63% 0.13% 7.28% 3.39%
9 22.73% 7.24% 33.52% 0.71% 0% 29.97% 5.82%
10 65.36% 0.16% 27.61% 0% 0% 3.10% 3.76%
11 41.07% 0.35% 45.06% 0% 0% 8.84% 4.68%
12 43.63% 0.29% 43.20% 3.00% 0% 7.73% 2.15%
13 53.58% 4.15% 34.72% 0% 0% 3.40% 4.15%
14 62.26% 0.38% 28.30% 0% 0% 1.51% 7.55%
15 49.78% 0.44% 33.14% 0% 0% 1.91% 14.73%
16 56.00% 0% 33.74% 0% 0% 6.43% 3.83%
17 48.51% 3.53% 39.59% 0% 0% 6.13% 2.23%
18 51.24% 2.23% 17.87% 15.51% 2.11% 1.24% 9.80%
19 38.64% 2.49% 37.53% 0.14% 0% 9.00% 12.19%
20 40.97% 1.48% 39.76% 0% 0% 14.02% 3.77%
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through communication (ITC) was detected in eleven sessions while tutor obser-
vation (TO) was detected in only five groups. It may be because not all groups 
requested help from tutors during their collaborations. Lastly, it is also interesting 
that non-collaboration (NC) status was detected in all the twenty groups. This 
might indicate moments when the group members worked individually are also 
an important part of collaborative learning in real-world settings. This might also 
indicate that the interaction types we proposed and detected here can be further 
extended to capture other relevant group statuses as well.

5.1.2 � Statistical comparison between different SU groups

As the datasets failed parametric assumption tests, Mann–Whitney U-tests were 
used to compare the differences in group interaction status between groups with dif-
ferent Shared Understanding (SU), Satisfaction with Collaboration (SC), and Prod-
uct Quality (PQ) outcomes.

Mann–Whitney U-test (Table  2) demonstrated that there was significantly 
higher time spent in referral and follow interactions (TS_RF) in the high SU 
group (Md = 23.22, n = 10) compared to the low SU group (Md = 20.04, n = 10), 
U = 20.00, Z = -2.27, p = 0.02, r = 0.51. It means that the groups with high SU lev-
els spent more time in referring and following (RF) interactions than the groups 
with low SU levels. Also, the high SU groups (Md = 13.37) exhibited significantly 
higher Mean_RF than the low SU groups (Md = 10.82), U = 19.00, Z = -2.34, 
p = 0.02, r = 0.52. It means that the referring and following (RF) interactions 
detected from the high SU groups usually lasted longer than the low SU groups. In 
terms of Max_RF, the high SU groups (Md = 60.00) were also significantly higher 
than the low SU groups (Md = 40.00), U = 18.50, Z = -2.42, p = 0.02, r = 0.54. It 
illustrates that the longest referring and following (RF) events detected from the 
high SU groups were usually longer than the low SU groups. It is worth noting that, 

although groups with different SU levels emerged with significantly different time 

Table 2   Mann–Whitney U-test 
of TS_RF, Mean_RF, and 
Max_RF between the high and 
low SU group

**. p is significant at the 0.05 level (2-tailed)
TS_RF: the average time that referring and following (RF) status 
lasted in a minute
Mean_RF: the average duration that referring and following (RF) 
status occurred in a group
Max_RF: the duration of the longest referring and following (RF) 
status

High SU 
Groups

Low SU 
Groups

U Z p r

n Median n Median

TS_RF 10 23.22 10 20.04 20.00 -2.27 0.02** 0.51
Mean_RF 10 13.37 10 10.82 19.00 -2.34 0.02** 0.52
Max_RF 10 60.00 10 40.00 18.50 -2.42 0.02** 0.54
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spent, average duration, and extremum of referring and following (RF) status, the 
frequency of referring and following (RF) status occurred in the process of collabo-
ration did not show any significant differences.

5.1.3 � Statistical comparison between different SC groups.

Two significant results were observed from the Mann–Whitney U-test of groups 
with different levels of satisfaction from their collaboration experience (SC) 
(Table  3). For instance, groups with high SC levels (Md = 2.50, n = 11) had 
significantly higher TS_NC than groups with low SC level (Md = 2.04, n = 9), 
U = 22.00, Z = -2.09, p = 0.04, r = 0.47. It shows that high SC groups spent more 
time in individual work and resting status during the process of collaborative 
learning. Also, high SC groups (Md = 20.00) exhibited significantly higher Max_
NC than low SC groups (Md = 15.00), U = 20.50, Z = -2.24, p = 0.03, r = 0.50. It 
shows the longest NC events, which presented the individual work time, detected 
from the high SC groups lasted longer than that detected from the low SC groups.

5.1.4 � Statistical comparison between different PQ groups

In terms of comparison between groups with high PQ levels and groups with 
low PQ levels, there were no significant differences in any of the group interac-
tion statuses detected. It shows that groups with different PQ levels seemed not 
to exhibit significantly different group interaction statuses in accumulated meas-
ures we used in statistical analysis. Statistical analyses which focus on cumula-
tive measurements are by nature limited to be used to interpret the interaction 
differences in the complex process of collaborative learning. Therefore, the next 
section will present how groups with different SU, SC, and PQ levels change 
between different group interaction statuses during the process of collaboration.

Table 3   Mann–Whitney U-test 
of TS_NC and Max_NC 
between the high and low SC 
group

**. p is significant at the 0.05 level (2-tailed)
TS_NC: the average time that non-collaboration (NC) status lasted 
in a minute
Max_NC: the duration of the longest non-collaboration (NC) status

High SC 
Groups

Low SC 
Groups

U Z p r

n Median n Median

TS_NC 11 2.50 9 2.04 22.00 -2.09 0.04** 0.47
Max_NC 11 20.00 9 15.00 20.50 -2.24 0.03** 0.50
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5.2 � Process mining

5.2.1 � Comparison of the process of collaboration between different SU groups

Figure 4 presents the process maps for both high and low SU groups. As Fig. 4a 
shows, there were strong connections between referring and following (RF), 
peer observation (PO), and resource management (RM) observed from groups 
with high SU. These three types of group interactions shaped a loop in which 
students started with discussions based on the learning materials on laptops, 
sometimes followed by peer observation (PO) and then moved to take actions 
on their laptops to take individual actions based on the discussions and obser-
vations. The process map also shows a strong link from resource management 
(RM) to interaction with a tutor through communication (ITC). It illustrates 
that groups with high SU levels usually asked for help from a tutor after taking 
specific actions for a certain amount of time. Furthermore, it is interesting to 
observe from the high SU groups that peer interactions through communication 
(IPC) usually alternate with “individual work” (NC), which is followed by inter-
actions with tutors (ITC).

In terms of the low SU groups, as Fig. 4b shows, there are three types of group 
interactions followed by discussions with tutors (ITC), namely referring and following 
(RF), resource management (RM), and tutor observation (TO). It also can be observed 
that low SU groups frequently moved from tutor observation (TO) to discussion with 
peers (IPC). These illustrate that the interactions with a tutor in low SU groups usually 
triggered group discussion or taking actions to work on the learning activities. Yet, 
different types of interactions between students did not show strong connections with 
each other. This may illustrate that low SU groups needed tutors’ support to help them 
build a common understanding towards the learning contents and learning activities.

Compared to the low SU groups, high SU groups tended to ask tutors for help 
after taking actions on the learning activities rather than communicating with tutors 
first and then taking actions accordingly. Furthermore, high SU groups exhibited 
stronger connections between different types of group interactions among peers. 

Fig. 4   Process maps of (a) high SU groups vs (b) low SU groups
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They tended to use the loop of taking actions, observation, explanation and discus-
sion as a strategy to co-regulate their group work. In contrast, this kind of strategy 
was hardly observed in low SU groups. They tended to focus on a single type of 
interaction among peers until the sessions ended. However, both groups with high 
SU levels and low SU levels also exhibited a commonality. For instance, interaction 
with tutors through communication (ITC) usually appeared with interaction with 
peers through communication (IPC) in the same paths (e.g. ITC → NC → IPC, and 
ITC → TO → IPC). This endorses that teachers’ support in these sessions is likely to 
foster students’ discussion during collaborative learning.

5.2.2 � Comparison of the process of collaboration between different SC groups

Figure 5 shows the process maps of high and low SC groups. According to Fig. 5a, 
groups with high SC levels exhibited strong links between referring and following 
(RF) and resource management (RM) statuses. It means that students from high 
SC groups frequently switched between these two types of peer interactions. They 
started with a discussion on the specific materials on their laptops and took actions 
based on the discussion. Then, a new round of discussions was carried out to reflect 
on the work they have done. This cycle appeared many times until students were 
satisfied with their work.

As Fig.  5b shows, groups with low SC levels had clear connections between 
interaction with a tutor through communication (ITC) and tutor observation (TO). 
It illustrated that students from low SC groups frequently raised a question to tutors 
or confirmed their thoughts with tutors through mutual communication. Then they 
spent a certain amount of time listening to tutors for detailed explanations. Until 

Fig. 5   Process maps of (a) high SC groups vs (b) low SC groups
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they finished interactions with tutors, they moved to referring and following (RF) 
status for further discussion based on the materials on their laptops and then took 
actions for the group work accordingly.

Although both groups with high and low SC levels exhibited connections between 
different types of interactions among peers, high SC groups seemed to use a strategy 
of iteration in which transitions happened many times between referring and following 
(RF) and resource management (RM) status. In this iteration of discussion and action 
taking, students appear to become more satisfied with their group work. In contrast, 
low SC groups tended not to take actions unless they achieved consensus through com-
munications with tutors and peers. Meanwhile, they did not go back and discuss the 
work after they took actions. This might be the reason why they have a lower SC level. 
Since there was little to no discussion on the finished work, they could hardly reflect 
on the work and adjust it toward a higher satisfaction level of their final products.

5.2.3 � Comparison of the process of collaboration between different PQ groups

The process maps of high and low PQ groups are shown in Fig. 6. Based on the pro-
cess maps, high PQ groups tended to start with interaction with peers through com-
munication (IPC), and then spent time on non-collaboration (NC) before moving to 
a cycle of referring and following (RF) and resource management (RM). To be more 
specific, the high PQ groups first had mutual communication among peers to discuss 
the learning activities. Then, before they moved to a more specific discussion, they 
tended to have some rest or individual work. After that, they looked at their laptops 
and had more focused discussions alternated with taking actions for group work.

In contrast, groups with low PQ levels usually started by taking actions for their group 
work. Then, once they met problems or challenges in their group work, they tended to 

Fig. 6   Process maps of (a) high PQ groups vs (b) low PQ groups
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ask for help from tutors. Therefore, Fig. 6b, resource management (RM) status was fol-
lowed by interaction with a tutor through communication (ITC) and tutor observation 
(TO). These interactions with tutors then led to more interactions among peers, such as 
interaction with peers through communication (IPC) and referring and following (RF).

By comparing the high and low PQ groups, it is found that they seemed to use 
different strategies during the process of collaborative learning. High PQ groups 
tended to discuss together towards a plan before they took actions. Also, while they 
were taking actions, they may have reflected on their work through discussions and 
made changes accordingly. On the other hand, the low PQ group tended to start with 
taking actions and then interacted with tutors and peers to discuss the difficulties or 
challenges arising from it. It is also worth noting that, similar to the high SU groups 
and high SC groups, the cycle of referring and following (RF) and resource manage-
ment (RM) occurred frequently in the process map of high PQ groups. The iteration 
of taking actions and reflecting on these actions in a cyclical manner does not only 
appear to be related to higher levels of shared understanding and self-satisfaction, 
but it may also lead to better product outcomes through collaboration.

6 � Discussion

Using multimodal learning analytics in physical collaborative learning has been studied 
for some years now. However, most research focused on the automation of collecting 
relevant multimodal data from the learning environments, predicting the learning out-
comes, as well as modelling the learners and learning processes (Chua et al., 2019). 
How to apply existing research results to real-world collaborative learning practice is 
still under-explored which makes the real-world impact of these analytics solutions lim-
ited (Alwahaby et al., 2022). On the one hand, limited human interpretability of the 
commonly used data logs for predicting and modelling collaboration in existing works 
makes it hard to provide educationally and pedagogically valuable information. On the 
other hand, existing studies tend to distinguish the groups with different learning per-
formances through the comparison of cumulative measurements, which leads to the dif-
ferences in the order and pattern of learning behaviours during collaboration to be over-
seen. Both of these reasons make it a challenge for existing research to support teachers 
and students in a real-world collaborative learning context. Therefore, this study aims 
to identify pedagogically meaningful group interactions from machine observable non-
verbal behaviours from audio and video data and uses process mining to investigate 
how groups differ in their interactions during the process of collaborative learning.

In order to answer RQ1: What meaningful group interactions can be detected from 
machine observable nonverbal gaze and speech behaviours from video and audio data 
of students’ face-to-face collaborative learning? This study first extracted behavioural 
markers about gazing and speaking from video and audio data. Based on these behav-
ioural markers, seven types of group interaction status, namely interaction with peers 
through communication (IPC), peer observation (PO), referring and following (RF), 
interaction with a tutor through communication (ITC), tutor observation (TO), resource 
management (RM), and non-collaboration (NC) have been identified. The results show 
that all three interactions between peers, interaction with peers through communication 
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(IPC), peer observation (PO), and referring and following (RF), can be observed in 
most analyzed sessions. To be more specific, interaction with peers through communi-
cation (IPC), which demonstrates the situations during which learners in a group have 
mutual discussions, has been observed in all sessions and occupied the biggest portion 
of time during collaborative learning. This aligns well with previous research which 
shows the importance of interactions through oral communication during collaborative 
learning (Cukurova et al., 2020; Spikol et al., 2018). Furthermore, referring and follow-
ing (RF) was another type of group interaction which was observed frequently in all 
sessions. It may refer to situations in which one learner was presenting their thoughts 
to others based on the content on their laptops/tablets and others followed. In addition 
to interactions between peers, resource management (RM), which represents situations 
in which students focus on their laptops/tablets to take actions for collaborative learn-
ing activities, also was detected in most sessions. This can be related to research which 
stressed the importance of individual accountability (Slavin, 1991). Individual account-
ability refers to students in a group to undertake their share in completing the task as 
well as acknowledging and promoting others’ share. In this study, individual account-
ability was observed as actions taken on the collaboration platform and paying attention 
to input from others at the same time. Resource management (RM) might be a represen-
tation of individual accountability in which most students focused on fulfilling the tasks 
in their shared learning space. Moreover, besides these types of interaction statuses, 
there are also two statuses which only were detected in some of the sessions, namely 
interaction with a tutor through communication (ITC) and tutor observation (TO). This 
may be because not all groups interacted with tutors during the collaborative learning 
activities. Therefore, they did not initiate any interactions with the tutors. Lastly, the 
results show that all groups exhibited non-collaboration (NC) status during the process 
of collaboration. It means that none of these sessions only maintained positive group 
interactions at all times and students spent a certain amount of time concentrating on 
individual activities during the collaborative learning task. It is worth noting that, the 
interactions analysed in this study can be automatically extracted from the collaborative 
learning process using computer vision approaches. To what extent these auto-extracted 
interactions can reflect the quality of collaboration processes is still an open question 
that requires further elaboration and research. In this paper, we attempted to make con-
nections to learning sciences literature on effective collaboration processes, yet some 
of these connections require further investigations. Future research should also conduct 
triangulation of the insights from machine observable features of collaborative interac-
tions with other methods used to judge collaboration quality (e.g. expert observations, 
think aloud processes, interviews etc.)

Regarding RQ2: What are the variations in gaze and speech interaction behaviours 
of groups with different collaborative learning outcomes? We used both statistical 
analyses and process mining techniques to explore the differences in groups with dif-
ferent learning outcomes in terms of shared understanding, satisfaction and product 
quality. The results of the comparative analyses show that groups that spent more time 
on referring and following (RF), and had a longer average duration of referring and 
following (RF) status, might have a higher level of self-reported shared understand-
ing. Given the fact that referring and following (RF) is developed from the behav-
iours of gaze following, it represents the situations in which one student spoke and 
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other students paid attention to the same materials on their laptop according to the 
speech. It does not only show the synchrony of the gaze behaviours but also indi-
cates the active listening behaviours. By analyzing the verbal interactions, previous 
research from CSCL considered the referent or repeated words used by the students 
as an important element to indicate shared understanding (Stahl, 2002). The use of 
such utterances relied heavily on mutual dialogue which requires active presenting and 
listening (Bohm & Weinberg, 2004). Therefore, this result illustrates that the presenta-
tion of personal understanding and others’ active listening may lead to the establish-
ment of shared understanding in collaborative learning. It is also worth noting that the 
frequency of the referring and following (RF) status that occurred in the process of 
collaboration did not show any significant differences. This indicates that groups with 
a higher level of shared understanding tended to apply referring and following (RF) 
as a method of conducting long discussions rather than showing referring and follow-
ing (RF) behaviours more frequently. referring and following (RF) interactions require 
a certain amount of time for students to present their points of view. These findings 
align well with the previous research which emphasized the importance of interactions 
such as sharing knowledge, explaining understanding, challenging others’ opinions, 
and providing feedback to others for effective collaborative learning (Laal & Ghodsi, 
2012; Le et al., 2018). Referring and following (RF) interactions are likely to involve 
moments in which students engage in expressing their own opinion. Furthermore, the 
comparative analysis also found that the groups which spent more time on the non-
collaboration (NC) status might be more satisfied with their group work. It means that 
groups in which students spent more time taking actions individually were more likely 
to be satisfied with their final products even though this did not necessarily lead to bet-
ter group products or shared understanding. Based on the existing studies, taking indi-
vidual actions helps students establish and take personal responsibility which is also 
considered a key element of successful collaboration (Cukurova et al., 2018). Moreo-
ver, there was no statistically significant relationship between group interactions and 
the quality of collaboration products. There might be various reasons for this result. 
First, this may be because the quality of products produced by each group might not 
be only related to the quality of collaboration interactions, but also related to multi-
ple intraindividual factors which we didn’t include in this study (i.e. students’ domain 
knowledge). Second, this may illustrate the limitation of the approach of analysing 
only non-verbal behaviours in collaborative learning. Whether students’ interactions 
can contribute to their collaboration, or not, still heavily depends on the content of 
their communication rather than the mere fact that they are communicating. There-
fore, non-verbal behaviours sometimes may fail to indicate that the extent to which 
interaction contribute to the quality of collaboration. For instance, students may have 
off-topic discussions during collaboration but this is unlikely to be distinguished from 
more meaningful discussions observing only the non-verbal behaviours. Therefore, 
there is a need to combine non-verbal behaviours with content analysis of verbal inter-
actions to have a more comprehensive understanding of students’ interactions.

The order of group interactions also varied between groups, those with high 
shared understanding tended to take actions before seeking help from tutors. Simi-
larly, groups with high product quality tended to discuss more before taking actions, 
while those with low product quality tended to take actions first and discussed 



1092	 Education and Information Technologies (2024) 29:1071–1098

1 3

problems later. Process mining techniques provided a more detailed understanding 
of collaborative learning interactions compared to traditional statistical analysis.

The process mining results revealed significant differences and similarities 
between the groups, with a loop between monitoring progress (RF) and taking 
actions (RM) observed in groups with high levels of shared understanding, self-
satisfaction, and product quality. Although it is a multidimensional and much more 
complex phenomenon, this loop may be interpreted as a crude proxy of socially 
shared-regulation of learning in non-verbal behaviour markers we detected. 
Socially shared-regulation of learning (SSRL) was defined as a process of enact-
ing a joint goal, monitoring progress toward the goal and regulating the learn-
ing process through making adjustments to cognitive, emotional, motivational and 
behavioural states as needed (Hadwin & Oshige, 2011). In this study, referring and 
following (RF) and resource management (RM) behaviours might indicate some 
of the monitoring phase actions since during referring and following (RF) students 
discussed existing input on their Miro boards, while resource management (RM) 
was taking actions to make adjustments accordingly. By transferring between tak-
ing action and discussing, students might be continuously reflecting on their exist-
ing work together and improving it over time. This aligns with previous research 
which suggests that co-regulated learning or socially-shared regulation of learning 
might help groups to build better-shared understanding and achieve better learning 
outcomes (Panadero & Järvelä, 2015). Furthermore, the order of different types 
of group interactions also shows differences between groups. To be more spe-
cific, groups with a high level of shared understanding tended to take actions on 
the learning activities before they asked for help from tutors. In contrast, groups 
with a low level of shared understanding tended to ask for support from tutors 
before they move to discussion or take actions on the learning activities. This may 
be because these groups needed further support from tutors to achieve an initial 
shared understanding before they move on. Similarly, the groups that produced 
high-quality products as a group usually discussed more before they took actions, 
while groups with a low level of product quality tended to take actions first and 
then had a discussion when problems occurred. As previous studies showed, stu-
dents can benefit greatly from achieving consensus before they implement their 
plan in collaborative learning activities (Panitz, 1999). Groups with high product 
quality tended to conduct discussions to come up with a plan which is agreed upon 
by the group members before they carried it out. These results also illustrate the 
value of using process mining techniques to provide insights into students’ group 
interaction during the process of collaboration. Such information on “how” cannot 
be generated using traditional statistical analysis, but it is essential to understand 
the ways in which the collaboration process can be improved with feedback.

This study makes both theoretical and practical contributions to collaborative learn-
ing research. It proposes a method for analyzing collaborative learning through the 
detection of non-verbal interactions using the "from clicks to constructs" framework 
(Wise et al., 2021) implementing it for machine observable speech and gaze behav-
iours. We identified seven types of educationally meaningful group interactions from 
the speaking and gazing behaviours of students and applied both statistical and process 
mining approaches to explore how these interactions were used by different groups. 
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The results are interpreted with previous literature on collaborative learning theories 
to judge the extent to which they are aligned or contradicted. Specifically, the loop of 
resource management (RM) and referring and following (RF) has been illustrated to 
be closely related to shared-understanding, satisfaction towards the products of collab-
oration, and the expert-evaluated quality of collaboration products. Furthermore, ses-
sions with different collaboration outcomes also showed differences in the sequence 
of group interactions. This result contributes to the broader research in collaboration 
analytics to consider using process mining to analyze and model the complex system 
of collaborative learning with meaningful interactions. For instance, previous studies 
which focused on exploring the different phases of SSRL relied heavily on the analysis 
of students’ verbal behaviours. The patterns of non-verbal behaviours identified in this 
study may provide more possibilities for identifying SSRL phases from non-verbal 
behaviours. Moreover, the study provides insights into how groups with higher levels 
of product quality tend to choose specific sequences of group interactions, which may 
inform instructional design and feedback interventions for collaborative activities. For 
example, the information about how groups with different learning outcomes inter-
acted with teachers may suggest the value of teachers providing support after students’ 
own exploration rather than immediately intervening with guidance. Also, the results 
of this study can be used to help with the design of more detailed collaborative learn-
ing activities to scaffold effective learning strategies.

Moreover, previous research stressed the challenges of ethical and privacy con-
siderations in the real-world use and adoption of multimodal LA and AI approaches 
in Education (Alwahaby, & Cukurova, 2023; Alzahrani et al., 2023). It is argued that 
both teachers and students may be worried about the unreliable predictive results 
generated by “AI” (Seo et al., 2021). In addition, students may be concerned about 
being monitored by AI systems and might have performance anxiety as well as 
surveillance fears. For instance, Seo et al. (2021) reported students’ worries about 
being judged by what they said unconsciously. Similarly, Zhou et al. (2021) found 
that some students feel uncomfortable with the analytics of their discussions and 
raised concerns that they can be hesitant to speak not to make mistakes during col-
laboration observations with AI and analytics. Despite their potential benefits, given 
the pervasive nature of multimodal data and opaque AI techniques that may be 
employed to process them, this line of research and practice present some signifi-
cant ethical concerns (Alwahaby, & Cukurova, 2023). Detailed discussion of such 
concerns is not within the scope of this work, yet ethical issues in the adoption and 
use of AI in educational settings require careful considerations. In this study, we 
attempted to detect explainable non-verbal behaviours that can help address some of 
the ethical concerns thanks to their transparent nature. However, a myriad of other 
potential ethical issues (e.g. fairness, agency, accountability, surveillance) that might 
influence the real-world use and adoption of computer vision approaches in educa-
tional settings require future research and elaborations.

Limitations  Finally, it is important to note some limitations of this study. First, the 
causal relationship between group interactions and collaborative learning outcomes 
is unclear. Further research is needed to infer whether the groups achieved higher 
SU and SC levels because of the specific sequences of group interactions they have 
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applied, or that these group interactions are the results of groups with higher SU 
and SC. It is likely that these relationships are more dynamic rather than monodi-
rectional cause and effect. During the process of collaborative learning, the out-
comes and the way of interaction are likely to mutually influence and promote each 
other. It is worth exploring further the mechanisms of this process in more tightly 
controlled studies. Second, relying solely on self-reported questionnaires and evalu-
ations of the final products of collaboration by researchers may limit the evaluation 
of collaborative learning outcomes studied. Future studies may consider using dif-
ferent evaluation frameworks from CSCL research to assess the collaboration pro-
cess (i.e., Cukurova et al., 2016). Third, emerging research in computer vision and 
Artificial Intelligence in Education(AIED) show that modern computer vision tech-
niques can be used to detect the behavioural markers we used automatically (Zhou 
et al., 2023). However, there are still significant challenges in the use of these tech-
nologies in real-world contexts so manual work in certain parts of the process is 
likely to be needed. However, the potential of this research stream to lead to the 
development of an automatic behaviour detection and feedback provision system is 
likely which could be greatly benefited from the proposed framework here. Lastly, 
given the independent, individual sample size and the educational context of this 
study are limited, further studies with larger sample sizes and different educational 
contexts are required. Although this work is from a 10-weeks long study, variance 
between subjects, activities, and context was limited in our sample size. Therefore, 
more work is needed for the potential generalization and cross-context validity of 
the proposed approach and our findings.

7 � Conclusion

This study presents an original method using multimodal learning analytics to 
detect and analyze educationally meaningful group interactions from video and 
audio data using machine observable nonverbal speech and gaze behaviours. The 
identified group interactions are shown to be valuable to generate insights into 
statistical and process differences in groups with different collaborative learning 
outcomes. Furthermore, through the lens of process mining, the study provides 
strategies to support the practice of collaborative learning. However, consider-
ing the context dependency of the group interaction status we identified, further 
explorations of the cross-context validity are needed.
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