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Abstract Labeling a module defective or non-defective is an expensive task.
Hence, there are often limits on how much-labeled data is available for train-
ing. Semi-supervised classifiers use far fewer labels for training models. How-
ever, there are numerous semi-supervised methods, including self-labeling, co-
training, maximal-margin, and graph-based methods, to name a few. Only a
handful of these methods have been tested in SE for (e.g.) predicting defects—
and even there, those methods have been tested on just a handful of projects.

This paper applies a wide range of 55 semi-supervised learners to over
714 projects. We find that semi-supervised “co-training methods” work signif-
icantly better than other approaches. Specifically, after labeling, just 2.5% of
data, then make predictions that are competitive to those using 100% of the
data.

That said, co-training needs to be used cautiously since the specific choice
of co-training methods needs to be carefully selected based on a user’s specific
goals. Also, we warn that a commonly-used co-training method (“multi-view”—
where different learners get different sets of columns) does not improve pre-
dictions (while adding too much to the run time costs 11 hours vs. 1.8 hours).

It is an open question, worthy of future work, to test if these reductions
can be seen in other areas of software analytics. To assist with exploring
other areas, all the codes used are available at https://github.com/ai-se/
Semi-Supervised.
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1 Introduction

One crucial step in software analytics is finding the labels (or ”ground truth”)
for training data, as supervised learning requires labeling all training data.
Supervised learning algorithms can perform poorly if they do not have ad-
equately labeled training data. Maintaining accurate and up-to-date project
data is crucial for effective development and problem-solving. However, many
software engineering projects suffer from the issue of poorly maintained data,
where information about the project’s structure, codebase, and documentation
is poorly maintained for various reasons. For these reasons, we have begun to
mistrust current labeling methods. Fueling that mistrust are comments like
those from Tu et al. [101], who say that current labeling methods are some-
times naive, often error-prone, and always expensive:

— Naive: Defect prediction researchers [16,35,45,50,68] often label a commit
as ”"bug-fixing” when the commit text uses words like ”bug, fix, wrong,
error, fail, problem, patch .” Vasilescu et al. [104,105] warns that this can
be somewhat ad-hoc, particularly if researchers just peek at a few results,
then tinker with regular expressions to combine a few keywords.

— Error-prone: When Yu et al. [121] explored labels from prior work exploring
technical debt, they found that more than 90% of labels marked as ”false
positive” was true. In the SE literature, there are similar reports where
data labels error have corrupted the majority of the data for security bug
labeling [112]; for labeling false alarms in static code analysis [46]; or for
software code quality [88].

— FEzpensive: In our work, we have studied approximately 714 software projects,
including 476K commit files. After an extensive analysis, Tu et al. [101] pro-
posed a cost model for labeling that data. Assuming two people checking
per commit, that data would need three years of effort to label the data.

Building defect prediction models using incorrect labels results in sub-
optimal models and would have poor performance. To address this issue, re-
searchers have explored many different labeling methods. Here, we explore
semi-supervised learning (SSL) [138,139] which is a set of techniques that fall
between unsupervised learning (that uses no labels [37,119,126,131]) and su-
pervised learning (that must label all training data [15,45,49,78,82]).

There are many ways to implement SSL, such as GMM [21,27] that (a) clus-
ters all examples using the independent attributes, then (b) labels one exam-
ple per cluster, then (c) copies that label to all other items in that cluster.
We conjecture that software defect data is particularly suitable for this kind
of reasoning. We say this since data from software projects often contains a
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much-repeated structure. When structures repeat, anything learned about one
point should also apply to many nearby points. For more on this conjecture,
see §2.3.

Nevertheless, because SE might be amenable to SSL, that still leaves
many engineering issues about strictly how SSL should be applied. The GMM
method (mentioned above) is but one of an extensive set of SSL methods.
For example, here is a short sample of those methods (and for details on the
following technical terms, see later in this paper);

— Li et al. [54] explored the coForest and AcoForest, a co-training method
under wrapper-based methods.

— Li et al. [56] also used a co-training-based method named Effort-Aware
Tri-Training (EATT).

— Fitting-the-confident-Fits (FTcF) is another semi-supervised algorithm used
in defect prediction [60], a self-training-based method.

— ExtRF, as proposed by He et al. [32], is another example of a self-training-
based semi-supervised method used for defect prediction.

— Zhang et al. [130] uses a label propagation algorithm, a graph-based semi-
supervised algorithm, to find bugs in software systems.

— Hysom, as proposed by Abaei et al. [1], is a semi-supervised model based
on a self-organizing map and artificial neural network, which falls under
unsupervised preprocessing.

Figure 1 shows a taxonomy of Semi-Supervised learning from Van et al. [102].
The taxonomy shows that the SSL methods can be divided into inductive and
transductive, where the former attempts to find a classification model. At
the same time, the latter tries to obtain label predictions for the given un-
labelled data points. After that, semi-supervised methods are divided based
on how they utilize the unlabeled data points. This includes three categories,
wrapper-based, up-supervised preprocessing, and intrinsically semi-supervised.
Inductive methods can be divided into Wrapper-Based, Unsupervised Prepro-
cessing, and Intrinsically semi-supervised methods.

The starting point of this paper was the observation that even within all
the above work:

Most of the SSL work in SE comes from a small portion of the
space of known algorithms from the left-hand side of Figure 1.

That is to say; there is much as-yet unexplored about SSL in SE. This
paper studies 55 semi-supervised models on a large dataset (714 projects) to
answer the following research questions to mitigate that issue.

RQ1: Are there SSL models that perform better or worse than others? We
found that an SSL method called co-training works best. In co-training, in
repeated rounds, one learner generates predictions using the most confident
labels generated by the other.

RQ2: How do SSL models perform with increased data size? This is the
core question of this paper since unless we can show good performance with
limited data, then this research is pointless. We found that using just 2.5% of
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Fig. 1: Taxonomy of Semi-Supervised learning from Van et al. [102].
This paper explores 55 methods from the pinks. The other blue
nodes are left for future work since these notes use methods that
are either (a) very computationally expensive or (b) have been de-
veloped for data types not relevant to our target (defect prediction).

the labeled data is all we need for performance that is comparable (statistically
similar) to supervised models that use 100% of the labeled data. Pragmatically,
this is the most important result of this paper since it means that SSL can
reduce the effort of labeling by a factor of 100/2.5 = 40.

Having established the main result of this paper, we then move on to cover
some of the design choices within an SSL. The literature argues that different
"views” of the data [38,40,115] can generate better SSLs. For example, if we
have feature weights that rank features 1,2,3,4,5,6, then Learnerl might only
view features 1,3,5, while Learner2 might only view features 2,4,6.

RQ3: Does the “data view” in co-training matter? At least for the data
used here, we found that this advice is misguided since (a) generating these
data views can be computationally expensive; (b) no performance gain was
seen for any particular data view.

Another argument in the SSL literature [38,40,115] is how to handle
pseudo-labeling. The most straightforward policy is ”self-teaching,” where a
learner only looks at the latest prior results from its previous iteration, while
the other is ”mutual-teaching”, where pseudo-labeling involves learning from
one or more different learners other than self.

RQ4: Does mutual-teaching improve SSL performance compared to self-
teaching? We found that it is better to use pseudo labels generated from
different learners (i.e., mutual teaching) than from a single learner (i.e., self-
teaching).
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From these results, we summarize our contributions as follows:

— A experimental demonstration that specific SSL methods (single-view co-
training) can decrease the labeling cost of defect prediction by a factor of
100/2.5=40.

— A detailed empirical analysis and evaluation of semi-supervised algorithms
and models to analyze these algorithms’ capabilities and identify the best
methods.

— One of the most extensive analyses yet seen in SE of semi-supervised algo-
rithms (on 714 projects and 55 SSL methods).

In order to allow other researchers to reuse/improve/refute our results, all
our code and sample data are available online®.

The rest of this paper is structured as follows. Section 2 discusses the back-
ground and related work. Our experimental methods are described in section 3.
Data collection in section 3.1 and learners used in this study are mentioned
in section 3.2, followed by the experimental framework in section 3.3. The
evaluation criteria are in section 3.4. The results and answers to the research
questions are presented in section 4. Next, our result is discussed in section 5.
Threats to validity follow this in section 6. Finally, a conclusion is in section 7.

2 Background

This section comments on the following:

— Standard defect prediction methods (that need labels on all training data);
— Dozens of semi-supervised methods (that need far fewer labels);
— Our reasons why we believe SSL is particularly applicable to SE.

2.1 Defect Prediction

Bugs are not evenly distributed across software [31, 52, 66, 75]. Hence it is
impractical and inefficient to distribute equal effort to every component in a
software system [13]. Algorithms that measure the criticality or bugginess of
software using source code (product) or project history (process) are called de-
fect prediction models. In a recent paper, Wan et al. [107] reported much indus-
trial interest in these predictors since the alternative is more time-consuming
and expensive. Misirili et al. [66] and Kim et al. [48] report considerable cost
savings when such predictors are used in guiding industrial quality assurance
processes. Such defect predictors learned from static source code are remark-
ably effective compared to other methods. Rahman et al. [80] compared (a)
static code analysis tools FindBugs, Jlint, and PMD with (b) defect predictors
(which they called ”statistical defect prediction”) built using logistic regres-
sion. No significant differences in cost-effectiveness were observed. This is sig-
nificant since defect prediction can be quickly adapted to new languages (by

! https://github.com/ai-se/Semi-Supervised.
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Table 1: List of process metrics used in this study

adev : Active Dev Count
age : Interval between the last and the current change
ddev : Distinct Dev Count
sctr : Distribution of modified code across each file
exp : Experience of the committer
la : Lines of code added
1d : Lines of code deleted
It : Lines of code in a file before the change
minor : Minor Contributor Count
nadev : Neighbor’s Active Dev Count
ncomm : Neighbor’s Commit Count
nd : Number of Directories
nddev : Neighbor’s Distinct Dev Count
ns : Number of Subsystems
nuc : Number of unique changes to the modified files
own : Owner’s Contributed Lines
sexp : Developer experience on a subsystem
rexp : Recent developer experience

building lightweight parsers). At the same time, other methods (e.g., static
code analyzers) need extensive modification before they can be used in new
languages.

Due to their ease of use, defect predictors are widely applied:

—_

Application of defect predictors to locating security vulnerabilities [89].
Understanding what increases defects (e.g., ratio comment to code, cyclo-
matic complexity) [65] or process metrics (e.g., see Table 1).

Predicting where the bugs are to allocate appropriate resources (e.g. [11]).
Using predictors to fix defects [4] proactively.

Release-level change-level or just-in-time [82] prediction.

“Transfer learning” applies predictors built from one project to others [71].
Assessing different learning predictors [24]. This has led to the development
of hyperparameter optimization and better data harvesting tools.

o

N Ot W

As to what data to collect, process metrics comment on ”who” and ”how”
the code was written, while product metrics record ”what” was written. Re-
searchers and industry practitioners have tried many ways to identify essential
features and why. Zimmermann et al. [142] recommended complexity-based
product metrics, and Zhou et al. [134] suggested size-based metrics, both of
which are information regarding what was built. In contrast, developer-related
metrics and change bursts metrics were recommended by Matsumoto et al. [64]
and Nagappan et al. [70], respectively. Our metrics include the process metrics
since prior studies have shown promising results and have been endorsed by
Rahman et al. [79], Majumder et al. [62], and others.

After saying "what” data to collect, the next question is, "how much”
data to collect? In most of the above work, labels are needed for 100% of the
data. However, in many situations, labels are missing or mistrusted, meaning
we must collect some new labels before the work can proceed. The lesson of
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this paper will be that, with the semi-supervised learning methods described
below, we only need labels on a small part of the data (specifically, just 2.5%).

2.2 Semi-Supervised Learning

Semi-supervised learning avoids searching labeled data or manually annotating
unlabeled data. Such methods combine supervised and unsupervised learning,
which uses a small amount of labeled data and a large amount of unlabeled
data.

According to Figure 1, SSL methods can be divided into inductive and
transductive, where the former attempts to find a classification model. At the
same time, the latter tries to obtain label predictions for the given unlabelled
data points. After that, semi-supervised methods are divided based on how
they utilize the unlabeled data points. This includes three categories, wrapper-
based, up-supervised preprocessing, and intrinsically semi-supervised. Inductive
methods can be divided into Wrapper-Based, Unsupervised Preprocessing, and
Intrinsically semi-supervised methods. In comparison, transductive methods
are graph-based methods.

2.2.1 Wrapper-Based Methods:

Wrapper methods loop over the data and, in every loop, apply training followed
by pseudo-labeling phase. Starting with a very small of labels, the first training
phase builds a model, which is then used to label the rest of the data. The labels
that are ”most confident” (defined below) are added to the pre-existing labeled
data and used for training in the next loop. Our reading of the literature is
that such wrappers are the most widely used algorithms in semi-supervised
learning.

Wrapper-based methods can differ according to how pseudo-labeling is per-
formed:

— Self-training [85] methods use a supervised classifier that iterates and re-
trains on its most confident predictions.

— In co-training [12], multiple supervised learners iterate and re-train on each
other’s most confident predictions.

— Boosting methods [135] train ensemble methods sequentially by training on
labeled data and the most confident predictions of the previous classifiers
on unlabeled data.

2.2.2 Semi-supervised preprocessing:

Semi-supervised preprocessing uses two stages for building a semi-supervised
model. In the first stage, the model uses hints from unlabeled data to extract
or transform features or uses the features to form unsupervised clusters, while
in the second phase uses the labeled data for training or labeling. Based on
the first stage of semi-supervised preprocessing, they divided into two groups:
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— Feature extraction-based semi-supervised preprocessing [60], where fea-
ture extraction is used to extract and transform the original data to a
more linearly uncorrelated format. Such as principal component analy-
sis(PCA) [111] and Multidimensional scaling(MDS) [20].

— Clustering-based semi-supervised preprocessing [21,27], where labeled and
unlabeled data are clustered and followed by uses of labeled data for using
the resulting clusters to guide the classification process.

2.2.8 Intrinsically semi-supervised methods:

In Intrinsically semi-supervised methods, a decision boundary is formed us-
ing an objective function with two or more terms, using information from
the labeled as well as information from the unlabelled examples found near
the labeled data points. In this way, semi-supervised intrinsic learning can
make do with a limited number of labels. These methods do not have base
supervised learning steps as part of the process; instead, these are modified
versions of different supervised algorithms with steps to consider unlabeled
data. Most of these methods introduce some assumptions, such as low-density
or smoothness, such as ”maximum-margin” [17,57,103]. There are other ways
to build intrinsically semi-supervised methods, including perturbation-based
or Generative model-based methods; however, these methods mostly use com-
putationally expensive deep neural networks and are excluded from further
study in this paper.

2.2.4 Graph-Based Methods:

The intuition with graph-based methods is that we do not need to label all
data. Instead, given a few labels, the rest of the data can draw their labels
from "nearby examples.” Graph-based methods differ on (a) how they find
"nearby” examples and (b) how they move those labels to themselves.

The methods generally involve three separate steps: graph creation, graph
weighting, and inference [43,102]:

— First, data points are represented as a node in the graph connected based
on some similarity measure. Consider the geometry of the dataset, which
an empirical graph can represent g = (V, E), where nodes V = 1,..,n
denote the training data and edges F represent the similarities or affinity
between adjacent nodes.

— Next, the resulting edges are weighted, yielding a weight matrix.

— Once the graph is constructed, it is used for predicting the unlabeled data
points. While iterating to generate the graph, it uses an objective function
with two terms, one which penalizes predicted labels that do not match
the actual label(for labeled examples), and another penalizes differences in
the label predictions for connected nodes(for both labeled and unlabeled
examples).
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2.3 SSL and SE

Our introduction conjectured that data collected about source code is highly
suitable for semi-supervised learning. This section presents some support for
that conjecture. Note that if such repeated structure exists, if a learner labels
any one thing, there should be many nearby similar things that deserve the
same label. We hasten to add that the following is suggestive, but hardly
conclusive, that software artifacts have repeated structures. Nevertheless, in
the following results, most examples could be labeled after examining just a
few examples. For such data (as done in SSL), it should be possible to label a
few examples and propagate those labels to the rest:

— A repeated observation in the SE domain is that complex software can be
controlled by characterized by just a few examples. For example, Yu et
al. recently built a support vector machine model to find security vulner-
abilities in 20,000+ Firefox functions [122]. They found that around 200
support vectors were enough to define the boundary between vulnerable
and non-vulnerable functions.

— In other work, there are recent results [91] with ”less than one” -shot
learning suggesting that it is possible and valuable to synthesize a small
number of artificial exemplars by aggregating multiple examples.

— Similarly, other examples demonstrate that generating tests only for the
main branches in the code is an adequate testing strategy even for appli-
cations that process large cloud databases [128].

As to why repeated structure can be seen in artifacts related to software
projects, we believe it is because of naturalness and power laws:

— Naturalness: Hindle and Devanbu wrote that ”Programming languages,
in theory, are complex, flexible and powerful, but the programs that real
people write are mostly simple and rather repetitive, and thus they have
statistical properties that can be captured in models and leveraged for SE
tasks. [34]” To say that another way, computer programs are written using
a programming language, and ”language” is a technology that humans
have been using for millennia to enable succinct communication. Repeated
structures simplify communication since they let the observer learn the
expected properties of a "typical” system. This means, in turn, they can
recognize when some part of a system is anomalous (because it lacks the
usually repeated structures) [81].

— Power-laws: Code is written by people. The social interactions between
people mean that those humans focus their work on tiny parts of the code
(see Lin and Whitehead [58]). To see this, consider a large system with
modules A, B, C, and D. Developer 1 may only understand a small part
of the code, e.g., module A. If Developer2 asks for help, then Developerl
will teach more about A than B, C, and D. When this cycle is repeated
for Developer3, Developerd. Any activity log will contain similar, if not
repeated, entries since it will record the activity of many people working
on a small portion of the code.
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3 Experimental Design

This section describes the methods used to evaluate 55 SSLs drawn from the
above-mentioned methods.

3.1 Data Collection

Until recently, many software analytics explored a small number of data sets
passed from paper to paper(those data sets had names like XALAN or JEDIT).
As a result, it was possible to question the external validity of conclusions
reached in that manner since it only explored a small number of projects
(often just five to 20).

These days, it is now possible to acquire a much wider range of data via
Github-based data collection. GitHub stores millions of projects; many are
trivially very small, not maintained, or are not about -software development
projects. To filter projects, we used the standard GitHub “prudence checks”
recommended in the literature [44,69].

— Collaboration: Refers to the number of pull requests, which must be more
than one.

— Commits: The project must contain more than 20 commits as recom-
mended in the literature.

— Duration: The project must contain software development activity of at
least 50 weeks.

Process Metrics Data Statistics
Metric Name  Median IQR Range Data Property Median
la 14 39 0,4+ inf) Defect Ratio  37.60%
1d 8 12 0,+ inf) Lines of Code 82K
1t 92 122 0,+ inf) Number of Files 171
age 28.8 35 0,+ inf) Number of Developers 31
ddev 2 1 1,4+ inf) Number of PRs. 55
nuc 6 3 0,4+ inf) Number of Commits 217
own 1 0 0,+ inf) Duration  186(W)
minor 0 0 0,+ inf) Number of Releases 20
ndev 27 22 0,+ inf) Number of Defective Commits 7
ncomm 71.1 49.5 0,+ inf) Number of Issues 46
adev 6 3 1,+inf) | Number of unique PR submitter 5
nadev 72 49 0,+ inf)
avg-nddev 2 2 0,+ inf)
avg_nadev 7 5 0,+ inf)
avg_ncomm 7 5 0,+ inf)
ns 1 0 1,+ inf)
exp 348.8 172.7 0,+ inf)
sexp 145.7 70 0,+ inf)
rexp 2.5 3.4 0,+ inf)
nd 1 1,4+ inf)
sctr 0.2 0.1 (—inf,+inf)

Table 2: Statistical median, IQR and range of values for the metrics
used in this study (IQR denotes the (75-25)th percentile range) in
Table 1.

IQR
20.60%
200K
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— Issues: Project must contain more than ten issues.

— Releases: Project must contain at least four releases.

— Personal Purpose: The project must not be used and maintained by one
person.

— Software Development: The project must only be a placeholder for software
development source code.

— Defective Commits: Project must have at least ten defective commits.

— Forked project: Project must not be a forked project.

The initial project pull was 5101 projects. After applying the prudence
checks mentioned above, we selected 714 projects?. The Data Statistics section
of Table 2 shows the median and IQR of each filtering criterion for the selected
projects. We collected file-level process metrics for this research to answer our
research questions.

This data was extracted once and stored as pickle files in the following
three steps:

1. We collected 21 process metrics (following the definition either from com-
mit_guru or from the definitions shared by Rahman et al.) for each file
in each commit by extracting the commit history of the project and then
analyzing each commit for our metrics. We used a modified version of
Commit_Guru [83] code for this purpose, where instead of aggregating file-
specific metric values for a commit, we store metric values for each file. We
create objects for each new file we encounter and keep track of details (i.e.,
a developer who worked on the file, LOCs added, modified, and deleted by
each developer) that we need to calculate. We also keep track of files mod-
ified together to calculate co-commit-based metrics. After collecting the 21
metrics mentioned in Table 2 for each project, it is stored as a pickle file
for prediction.

2. Secondly, we use Commit_Guru [83] code to identify buginducing and bug-
fixing commits. This process involves identifying bugfixing commits using
a keyword® based search. Using these commits, the process uses the com-
mit_guru’s SZZ algorithm [83,110] to find commits that were responsible for
introducing those changes and marking them as buginducing . This pro-
cess is performed on all commits throughout the project’s life cycle. Note
here that for a buginducing, each file labeled as a buggy file (bug-inducing)
will have another instance of the same file, non-buggy (bugfixing). If a file
has been fixed multiple times throughout the project history, it will have
multiple instances in the dataset.

3. Thirdly, we used GitHub tag API to collect the release information for each
project. We use the release number and release date information supplied

2 Some projects (27) had inconstant values for selected metrics and were removed from the
selected project list

3 The keywords used are - bug, fiz, error, issue, crash, problem, fail, defect, and patch. These
keywords are used by Rosen et al. in their commit_guru [83] paper.

4 From this point onwards, we will denote the commit which has bugs in them as a “bug-
inducing”
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from the API to group commits into releases and thus divide each project
into multiple releases for each metric. Note here that we refer to a release
number as the tags provided by the repository contributors, not by GitHub.
Thus we apply regular expressions to match the release number to either
“XXXX” or “XXX” format. A tag must differ in the section before the
third dot to be considered a release.

3.2 Learners

This section briefly explains the classification methods (supervised and semi-
supervised) we used for this study. We selected the supervised methods fol-
lowing a prominent paper by Ghotra et al.’s [25]. In defense of that selection,
we note that software engineering researchers widely use all these learners.
For all the supervised models, we use the implementation from Scikit-Learn®.
While for semi-supervised models, we have used the few available methods
from Scikit-Learn, for the rest, we have either used the package created by the
original authors of those methods or implemented the methods ourselves.

3.2.1 Supervised Learners:

This section describes the supervised learners used in this study, either for the
supervised learner or the base learner for wrapper-based methods. We have
used the implementation and default parameters from Scikit-Learn.

— Support Vector Machine [14,84,98]

Naive Bayes [86,87,92,109]

— Logistic Regression [25,33,73,76,124]

— Random Forest [39,42, 95,100,109, 121,126,127
— K Nearest Neighbor [7,29,30,41,61]

— Decision Tree [23,77,90, 106, 108]

3.2.2 Semi-supervised Learners:

This section shows a detailed description of the semi-supervised methods used
in this study. This includes a broader category of semi-supervised methods,
which includes Wrapper-Based Methods, Semi-supervised preprocessing, In-
trinsically semi-supervised methods, and Graph-Based Methods, as shown
in figure 1. All the following methods are available for download and exe-
cution from this paper’s reproduction package https://github.com/ai-se/
Semi-Supervised.

Self-training: It is a type of semi-supervised learning method which falls
under wrapper-based methods [93,120]. This is a two-step process with multi-
ple iterations. In the first step, the training phase, we train one of the super-
vised learners on the labeled data and possibly pseudo-labeled data from the

5 https://scikit-learn.org/stable/index.html
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last iteration. In the next phase, the pseudo-labeling phase, using the previous
model, a portion of unlabeled data the learners are most confident of their
predictions is labeled for use in the next iteration.

Co-training: This type of wrapper-based methods [2,6,28,133] also con-
tains two steps. In the training phase, two or more learners are trained on
the labeled data and possibly pseudo-labeled data instead of one learner.
The pseudo-labeled is based on the most confident prediction of the other
learners [22,28]. If there are more than two learners, the pseudo-labeling can
be achieved by majority voting, booting, or other strategies [2,136]. In Co-
training, we adapt both single-view and multi-view settings. The key difference
between the two models is that in the case of single-view models, both base
learner sees the data with the same feature sets. During the pseudo-labeling
phase for both base learners, the prediction labels and confidence scores are
based on the same features. For multi-view co-training models, the two base
learners are trained on different features, assuming that the features are not
correlated. Thus, during the pseudo-labeling phase, when generating the pre-
diction labels and confidence score, the models see completely different features
(which should reduce over-fitting).

Effort Aware Tri-training (EATT): EATT is a type of co-training
method that uses three learners. Zhou et al. [136] originally proposed the tri-
training method as a traditional semi-supervised method. Zhang et al. [129]
included effort-aware criteria for the pseudo-labeling phase in the tri-training
method and achieved better performance both in terms of traditional metrics
and effort-aware metrics.

Co-forest: It is an extension of the co-training algorithm, which incorpo-
rates Random Forest to tackle the problems of determining the most confident
examples to label and produce the final hypothesis. Co-Forest first trains an
ensemble of classifiers on the labeled data set, then during each iteration of
Co-Forest, the training and pseudo labeling phase are performed [55,123]. In
the case of the co-forest algorithm, during the pseudo-labeling phase, when
determining the most confidently labeled examples for one of the classifiers of
the ensemble, all other classifiers are used except the current one.

FTcF MDS: It is an intrinsically semi-supervised method that combines a
self-training algorithm with a dimension reduction technique. It was proposed
by Lu et al. [60] in their study as a combination of semi-supervised prepro-
cessing and self-training and is widely used [26,116]. Here, Multidimensional
Scaling(MDS) 6 has been used as the preprocessing step. The model is built
using the reduced dimension, where the error is minimized.

Semi-Boost: It is a semi-supervised boosting algorithm [9,63], which relies
on optimization of an objective function consisting of two parts, one measuring
the inconsistency between labeled and unlabeled examples and the other mea-
suring the inconsistency among the unlabeled examples. The pseudo-labels are
created using these two criteria. During training, a new classifier is built, and

6 MDS calculates distances between each pair of points in the original high-dimensional space
and then maps it to lower-dimensional space while preserving those distances between points as
well as possible.
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a weight is assigned to the model using the labeled and pseudo-labeled data
from previous steps.

S3VM: Semi-Supervised Support Vector Machines (S3VM) is an widely
used [53,59] intrinsically semi-supervised method [57,103]. In the case of tra-
ditional SVM, a supervised classification technique, it tries to find an optimal
classification hyper-plane that meets the requirements of the classification task
using an objective function. In the case of S3VM, another two terms are added
with the objective function. One is a penalty term for the slack variable, which
is the acceptable deviation between the function margin and the correspond-
ing data. The other term is the loss function for unlabeled data. The S3VM is
built by minimizing the objective, utilizing both labeled and unlabeled data
simultaneously.

Semi-Supervised Clustering: This is a semi-supervised preprocessing,
specifically clustering then label method [5,21,27]. Here, we use the Gaussian
Mixture Model(GMM), where model parameters are estimated using the Ex-
pectation Maximization(EM) algorithm. In the first step, we use the GMM
model provided by Scikit-Learn to build an unsupervised cluster using labeled
and unlabeled data points. The tuning of the clusters is performed based on
both two terms: BIC (Bayesian information criterion) and the error rate for
the clusters. The final prediction for test data is performed using the clus-
ter prediction followed by a label-assigning phase based on a cluster-to-label
assignment.

Label Propagation: This graph-based method creates a graph that con-
nects instances in the training dataset and propagates labels through all data
points. Each node changes its label to the one carried by the most significant
number of its neighbors till convergence [114,137].

Label Spreading: Label spreading is also a graph-based algorithm pro-
posed by Zhou et al. [132]. The algorithm works similarly to the Label prop-
agation algorithm, except during the graph building, the similarity matrix is
normalized before labels are assigned, and labels are changed in each iteration
till the point the model converges by minimizing an objective function with
two terms, one is the information from its neighbors, and the other is the
initial information.

LSVM: Laplacian Support Vector Machine(LSVM) is a semi-supervised
support vector machine that uses manifold regularization and falls under in-
trinsically semi-supervised methods. Regularization is necessary to produce
smooth decision functions and, thus, to avoid over-fitting the training data.

3.3 Experimental Framework

This section describes the experimental framework shown in Figure 2. The
framework consists of many sub-routines as follows -

1. The process starts with selecting appropriate projects that meet the criteria
by collecting meta-data about each project (collected using the GitHub
search API) and using the GitHub filtering criteria mentioned in §3.1.
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2. We use the filtered project list to collect 21 process metrics using the
commit_guru. We also collect release information using GitHub release API
for each project using the process mentioned in §3.1.

3. We use the commit time for each file from the data collected using com-
mit_guru and release time from the release information to mark each row
of the commit_guru data with release numbers.

4. We select which type of validation strategy to be used for the evaluation
of the models.

5. Based on the evaluation strategy, we divide the data into training and test
data.

6. Supervised models are trained with all available training data.

7. We further divide the training data into labeled and unlabeled data for
training semi-supervised models.

8. The model performance is measured based on the test data.

The evaluation of the models used in this study is based on two evaluation
strategies described below -

1. Cross-validation: Here, we select all the files collected using the process
described in Section 3.1. This includes the files labeled as buggy and non-
buggy (this can include multiple copies of the same file if it was committed
multiple times) throughout the project history. This data for each project
is sorted randomly M times. Then, the data is divided into IV stratified
bins each time. Each bin, in turn, becomes the test set, and the remaining
data is further divided into training and validation sets. For this study, we
used M = N = b, repeated five times.

2. Release-based: Here, we sort the data chronologically in releases Ry, Ro, ....
Then we trained on data from release 1 to R — 3, then tested on release
R—2, R—1, and R. This temporal approach has the advantage that future
data never appears in the training data.

We use both strategies for completeness since both have been used widely
in software analytics papers [8,10,36,51,96,97,119]. As seen below (in Table 3),
our conclusions are stable across both sampling strategies.

In order to handle imbalances in the class distribution, we use the SMOTE
algorithm to rebalance the training data for both cross-validation and release-
based after the labeled training data has been selected.

SMOTE (Synthetic Minority Oversampling Technique) [18] addresses data
class imbalance issues. Imbalanced data is a problem since; if the target class
is infrequent, it is hard for a learner to find the target. To mitigate class im-
balance, SMOTE samples from the minority classes and choosing k nearest
neighbors for each chosen sample. A synthetic instance is created at a ran-
domly selected point between each pair of chosen samples and its neighbor.
The synthetic samples are added to the original dataset to balance the ratio
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Fig. 2: Framework

between majority and minority classes”. We use SMOTE here since it has
found prior success on our kinds of data [3].

Before going on, we digress to make the following declaration. Any learned
model should be assessed on data distributions that might appear naturally
in the field. Hence, when using SMOTE;, it is a mistake to rebalance the test
data. Accordingly, we declare that while we rebalance the training data, we
leave the test data as is.

3.4 Evaluation Criteria

This section describes the widely used [45,113,117-119] evaluation metrics
used in this study. These evaluation criterion has been designed to effectively
measure the performance of machine learning models (specifically classification
models). These include -

Recall: Proportion of defective changes among all the defective changes

Precision: Proportion of defective changes among all the inspected changes

— False Alarm: Proportion of suggested defective changes that are not actual
defective changes divided by everything that is not defective

— Popt20: Proportion of changes inspected by reading 20% of the code

IFA: Initial false alarms encountered before identifying the first defect.

F1-Score: harmonic mean of the precision and recall.

— G-Score: harmonic mean of the (1 - false alarm) and recall.

Also, ideally, we want results that are stable across different experimental
conditions. As mentioned above, we ran our rig twice: once as a cross-validation
study and once again as a release-based study. We show below that our results
are stable across those two conditions.

7 When performing such re-balancing, it is a methodological error to re-balance both the
training and test sets (since learned models should be tested on data with the naturally occurring
class frequencies. We assert that we re-balance only the training data and not the test.
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3.5 Statistical Tests

Scott-Knot Procedure: Wee use the Scott-Knot test [25,67] to check if pop-
ulations differ merely by random noise and an effect size test to check that
two populations differ by more than a trivial amount. Scott-Knot is a recursive
bi-clustering method that executes over all the treatments, sorted by their me-
dian value. If any two clusters are statistically indistinguishable, Scott-Knott
assigns both the same “rank”. These ranks have different interpretations, de-
pending on whether we seek to minimize or maximize those numbers. For our
purposes:

— Rank 1 is worst for recall, precision, Popt20 since we want to maximize
these numbers.
— Rank 1 is best for the false alarm, and IFA since we want to minimize those.

One benefit of using Scott-Knott is
bunching; i.e., a large number of treat-
ments can be grouped into a small num- )
ber of effectively similar units. For exam- A
ple, Figure 3a shows one of our results . Wm‘
(expanded below), where 55 different N |
treatments became five similar groups.
Bunching is useful since conclusions can
be made with far less effort (over a few
bunches) than if we tried to reason sepa-
rately about (say) 55 treatments. For ex- N

s

Q |
Fig 3a. The bunching effect
(where many treatments have

FILRTI,

ample, in the sequel, we focus on treat-
ments that do not exhibit both the worst
false alarms and recall. This reduces our

space of treatments from the 55 seen in Fig 3b: The blurring effect
Figure 3a to the much more comprehen- (where many treatments have
sible set of nine treatments shown in Ta- the same rank).

ble 3.

Another effect seen with Scott-Knott Fig. 3: Examples of Scott-
is shown in Fig 3b. When dealing with Knott results. In this figure,

many treatments (as done here), the treatments with the same
significant variances seen across all the rank are assigned the same
treatments may mean that the results color.

blur; i.e., that many of them are statisti-

cally indistinguishable. For example, in

Fig 3b, we can see that 51 of the 55 treatments all receive the same rank.
When such blurring occurs, all we can conclude is that the treatment explored
is uninformative (in the sense that it does not distinguish the individual treat-
ments).
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4 Results

This section describes our research questions and their findings in detail. We
report recall, precision, false alarm, and g-score in Figure 4 to Figure 7, re-
spectively. Within each figure:

— In those figures, supervised methods have short names (e.g., DT, RF, LR,
KNN, and SVM), and unsupervised methods have much longer names (e.g.,
co_training_sv_RF_KNN)

— Each figure contains vertical box plots, where each box plot represents the
performance of an individual model.

— Each box plot is generated using the respected performance evaluation
criteria obtained using the evaluation strategy (this signifies that each box
plot is generated with 25 data points).

— Each vertical plot is colored using the statistical methods of §3.5. Specifi-
cally, plots with the same color have the same rank (so plots with different
colors are statistically distinguishable by more than a small effect).

In those results:

— precision and g-score were blurred; i.e., nearly all these measurements for
all these treatments were statistically indistinguishable. Hence we do not
discuss those measures any further.

— Recall and false alarm were successfully bunched into 4 and 5 groups, re-
spectively. After discarding the worst two groups in each set of results, we
were left with nine treatments found in the top half of both recall and false
alarm. Those treatments are shown in Table 3.

As recommended by prior results of Tu et al. [101], our first research ques-
tion explores just 2.5% of the labels. Subsequent research questions explored
the effects of using more labels.

4.1 RQ1:Are there models which perform better or worse than
others?

Table 3 shows the treatments selected by the above process. That table has
two sets of results: one for our cross-validation study and one more for our
release-based study. In that table, supervised methods are highlighted in gray.

We have subjected these results to our Scott-Knott statistical comparison:

— The bottom row of Table 3 shows the ranks found in comparing the cross-
based and release-based results. The “1” in that row indicates that the re-
sults from both sets of treatments were ranked the same; i.e., we can report
that our results are stable across both the cross-validation and release-based
studies.

— The numbers shown on the box plots of Figure 8a show the ranks found in
comparing the supervised and the semi-supervised results. All those num-
bers are “1”, meaning their performance is statistically indistinguishable
(measured on false alarm and recall).
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Models Recall False Alarm

Cross Release | Cross Rlease
LR 0.69 0.63 0.4 0.39
SVM 0.72 0.7 0.4 0.38
self_training_SVM 0.71 0.65 0.32 0.34
co_training_sv_LR_RF 0.72 0.72 0.38 0.37
co_training_sv_.LR_.GNB 0.65 0.66 0.38 0.38
co_training_sv_RF_KNN 0.75 0.74 0.37 0.4
co_training-mv_LR_GNB 0.7 0.67 0.4 0.4
co_training-mv_RF_KNN 0.74 0.74 0.39 0.4
EATT 0.71 0.72 0.4 0.36
Median 0.71 0.7 0.39 0.38
Statistical Rank (Cross vs Release) 1 1 1 1

Table 3: Comparison between Cross val and Release based evalua-
tion for recall, false alarm, and g-Score. Cells with a gray background
denote supervised methods; all other cells are semi-supervised. The
models shown here are those that were ranked “good” in both the
recall results of Figure 4 and the false alarm results of Figure 6
(aside: precision and g-score results were not used due to the blur-
ring explained in Figure3b.). That is, this table only shows models
that were not blue or green in Figure 4 and also which were not
purple, tan or pink in Figure 6. The last row of the table shows the
statistical rank between cross-validation and release-based evalua-
tion strategies.

[ Supervised I Semi_supervised 1 Co_training B Other

1.0 T 1.01
0.8 0.8
0.64 0.6,
oaf | [2] 0.41
1
0.21 0.2
0.04 L 0.0
Recall False Alarm Recall False Alarm
(a) Supervised vs Semi_supervised (b) Co_training vs Others

Fig. 8: Comparing results between (a) supervised and
semi_supervised models and (b) co_training and other
non_co_training based models. The figure here shows the re-
call and false alarm of the two types. The number on the plots
represents the ranking of the statistical tests for both performance
measures between these two types of models.
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For this paper, this second result (that SSL performs as well as full-
supervised) is our most important finding since the semi-supervised results
were achieved using just 2.5% of the labeling effort required for supervised
learning. This result makes us strongly recommend the use of SSL in SE.

As to what kind of semi-supervised model performs better overall, Fig-
ure 8b applies Scott-Knott to compare co_training with non_co_training based
methods (denoted as “Other” in the table). We see that co_training-based
models perform statistically better than non_co_training-based methods. In
contrast, they rank the same for false alarms.

In summary, in answer to RQ1, we say:

In both cross-validation and release-based evaluation strategies, semi-
supervised methods perform statistically the same, and thus, the choice
of evaluation strategies does not significantly skew our analysis. Semi-
supervised methods (that use only some data) can perform better than
methods that use all the data. Finally, between different semi-supervised
methods, co-training-based methods perform better than others.

4.2 RQ2:How does models perform with increased data size?

This section takes the SSL methods selected in Table 3 and performs some
extended analysis.

The previous research question concluded that all examples do not need
labels on all the data. Given that result, the next question is, “How much
data can be ignored and still learn effective predictors?”. Note that, to reason
about “effectiveness,” we must explore the benefits and the costs of labeling.
Hence, our answer to RQ2 must discuss not just performance measures (like
recall and false alarm rates) as the time required to achieve those results.

Table 4, we apply a time/cost model to the labeling effort associated with
learning from 2.5,5,10,20% of the data. This model comes from Tu et al. [101]
and assumes that labeling is conducted via crowd-sourcing (using Mechanical
Turk); our crowd workers are being paid at least minimum age ($8.25); we
assign two readers per issue report; and 50% or our crowd workers produce
poor results that need to be repeated (such a 50% ”cull rate” is common
practice in crowdsourcing [19]). To give these cost figures a little context (for
university researchers), we note that many universities take a 50% overhead

percentage | # files time(hours) Cost($)

2.5 119,184 231 3,811.5
5 238,368 463 7,639.5
10 476,737 926 15,279
20 953,474 1,853 30,574.5
100 4,767,371 9,269 152,938.5

Table 4: Time and Cost required for labeling effort. Based on a
model from Tu et al. [101].
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Model Recall False Alarm

2.5% 5% 10% 20% | 2.5% 5% 10% 20%
Self_training_SVM 0.65 0.67 0.75 0.76 0.34 0.3 0.29 0.27
Co_training_sv_.LR_RF 0.72 0.72 0.77 0.8 0.37 0.32 0.3 0.24
Co_training_sv_.LR_GNB 0.66 0.71 0.8 0.84 0.38 0.38 0.38 0.36
Co_training_sv_.RF_KNN 0.74 0.76 0.76 0.8 0.4 0.35 0.32 0.28
Co_training_mv_LR_GNB 0.67 0.73 0.8 0.84 0.4 0.4 0.39 0.38
Co_training_mv_RF_KNN 0.7 0.73 0.74 0.78 0.4 0.36 0.33 0.26
EATT 0.7 0.72 0.8 0.82 0.36 0.32 0.29 0.27
Median 0.7 0.72 0.77 0.8 0.38 0.35 0.32 0.27

Table 5: Increased data size from 2.5% to 20% shown for the semi-
supervised models selected in Table 3 using the selection criteria
mentioned. The cells highlighted in each row with different colors
represent statistically different ranks.

on arriving research funds. Hence, paying for a 20% labeling ($30,574 at 50%
overhead equals $61,148) would cost a university researcher about the same
as hiring one more graduate research assistant for one year.

As to performance, Table 5 shows the impact on false alarm and recall of
using 2.5%, 5%, 10%, and 20% labeled data. As aside, we also note that we
ran 1% and 40% and did not include them in Table 5 since:

— Running 1% leads to results very much worse than 2.5%
— Running 40% leads to results statistically indistinguishable from 20%.

In Table 5, cells are colored using a Scott-Knott analysis (applied to the
four treatments on each row). In that color scheme, white is worst and darker
is better. From Table 4 and Table 5, we make the following observations:

— From RQ1, we learned that SSL working on 2.5% of the data works just
as well as running on 100% of the data. Table 5 shows us that in between
2.5 and 100, there is a ”sweet-spot” of 20% labels which out-performs 2.5%
SSL (and hence, transitively, 100% fully-supervised learning).

— On the other hand, from Table 4, we see that achieving that improvement
from 20% labeling increases the cost by a factor of 30,574.5/3,811.5 ~ 8.

— From the last row of Table 5, we see that the size of the improvement from
2.5% to 20% is about ten points improvement in recall (median=0.7 to
median=0.8) and 11 points in false alarm (median=0.38 to median=0.27).

— Between 2.5% to 20%, there is a 10% labeling policy that is four times as ex-
pensive (15279/3811) while offering some improvements over our 2.5 policy:
about seven points improvement in recall (median=0.7 to median=0.77)
and six points in false alarm (median=0.38 to median=0.32).

It is up to the reader to decide if a four to eight-fold increase in cost is
worth (e.g.) seven to ten points more recall. However they decide, our case
that SSL is useful for SE will persist. If they decide that, on balance, that
2.5% labeling is enough, then we can offer them a 40-fold reduction in the
labeling effort. On the other hand, if they are willing to increase their labeling
cost by a factor of four to eight, we can still offer them a 100/10=ten-fold or
100/20=five-fold reduction on the labeling effort.
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In summary, we answer RQ2 as follows:

In terms of cost versus benefit, we see value in labeling no more than
2.5% of the data. Using more labels does increase effectiveness but at
a much higher cost. Results like this paper can guide managers and
developers to make informed decisions about the rewards of performing

more work.

4.3 RQ3: Does the data view in co-training matter?

Section 3.2.2 mentioned that
Co-training is a wrapper-based
method where two learners are
trained on labeled and possibly
pseudo-labeled data. While ex-
ploring Co-training, we adapt
both single-view (same features
between models) and multi-
view (different features between
models) settings. In RQ3, we
ask if the data views in co-
training add significant value to
semi-supervised learning.
Figure 9 shows the ranks
found in a comparison of dif-
ferent co-training-based mod-
els when the training was per-
formed in the multi-view wvs.
single-view setting. The “1”
in those plots indicates that
the results from both sets of
treatments were ranked the
same; i.e., we can report that
both single-view and multi-view
models achieve the same statis-
tical rank, indicating that the

[ Single_View E Multi_View
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Fig. 9: Comparison of recall and
false alarm between single_view and
multi_view co_training models. The
numbers on the box-plots show the
statistical rank between single_view
and multi_view co_training models.

performance difference between the two types is not statistically significant.
In summary, we answer RQ3 as follows:

The choice of different views does not affect the model’s performance,
and the extra time required to select the different features for the base
learners is not justifiable. The extra time required to select the different
features for the base learners is not justifiable.
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4.4 RQ4: Does mutual-teaching improved SSL performance compared to
self-teaching?

Figure 10 shows results where a learner finds labels from its own previous
iteration (self-teaching) or from some other learner (mutual-teaching). While
these approaches are statistically similar (in terms of false alarms), we note
that the recall results are statistically better when the learner finds labels from
some other learner (mutual-teaching). Hence, in answer to RQ4, we say:

In semi-supervised learning, it can be more helpful to listen to someone
else’s opinion than your own.

[ Mutual_teaching B Self teaching

1.0+ T

0.81

0.61

0.4+

0.1

1

" "
Recall False Alarm

Fig. 10: Comparing results between self teaching and mu-
tual_teaching based models. The number on the box plot shows
Scott-Knot rankings.

5 Discussion

In this section, we discuss the finding and their implication for future research
and verify what makes this research unique.

In our experiments with different SSL. methods, we see that in Figure 8a,
semi-supervised methods (that use only some data) can perform better than
supervised methods that use all the data. We also see that not all semi-
supervised methods perform statistically similarly in terms of recall (see Fig-
ure 4) and false alarm (see Figure 6). Looking more closely, we see that in
recall, there are no supervised methods in the top rank; in precision, nearly
everything is statistically the same, so those results are uninformative; in false
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alarm, there is one supervised method (random forests, or RF) but many,
many more unsupervised methods, and finally in G-Score, it is true that half
the supervised methods appear in the top rank. However, two-thirds of the
semi-supervised methods are ranked “top”. Also, a case could be made that
G-Score is not so informative since most of the methods tie at the top rank.
This indicates that a semi-supervised model, trained with only a small por-
tion of data, is adequate for predicting defects. Following these results, future
researchers can utilize appropriate semi-supervised learning methods based on
their goal, which will help them create better predictors with only a fraction
of the data.

Our result also shows that the semi-supervised models perform better
with increased data availability. Between 2.5 and 100, there is a “sweet spot”
of 20% labels, which outperforms 2.5% SSL (and hence, transitively, 100%
fully-supervised learning). However, with only 2.5% data available, the semi-
supervised models perform reasonably well (achieving the same statistical rank
as supervised models, as can be seen in Figure 8a), significantly reducing poten-
tial labeling requirements. Table 4 shows that to run the supervised methods,
we would need approximately $150k for labeling all files while following the
semi-supervised learning process with 2.5%, we would need significantly (40
times) less effort to label, which would require only $3.8k. Looking at the last
row of Table 5, we see that the size of the improvement from 2.5% to 20% is
about ten points improvement in recall and 11 points in false alarm. Between
2.5% to 20%, there is a 10% labeling policy offering some improvements: about
seven points improvement in recall and six points in false alarm, while being
eight and four times more expensive. It is up to the reader to decide if a four
to eight-fold increase in cost is worth (e.g.) seven to ten points more recall.
However they decide, our case that SSL is useful for SE will persist. This result
also shows that using this semi-supervised policy of only 2.5% labeled data,
we can leverage poorly maintained projects by relabeling only a fraction of the
data to build a better model.

Our result also shows that the models’ training strategy does affect its
performance. When we grouped the models based on training strategy, self-
teaching (where the most confident pseudo-labeled examples come from the
same learner’s previous iteration during the pseudo-labeling phase) and mutual-
teaching strategy (where the most confident pseudo-labeled examples come
from the other classifier), while these approaches have statistically similar false
alarm, the mutual-teaching strategy performs statistically better in-term of
recall. We see that mutual-teaching takes advantage of the interplay between
two classifiers, where they learn from each other’s most confident pseudo-
labeled examples. This interplay improves the overall recall performance, al-
lowing the models to recognize defective software modules better. Because
mutual-teaching uses pseudo-labels from different classifiers, it leads to a more
collaborative and diverse learning process, creating greater robustness to noisy
or ambiguous data instances than self-teaching.

As to how to apply co-training, we know that Co-training models can
be built using various strategies, such as single-view (same features between
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models) and multi-view (different features between models). The key difference
between the two models is that in the case of single-view models, both base
learner sees the data with the same feature sets. During the pseudo-labeling
phase for both base learners, the prediction labels and confidence scores are
based on the same features. While for multi-view co-training models, the two
base learners are trained on different features. Thus, during the pseudo-labeling
phase, when generating the prediction labels and confidence score, the models
see completely different features (which should reduce over-fitting), as shown
in literature in other domains. However, our result shows that contrary to that
belief, seeing the same or different data view in SE defect prediction does not
affect the model performance. Selecting different features requires extra time,
and spending the extra time to select the different features for the base learners
is not justifiable for the software engineering defect prediction domain.

The paper investigates the effectiveness of semi-supervised learning (SSL)
for software defect prediction. Through experiments, it is demonstrated that
SSL methods outperform fully supervised methods, achieving improved per-
formance with reduced labeling efforts. The study highlights the importance
of the training strategy, with the mutual-teaching approach yielding better
recall results than self-teaching. Interestingly, using the same features for base
learners in co-training models is sufficient for software defect prediction, mak-
ing the extra effort of selecting different features unnecessary. Overall, the
research emphasizes the cost-effectiveness and utility of SSL for defect pre-
diction in software engineering; specifically, researchers can use single-view
Co-training models, which have been trained with a mutual-teaching strategy
to achieve good performance.

6 THREATS TO VALIDITY

As with any large-scale empirical study, biases can affect the final results.
Therefore, any conclusions made from this work must be considered with the
following issues in mind:

(a) Fwvaluation Bias: In all research questions, we have shown the perfor-
mance of numerous models built with the process and metrics. We compared
them using statistical tests to conclude which is a better and more general-
izable predictor for defects. While those results are accurate, that conclusion
is scoped by the evaluation metrics we used to write this paper. It is possible
that using other measurements, there may be a difference in these different
kinds of projects. This is a matter that needs to be explored in future research.

(b) Construct Validity: At various places in this report, we made engineer-
ing decisions about the choice of machine learning models, selecting metric
vectors. While those decisions were made using advice from the literature, we
acknowledge that other constructs might lead to different conclusions.

(¢c) External Validity: We have collected data from 714 GitHub Java projects
for this study. The process metrics were collected using our code on top of the
Commit_Guru repository. There is a possibility that the calculation of metrics
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or labeling of defective vs. non-defective using other tools or methods may re-
sult in different outcomes. That said, these tools have detailed documentation
about the metrics calculations. We have shared our scripts and processes to
convert the metrics to a usable format and have described the approach to
label defects.

(d) Sampling Bias: We can report three sampling biases in this paper: our
choice of data, our choice of SSL methods, and the domain explore:

— choice of data: Our conclusions are based on the 714 projects collected
from GitHub. It is possible that different initial projects would have led to
different conclusions. That said, this sample is substantial, so we have some
confidence that this sample represents an interesting range of projects.

— Problem domain: Another kind of sampling bias is the problem domain
explored here. As stated in the introduction, all our experiments come from
the arena of defect prediction [25,72,74,94,125,140,141] since that is a very
active area of research, and one with much practitioner interest [47,99,107].
It is an open issue if the conclusions reached in this paper apply to other
domains. Based on the results shown here, we strongly urge the research
community to repeat the analysis of this paper on those other domains.

— Scope of SSL study: Since there are so many SSL methods, we had to limit
the scope of this investigation (for pragmatic reasons). Hence, we have yet
to explore and use all of these semi-supervised methods, as reported by
Van et al. [102]. For example, we have excluded expensive methods very
computationally (since that would complicate a large-scale analysis such as
this one). In future work, it would be insightful to explore those excluded
methods.

7 Conclusion

Most techniques for finding defective modules using a defect prediction model
are based on supervised classification algorithms, assuming sufficient labeled
data is available for training the models. The drawback of supervised classifi-
cation algorithms is the necessity of having a substantial number of software
modules labeled as faulty or fault-free before the model can be created. Label-
ing is labor-intensive; an alternate approach is to use semi-supervised classi-
fication algorithms. However, the application of semi-supervised classification
algorithms in defect prediction is far from adequate compared to the num-
ber of supervised classification algorithms. Literature review shows a plethora
of semi-supervised classification algorithms available in the machine learning
domain, and only a few of them have been studied in the defect prediction
domain.

In this paper, we contribute to addressing this gap by conducting an ex-
tensive analysis of 55 semi-supervised classification algorithms across eight
different groups. This represents one of the largest demonstrations of semi-
supervised classification algorithms in the defect prediction domain. Addition-
ally, we compare these algorithms using a dataset of 714 open-source GitHub
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projects, which is also one of the largest selections of projects used for demon-
strating semi-supervised classification algorithms in the defect prediction do-
main.

The findings of this study reveal that the choice of the learner does matter
based on the researcher’s goals, providing valuable insights for both researchers
and industry practitioners. Moreover, our results demonstrate that employing
semi-supervised models can significantly reduce the effort required for labeling
as well as be useful to poorly maintained projects while still achieving satis-
factory performance. Even with as little as 2.5% of labeled data, the semi-
supervised models perform remarkably well compared to supervised models.

Furthermore, this paper explains the main characteristics and advantages
of each semi-supervised classification method, enabling informed decisions
based on the specific goals and problem domains. By exploring various vari-
ants of semi-supervised algorithms rarely investigated in the defect prediction
domain, we expand the understanding of their applicability and potential.

The study also highlights the impact of semi-supervised co-training on
model performance and emphasizes the significance of the training and eval-
uation strategy chosen. The comprehensive analysis presented in this paper
provides a valuable resource for future researchers, allowing for the repro-
ducibility and utilization of these models in their studies within the defect
prediction domain.

While our findings primarily pertain to the domain of defect prediction,
future work can explore the application of this analysis to other domains within
software engineering, offering new insights and directions for further research
in those areas.
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