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architecture is implemented on Hyperledger, and a 
scenario about the genomic sequencing of the SARS-
CoV-2 coronavirus is used to evaluate the architec-
ture, discussing the benefits of providing traceability 
and trust in collaborative scientific experimentation. 
Furthermore, the architecture addresses the hetero-
geneity of shared data, facilitating interpretation by 
geographically distributed researchers and analysis of 
such data. Through a blockchain-based architecture 
that provides support on provenance and blockchain, 
we can enhance data sharing, traceability, and trust in 
collaborative scientific experiments.

Keywords  Collaborative scientific experiments · 
Blockchain · Provenance · Reproducibility · Cloud 
computing · Genomic sequencing · Coronavirus

1  Introduction

The advancement of modern science increasingly 
depends on interaction between scientists and the 
effective use of collective intelligence. Scientists 
are being gradually driven to collaborate and share 
information in distributed scenarios, as well as to 
reuse data from their peers [2, 6, 13, 35, 61]. Over 
the last decade, the data-oriented science paradigm 
has become a widespread reality [32–34]. Therefore, 
data traceability (provenance) and trust have become 
critical aspects of data-driven experiments. Managing 
data-driven science projects is a complex task.

Abstract  In scientific collaboration, data shar-
ing, the exchange of ideas and results are essential to 
knowledge construction and the development of sci-
ence. Hence, we must guarantee interoperability, pri-
vacy, traceability (reinforcing transparency), and trust. 
Provenance has been widely recognized for providing 
a history of the steps taken in scientific experiments. 
Consequently, we must support traceability, assist-
ing in scientific results’ reproducibility. One of the 
technologies that can enhance trust in collaborative 
scientific experimentation is blockchain. This work 
proposes an architecture, named BlockFlow, based 
on blockchain, provenance, and cloud infrastructure 
to bring trust and traceability in the execution of 
collaborative scientific experiments. The proposed 
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Provenance is defined as the origin or lineage 
of data that helps understand the scientific experi-
ment results [17]. The importance of provenance in 
reproducible computational research is well docu-
mented in the literature [25, 46, 58]. In collabora-
tive experiments, it is important to use provenance 
to help researchers analyze quality, verify author-
ship, and reproduce the results. Provenance data 
related to a scientific experiment are considered 
intellectual property [7, 18]. Only authorized peo-
ple can share or view results before publication. On 
the other hand, researchers must have confidence 
in conducting collaborative experiments. Thus, all 
data updates must be tracked and verified aimed to 
know how the data was created over time. Moreo-
ver, data availability is essential since scientists 
conduct scientific experiments in distributed and 
heterogeneous environments.

There are several definitions for trust [39]. Accord-
ing to Kochovski [39], trust is crucial when cyber-
physical systems rely on resources and services 
owned by various entities, such as in scientific experi-
mentation. One of the definitions relates the trust con-
cept to credibility, i.e., the degree to which the data 
source or the data is seen to be believable, a concept 
that can be extended to any data item, such as a video 
frame, an AI model, or an experimentation process.

In the scientific experimentation scenario, there 
is a need for an environment that allows scientists to 
share data and interact in the experimentation pro-
cess that guarantees confidence in and availability of 
the data (the data is not in only one place and can be 
in several formats). One way to share data is using a 
standard provenance model, which will guarantee the 
capture of the history of all activities related to the 
scientific experiment, that is, involving the processes 
and data related to the experiment. However, using a 
standard provenance model does not guarantee confi-
dence in the data or its availability. Blockchain-based 
systems [50] can be an alternative to bring trust to 
collaborative and distributed activities. Blockchain 
also has the potential to improve interoperability and 
transparency.

Several studies in the literature (see Section  3.1) 
emphasize the importance and the need to support 
provenance in scientific research, considering trust 
and availability. These requirements point to the 
potential applicability of blockchain as a facilita-
tor for the experiments when executed on scientific 

platforms [14, 19, 37, 63], bringing trust to prov-
enance data.

We argue that using provenance and blockchain 
can aid in data traceability, availability, and trust in 
collaborative scientific experiments. Existing works 
partially provide solutions in this regard, emphasiz-
ing trust, provenance, and sharing, but not altogether. 
However, none of them support the capture of prov-
enance from SWMS directly and store it in a block-
chain solution.

This work presents an architecture based on block-
chain and provenance standards, called BlockFlow, 
to support trust, sharing and traceability of data and 
processes in collaborative research. The aim is to 
allow scientists to work in a distributed environ-
ment, reliably sharing provenance data to support the 
reproducibility of the results. Through examples and 
application scenarios, we discuss the proposal’s fea-
sibility in supporting collaborative scientific experi-
mentation traceability and trust, integrating data from 
different Scientific Workflow Management Systems 
(SWMS) in an infrastructure supported by a block-
chain network.

We investigated the following Research Question 
(RQ): How can the BlockFlow architecture assist sci-
entists in collaborative scientific experiments, offer-
ing an environment that supports data sharing, tracea-
bility, and trust? From this RQ we derived Secondary 
Research Questions (SRQ), i.e., (SRQ1) Can Block-
Flow provide an overview of provenance data trans-
parently, where geographically distributed research-
ers can verify how the provenance data was created 
in the blockchain over time? (SRQ2) Can BlockFlow 
be used as a collaborative and trustable scientific 
environment supporting the interoperability of prov-
enance data coming from heterogeneous SWMSs? 
(SRQ3) Can BlockFlow be used as a trustable prov-
enance data exchange environment in data-intensive 
workflows? (SRQ4) Can BlockFlow be used as an 
environment that provides privacy to provenance 
data, where data is shared only between authorized 
partners? (SRQ5) Can BlockFlow be used as an envi-
ronment to support reproducibility?

Considering the research questions, we verified the 
feasibility of the proposal based on the Design Sci-
ence Research (DSR) methodology [30, 31]. An eval-
uation was conducted using the genomic sequencing 
of the new SARS-CoV-2 coronavirus. The results 
pointed to the feasibility of the architecture.
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The main objective of this work is to create a 
blockchain-based architecture to support trust, trace-
ability, and sharing in collaborative research, guaran-
teeing privacy, interoperability, and the reproducibil-
ity of the results.

The specific contributions of this work are:

•	 The specification of collaborative environments 
and blockchain networks anchored by a cloud 
infrastructure for executing data-intensive work-
flows.

•	 The specification and implementation of a prove-
nance collector that uses web services technology 
to capture provenance.

•	 A wrapper that translates and integrates hetero-
geneous provenance data from different Scientific 
Workflow Management Systems (SWMSs) into 
the ProvONE model.

•	 Immutable storage and management for querying, 
analyzing, and viewing provenance data from col-
laborative scientific experiments.

•	 An API to connect BlockFlow with other applica-
tions and platforms to allow the creation of block-
chain networks to support scientific experiments.

•	 A GUI-based application allows researchers to 
implement blockchain networks easily and then 
collaborate.

•	 A systematic mapping of the literature, which 
identified and categorized related works that use 
blockchain as a mechanism to bring trust to prov-
enance data.

This paper is organized into five sections, includ-
ing this one. Section  2 presents the main concepts 
related to the proposed solution. Section 3 discusses 
the proposed solution using the DSR methodology, 
and Section 4 presents the results. Section 5 discusses 
the final considerations and contributions of the work, 
its limitations, and future works.

2 � Background

Hey et  al. [32] defined e-Science as a global col-
laboration of key areas of science together with the 
generation of a computational infrastructure capable 
of supporting it. Scientific Workflows (SWs) have 
become a standard to perform e-Science experiments. 
Scientific Workflow Management Systems (SWMs) 

are used for SW modeling and execution. There are 
several SWMs with distinct characteristics and behav-
iors, such as VisTrails [9], Taverna [45], Swift/T [67], 
Kepler [43], Pegasus [20], Chiron [44] and Galaxy 
[24], among others. E-Science presupposes the con-
struction of a computational infrastructure for distrib-
uted use, allowing collaboration between scientists, 
and involving the intensive use and sharing of data, 
which are often heterogeneous [32]. The importance 
of collaboration and data sharing among researchers 
is based on reproducibility. It is common to create 
collaborative networks between groups of geographi-
cally distributed researchers [8].

As multiple parties are involved in these collabo-
rative networks the management of trust and trans-
parency in information sharing among researchers is 
challenging. For exchanging information in collabo-
rative scientific environments, blockchain-based sys-
tems [37, 63] can be an alternative. Blockchain can 
be defined as an immutable, decentralized, and shared 
book that maintains a sequence of chronological 
blocks, encrypted, and connected, over a peer-to-peer 
(P2P) network [22, 68]. The blocks form a chain, a 
linear sequence that enables the auditing and trace-
ability of information. The blockchain records data 
inputs in a decentralized way and allows entities to 
interact with each other without a trusted third party. 
This communication is done through transactions 
and reflects the semantics of the application, and can 
be any information, i.e., currency, scientific data, or 
others.

Blockchain networks can be classified as permis-
sionless, where anyone can join, make transactions, 
or leave the network; or permissioned, i.e., a network 
controlled by a group of known nodes with a central 
authority that decides and assigns the right to peers 
to write/read operations. One of the technologies 
for blockchain implementation is the Hyperledger 
Fabric1 [3]. In this technology, network access is 
restricted to authorized people, characterizing it as 
permissioned [64, 65].

In Hyperledger Fabric version 1.4.1, RAFT is used 
as the ordering service. RAFT protocol is crash fault 
tolerance (CFT), not Byzantine fault tolerance (BFT). 
The Hyperledger Fabric network consists of a set of 
geographically distributed peers (nodes) running in 

1   https://​www.​hyper​ledger.​org/​use/​fabric.
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docker containers2. Each node maintains the ledger 
state and transaction log through Apache CouchDB3 
or LevelDB4. The transactions are controlled and gen-
erated through smart contracts known as chaincodes. 
Creating an isolation mechanism known as a channel 
is necessary to maintain privacy and confidentiality 
and isolate activities between authorized parties. Par-
ticipating nodes need to register and have identities to 
perform transactions. Identity records are provided by 
a Certificate Authority (CA), which also issues certif-
icates with signing transactions. Along with the CA, 
another important component for identification is the 
Membership Service Provider (MSP), responsible for 
mapping certificates between nodes.

In the scientific experimentation process, it is nec-
essary to have information about the data transforma-
tions from their origin to the results generated. This 
type of information is known as provenance data [26]. 
Provenance helps scientists understand the experi-
ment, interpret, explain results, and diagnose prob-
lems throughout the scientific process. There are dif-
ferent provenance types. Lim et al. [42] and Koop and 
Freire [40] classify provenance, especially consider-
ing scientific workflows, into three types, prospec-
tive5, retrospective6, and evolutionary7 provenance. 
In collaborative experiments, the provenance capture 
must be independent of a SWMS, allowing interop-
erability between distributed scientific workflows 
captured from different SWMS. Several community 
efforts culminated in the development of generic 
models to represent provenance and promote inter-
operability, including the OPM (Open Provenance 
Model) [49] and the PROV [27, 46]. ProvONE is a 
provenance model that extends the PROV [10] and 
was created specifically for scientific workflows. 
ProvONE enables interoperability by integrating 

heterogeneous information from multiple workflows 
produced by different SWMS into a standard format. 
Furthermore, it represents prospective, retrospective, 
and evolutionary provenance.

3 � Methods and Materials

Blockflow was developed considering the DSR meth-
odology [30], in two cycles. We constructed the 
BlockFlow architecture in the first cycle and carried 
out a Proof of Concept (PoC) [15]. In the second 
cycle, we improved the BlockFlow architecture and 
performed a Case Study (CS) in genomic sequencing 
of the new SARS-CoV-2 coronavirus.

We followed some steps in DSR conduction [31], 
namely problem definition, literature review and 
discussion on existing solutions, artifact develop-
ment, evaluation, and discussion of results. Consider-
ing these steps, Section 3.1. discusses related works 
based on a Systematic Mapping result. Section  3.2 
details the BlockFlow architecture. Section  3.3 pre-
sents the evaluation steps. The Results and Discus-
sions are presented in Section 4.

3.1 � Systematic Literature Mapping

We conducted a Systematic Literature Mapping to 
identify research investigating the topics of block-
chain technology related to provenance. It is not the 
purpose of this paper to detail the systematic mapping 
but rather to present its main results. The search string 
was specified as follows: (“blockchain”) AND (“prov-
enance” OR “data provenance”) AND (“approach” 
OR “architecture” OR “framework” OR “infrastruc-
ture” OR “method” OR “model” OR “solution” OR 
“technique” OR “platform” OR “tool” OR “process” 
OR “software”).

The selected control papers were: (i) ProvChain: 
A Blockchain-Based Data Provenance Architecture 
in a Cloud Environment with Enhanced Privacy and 
Availability [41]; (II) SmartProvenance: A Distrib-
uted, Blockchain-Based Data Provenance System 
[55]; (III) Blockchain-Based Provenance Sharing of 
Scientific Workflows [12] ; III) Business process engi-
neering for data storing and processing in a collabo-
rative distributed environment based on provenance 
metadata, smart contracts and blockchain technology 
[21]. Considering the search string, the total number 

5   captures the structure and static context of a workflow, i.e., 
it expresses the steps to be followed to generate a dataset. It 
is a specification of the computational tasks that will be per-
formed in the experiment.
6   it is associated with information about the execution of 
a workflow, i.e., information about the activities performed 
- steps taken to derive a dataset. More specifically, it is a 
detailed log of the execution of each task in the workflow.
7   reflects changes made between two executed versions of 
the workflow, i.e., the evolution history, keeping all changes 
applied throughout its lifecycle.

2   https://​www.​docker.​com/.
3   https://​couch​db.​apache.​org/.
4   https://​dbdb.​io/​db/​level​db.
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of articles returned, from 2008 to 2022 according to 
each library, were: (i) ACM Digital Library (dl.acom.
org) 194, (ii) EI Compendex (engineeringvillage.
com) 167, (iii) IEEExplore (ieeexplore.ieee.org) 94, 
(iv) Scopus (scopus.com) 189, (v) Springer (springer.
com) 140, (vi) Web of Science (app.webfknowledge.
com) 90. From the inclusion and exclusion criteria 
(Appendix 1), 61 articles were analyzed and classified 
to answer the mapping questions (Appendix Table 7).

Next, we detail the main works resulting from 
the mapping study. Shantharam et  al. [56] describe 
OSC’s command line utility that preserves the integ-
rity of research datasets. OSC does not capture the 
data in collaborative workflow execution as a Block-
flow. Besides, it does not use a provenance model. 
Pajooh et al. [54] detail a distributed data storage of 
a blockchain-enabled large-scale IoT system. The 
focus is on system performance. Although they dis-
cuss provenance capture issues, they do not use a 
provenance model and do not capture provenance 
during workflow execution. Möller et  al. [48] intro-
duce a blockchain-based data provenance information 
system, enabling decentralized information sharing. 
Although they discuss provenance data and block-
chain issues, they do not use a standard provenance 
model, which is important in a collaborative environ-
ment, nor do they detail their blockchain framework. 
The Vassago system [28] focuses on query process-
ing over multiple blockchains. It does not discuss 
provenance capture and blockchain storage issues. 
SciChain [1] proposes a blockchain system for prov-
enance services on HPC. It captures provenance con-
sidering a proprietary model. SciChain does not use a 
standard provenance model as PROV, which hinders 
its use in a collaborative environment with different 
SWMSs. PROV-HL [21] is an architecture similar 
to ours that uses Hyperledger Fabric and manages 
provenance securely. However, it does not use a prov-
enance standard model, such as PROV, and does not 
capture provenance from workflow execution.

Song et al. [60] present an integrated solution using 
blockchain and PROV model. The work is similar to 
ours. However, Blockflow uses a permissioned block-
chain, which is essential for scientific experimenta-
tion and has a provenance capture service directly 
connected to workflow execution in SWMSs. Trac-
2Chain [66] is a framework that provides linkage pri-
vacy as well as full tracking/tracing functions for the 
provenance graphs stored on blockchain. Blockflow 

uses a similar approach but emphasizes provenance 
capture based on a standard model (PROV) and pro-
vides a provenance capture mechanism independent 
of a specific SWMS. The BSCDP Architecture [36] is 
proposed to provide secure cloud storage. This work 
does not deal with collaborative workflow execution 
and the capture of provenance, considering a standard 
model that allows the integration of provenance data.

Chen et al. [12] proposed ProChain to enable data 
sharing from scientific workflows among geographi-
cally distributed scientists. They do not consider 
real-time provenance collection and do not use a dis-
tributed and high-performance storage infrastructure 
such as Blockflow. SciBlock [23] provides trustwor-
thy and tamper-proof storage for data from scientific 
workflows in a collaborative environment. It does 
not consider the capture and storage of provenance. 
Furthermore, they do not consider a provenance cap-
ture model, which is important for interoperability in 
a collaborative workflow. Liang et  al. [41] proposed 
ProvChain architecture to ensure the decentralization, 
integrity, and trustability of provenance data in cloud 
storage applications. However, data can be accessed 
and viewed by unauthorized users belonging to the 
network. This access can hinder the privacy and intel-
lectual property of scientific workflows. In Block-
Flow, data is managed between different research 
partners securely and privately. Tosh et al. [62] pro-
posed BlockCloud a permissionless blockchain-
based framework for provenance data on a cloud 
platform. In BlockFlow, the permissioned blockchain 
takes advantage of faster protocols to reach consen-
sus. Therefore, blockchain is a more realistic option 
for collaborative scientific workflows to share prov-
enance data.

Smartprovenance/DataProv [55] is an architec-
ture based on blockchain for the secure and immuta-
ble management of provenance data based on access 
control. However, it does not have a mechanism for 
querying provenance data, which is essential for col-
laborative scientific workflow scenarios. Kim et  al. 
[38] proposed a traceability ontology called TOVE, 
related to a blockchain, to ensure confidence in sup-
ply chain provenance. Unlike the TOVE ontology, in 
BlockFlow, provenance is represented through the 
ProvONE standard provenance model, which sup-
ports the interoperability of provenance data from 
heterogeneous scientific data and ensures trust across 
the blockchain.

Page 5 of 31    35
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Costa et al. [16] proposed ProvSearch, which com-
bines distributed workflow management techniques 
with provenance data management as an extension of 
the PROV model for scientific workflows. However, 
information storage has security issues as an author-
ized user can corrupt or modify the provenance data. 
In BlockFlow, provenance data is immutably stored 
in the blockchain environment. Mendes et  al. [44] 
proposed the Polystore approach to represent het-
erogeneous provenance data generated by different 
SWMSs. Oliveira et al. [53] proposed integrating data 
from distributed and heterogeneous workflows. PBase 
[10] proposed a provenance repository of scientific 
workflows that implements the ProvONE ontology, 
allowing storage, analysis, and replication of scien-
tific experiments. SciCumulus [18] proposed a mid-
dleware to orchestrate scientific workflows through 
SWMS in distributed and parallel environments. 
However, these solutions have a centralized storage 
system for provenance data. Data can be compro-
mised and lost if the central server is unavailable. At 
BlockFlow, there is no single point of failure because 
the provenance data is decentralized and shared 
among geographically distributed researchers.

Other related works deserve to be discussed. Deel-
man et al. [19] discuss some challenges to workflow 
management, including those related to provenance 
data and the importance of having an integrated prov-
enance model. However, it does not discuss issues 
related to blockchain and trustability. Azaria et al. [5] 
discuss the use of blockchain for the secure storage of 
medical records using the EMR standard. The article 
does not use data provenance and uses the Ethereum 
protocol, which is unsuitable for a private network 
such as a scientific network. Hang et al. [29] propose 
a similar approach, using blockchain to distribute and 
store EMR files securely. The difference is the use of 
a permissioned blockchain. However, the paper does 
not discuss the use of provenance data, which limits 
the approach to medical records.

Some valuable projects discuss semantic data, 
provenance, and blockchain, such as the OntoChain 
project (https://​ontoc​hain.​ngi.​eu) and its specific sub-
projects. BlockFlow is an architecture that aims to 
support the capture and storage of data from collabo-
rative workflows, using a permissioned blockchain 
network and a standard provenance model. Block-
Flow can be integrated to use and provide specific 
services to the OntoChain ecosystem. OntoChain is 

a huge project involving important scientific players, 
and significant services will be available shortly that 
can support BlockFlow´s functionalities.

Analyzing the works presented above, we can 
cite seven aspects discussed in most of these papers. 
Transparency: it is possible to have an overview of 
the provenance data transparently, verifying how 
the provenance data was created over time; Trust: 
it is possible to guarantee the trust and integrity of 
the provenance data; that is, it is possible to certify 
and verify whether a data has been manipulated or 
not; Decentralized and secure solution: the proposed 
solution ensures that data is shared in such a way 
that there is no point of failure; Provenance model: 
the solution proposes the use of provenance, or has 
a standard provenance model, such as PROV, OPM 
or ProvONE; Distributed storage: Data is stored in a 
distributed and scalable way. These aspects are con-
sidered in Table 1. We use these aspects to compare 
these works with our solution.

According to Table  1, many approaches do not 
use a standard and interoperable provenance model, 
and others do not support transparency, trust, or data 
integrity. Thus, from the mapping results, we identi-
fied some aspects not covered in the works reported 
in the literature regarding the capture of provenance 
in collaborative, distributed, and heterogeneous work-
flows. We also consider the support for information 
sharing, trust, traceability, and reproducibility.

3.2 � BlockFlow Architecture

BlockFlow architecture was developed considering 
the following non-functional requirements: (1) Repro-
ducibility: BlockFlow provenance data is collected 
and stored securely and reliably. This mechanism pre-
vents arbitrary data manipulation, either intentionally 
or inadvertently; (2) Privacy: in BlockFlow, data is 
shared only between authorized parties; (3) Transpar-
ency: All nodes in the network (scientists connected 
to a peer in the network) that make up an experiment 
can verify how the data in the chain (blockchain) 
was created over time. As a result, all data updates 
can be tracked between nodes; (4) Interoperability: 
SWMS stores provenance data in different formats. 
In BlockFlow, to support the interoperability of prov-
enance data, the ProvONE model is used [10]. Block-
Flow was specified based on the layered architectural 
model and services.

35    Page 6 of 31
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BlockFlow is part of a Scientific Software Eco-
system (SSECO) [8], named E-SECO [2, 15] devel-
oped in an E-Science joint project led by the Federal 
University of Juiz de Fora, Brazil. E-SECO provides 
a platform that allows the accomplishment of experi-
ment steps. BlockFlow connects to E-SECO through 
an API (Fig.  1). BlockFlow provides mechanisms 
that bring trust and traceability to data and processes 
in collaborative scientific experiments. Although 
BlockFlow can be considered part of E-SECO, it 
can be used by any application that securely needs 
provenance data capture, storage, and query of col-
laborative scientific workflows. BlockFlow provides 
a specific API for this connection. Figure 1 presents 
BlockFlow’s main modules and the connection with 
E-SECO.

Figure 1a shows an abstract view of the E-SECO 
platform, comprising a Development Environment, 
an Integration Module, an API, User Interface, and 
External Module. The Development Environment 
aims to support the execution of experiments and the 
management of code and its versions with the help 
of GitHub. E-SECO enables the storage of informa-
tion about the experiment process in a detailed way, 
including experiment steps, execution conditions, 
input and output data, iterations, results analysis, 
and guaranteeing experiment quality. The Integra-
tion Module allows the E-SECO platform connection 
with additional services, including the connection 

with BlockFlow, as detailed in Fig. 1c. The integra-
tion module is directly connected with the Exter-
nal module, which provides a specific mechanism 
to connect with Scientific Workflow Management 
Systems (SWMSs), currently Tavena8 and Kepler9. 
End users interact with the platform using the User 
Interface, through which they conduct experiments 
and develop artifacts. The Application Developer 
Interface provides specific services to support the 
experiment´s execution. It includes the ontological 
service that supports storing and processing domain 
ontologies related to the experimentation. Therefore, 
OWL (Ontology Web Language) files can be stored, 
and inference mechanisms can be processed to pro-
vide specific information for the experimentation pro-
cess. The extendable architecture provides a connec-
tion point to E-SECO10 specific services, such as the 
PRIME service [2].

However, although the E-SECO data repository is 
decentralized, it does not have a system that provides 
trust for provenance data storage and sharing. To 
cope with this problem, E-SECO connects with the 

Table 1   Comparison between BlockFlow and related works

Rel. Work Trust and 
integrity

Decentralized and 
security solution

Information 
privacy

Standard and interoperable 
provenance model

Distributed and 
scalable storage

ProChain [12] √
SciBlock [23] √ √ √
PROV-HL [21] √ √ √ √
BlockCloud [62] √ √ √
Smartprovenance [55] √ √ √ √
TOVE [38] √ √ √ √
ProvSearch [16] √
Polystore [44] √
Oliveira et al. [53] √
PBase [10] √
Möller et al. [48] √
Trac2Chain [66] √ √
Pajooh et al. [54] √
BlockFlow √ √ √ √ √

8   http://​www.​taver​na.​org.​uk.
9   https://​kepler-​proje​ct.​org.
10   It is not our aim to detail E-SECO platform. In [2] and [13] 
a detailed specification of E-SECO is provided.
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BlockFlow architecture. We will discuss these mod-
ules in the following sections.

3.2.1 � RESTful Web Service API Layer

The RESTful API layer is an API (Application Pro-
gramming Interface) developed to allow BlockFlow 
to be integrated with any other platform or applica-
tion, based on communication via REST (Represen-
tational State Transfer) web services, which can be 
integrated with any other tool that works with the 
HTTP (RFC 2616) communication protocol. The 
request operations are through endpoints or URI, and 
the responses are through JSON. Figure 1c	  details 
an example in which the request-response flow 
between a client (E-SECO platform) and the Block-
Flow’s API layer is represented.

Based on the request to the web service, via the 
URI: “http://​ip:​5000/​api/​netwo​rk/​creat​eawsc​loud”, a 
blockchain network for E-SECO´s researchers to col-
laborate on their experiments in the cloud is created. 

In response, in JSON format, a Boolean value, “net-
workCreated: true” is returned if the network is suc-
cessfully created along with a unique identifier for the 
created network, “idNetwork:14cf89ddo”.

3.2.2 � Wrapper Layer

The Wrapper layer translates and integrates the 
heterogeneous provenance data from different 
SWMS into the ProvONE model (Fig.  2), which 
is used as a standard and integrator model in 
BlockFlow.

To understand the provenance captured by 
BlockFlow, it is important to detail how Block-
Flow organizes the tasks of a SWMS. Therefore, 
in Fig.  3, a scientific workflow can be seen. It is 
a directed graph whose nodes are its tasks (t - tn). 
Each workflow task (t) represents a computational 
step and has a set of input (ip) and output (op) 
ports. These tasks consume data (di) as parameters 
in their input ports and produce data (do) bound 

Fig. 1   E-SECO and BlockFlow integration (abstract view) Source: Prepared by the author
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to the output ports. Edges denote how these val-
ues flow from one task to another and represent 
data dependencies between those tasks. In Fig.  3, 
tasks T1 and T2 are performed by researcher O1 
at location L1, while task T3 by researcher O2 
at location L2, or even task T1 can be performed 
by researchers 1 and 2 with different data types. 
In BlockFlow, the mapping of provenance to the 
ProvONE model (Fig. 2) takes place by observing 

the invocation of tasks and mainly the life cycle 
of the datasets consumed or produced during the 
execution of the workflow.

Then, the capture of provenance data is done 
through a web service. Each task is instrumented 
with this service to capture the task’s input and 
output information. Figure  4 represents the prov-
enance mapping of a task belonging to a workflow 
to specific classes of the ProvONE model (Fig. 2) 

Fig. 2   ProvOne model. Source: [10]

Fig. 3   Task flow in a scientific workflow
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through the Wrapper layer. The workflow task pre-
sented in Fig.  4 consists of a Multiple Sequence 
Alignment (AMS) activity, which receives a multi-
stretch file containing DNA sequences as input and 
generates the alignment of this sequence as output.

Considering the ProvONE model classes and 
relationships (Fig.  4), the task (AMS) is mapped 
to the Program class of the ProvONE model, and 
its input and output ports to the Port class, where 
the relationship hasInport and hasOutport relate 
them, respectively, to a Program (the dashed arrows 
in yellow express the correspondence between 
the Workflow elements and the classes of the 
ProvONE model). When the task is accomplished, 
it is mapped to the Execution class, and the input 
file “DNA SEQUENCES” is mapped as an Entity, 
which expresses the hasDefaultParam relationship 
for an input Port and which is used by an Execution. 
To reduce the volume of provenance data, we store 

the hash, i.e., the input path and output data, rather 
than the data, in the blockchain. The DNA ALIGN 
file, mapped as an Entity, generated as output, is 
wasGenerationBy by the MSA task Execution. The 
execution of the MSA task, related to the Execu-
tion class, wasAssociatedWith with a researcher, 
mapped to the User class, which in turn hadPlan 
with an instance of the Program class.

The Wrapper layer, after mapping, sends each 
piece of these collected provenance information 
(classes and relationships) to the Client layer, 
which then sends them as transactions to the 
Blockchain Network. The Blockchain Network 
then, after a series of transformations, records 
each provenance transaction in the blockchain file 
system and stores it in CouchDB11. Figure 5a rep-
resents this mapping in JSON format and examples 

Fig. 4   An example of a task mapping using the ProvONE model

11   https://​couch​db.​apache.​org/.
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of queries that can be performed, see Fig.  5b. 
Table 2 presents the correspondence between map-
ping a set of tasks to the ProvONE Model.

3.2.3 � Model Layer

This layer encompasses the model that keeps infor-
mation related to the configuration flow and Block-
Flow API calls. It includes information about creat-
ing networks for an experiment, scientists (peers) 
collaborating on an experiment, and configurations 
of blockchain networks and channels. Figure 6 shows 
the data model.

Figure  1c presents a diagram in which the 
Restful API requests a resource from the data 
layer. The request to the web service is through 
the URI: “http://​ip:​5000/​api/​netwo​rk/​id”, which 
requests information from a network (experiment) 
by its unique identifier “id”. The data is returned 
in JSON format, which allows the researcher to 
visualize the information over a created network. 

This data encompasses directory, channels, orders, 
CAs, organizations and peers that are part of an 
experiment.

3.2.4 � Client Layer

This layer allows client applications to connect to the 
network and invoke calling codes to the ledger, such 
as query calls, calls to invoke transactions, etc.12. Fig-
ure 7 details the request flows in the Client layer, to 
which a researcher can make requests, such as:

•	 Send provenance data, i.e., after invoking the 
invokeTransaction() method, the Client layer con-
nects to the peer to update the ledger. Likewise, 
when a researcher needs to retrieve provenance 
information, the queryTransaction() method is 
invoked. After receiving the method request, the 
Client layer connects to the peer to retrieve the 
provenance information from the ledger.

•	 Install or instantiate chaincodes, i.e., for a peer to 
be able to send or read transactions, a chaincode 
must be installed on the peer, which is instanti-
ated on the channel to which it belongs. For this, 
the method installChaincode() is invoked, and the 
Client layer connects to the peer and installs the 
chaincode. Likewise, upon receiving the request 
to instantiate a chaincode on a channel, the 

Fig. 5   Example of mapping a task from a workflow to a ProvONE model

Table 2   Task mapping to ProvONE Model

Mapping Workflow ProvONE:Class ProvONE:Association

Workflow Workflow wasDerivedFrom
task program hadPlan
task.execution execution hadPlan, hadOutPort
task.port.input port hasInport
task.port.output port hasOutport
data.input entity used, hasDefaultParam
data.output entity wasGeneratedBy, used

12   The managing access rights to provenance data and meta-
data in the system needs to be improved. In this BlockFlow´s 
version it is not fully implemented.
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instantiateChaincode() method is invoked, and the 
Client layer connects to the network and the chan-
nel to instantiate the chaincode.

3.2.5 � Blockchain Network Layer

The Blockchain network layer represents a col-
laborative workflow whose nodes are geographi-
cally distributed researchers, connected through 
instances of local machines or virtual machines 

in the cloud. Figure 8 represents this collabora-
tive workflow, where each researcher belongs to 
an experiment and is connected to a node of a 
blockchain network. In the Blockchain Network, 
all provenance data collected between research-
ers will be stored in blocks and distributed 
among peers. Each node participating in the net-
work has its copy of the ledger, thus allowing 
data processing, auditing, and transparent que-
rying by different workflows executed in geo-
graphically distributed nodes.

Fig. 6   BlockFlow architecture class model
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3.2.6 � Implementation Technologies

The BlockFlow architecture, available at13, was divided 
into two modules: on-chain, and off-chain14. The off-chain 

module comprises the RESTful API web service, Cli-
ent, Wrapper, and Model layers. The RESTful API web 
service and the Wrapper Layer were implemented using 
Node.js technology. The Client layer was implemented 
using the Hyperledger Fabric SDK for Node.js to inter-
act with the Blockchain Network. The Model layer was 
implemented using the MongoDB database.

The on-chain module was implemented using 
the Hyperledger Fabric platform. All modules of the 
Hyperledger Fabric architecture work based on Dock-
ers container technology and have been specified in 
yaml files and are initialized using the docker-compose 
tool. The BlockFlow architecture uses release 1.4 of 
Hyperledger15. Raft is the consensus protocol used.

Fig. 7   Request flows to the Client layer (i) start peers, (ii) create channels, (iii) create identities, (iv) install chaincode, (v) instantiate 
chaincode Source: Prepared by the author

13   https://​github.​com/​Raian​eQC/​block​flow-​trust-​prove​nance.
14   The RESTful API web service and Wrapper Layer were 
implemented using Node.js technology (https://​nodejs.​org/​en/). 
The Client layer was implemented using the Hyperledger Fab-
ric SDK for Node.js (https://​hyper​ledger.​github.​io/​fabric-​sdk-​
node/​relea​se-1.​4/​module-​fabric-​netwo​rk.​html ) to interact with 
the Blockchain Network. The Model layer was implemented 
using the MongoDB database (https://​www.​mongo​db.​com/). 
The on-chain module was implemented using the Hyperledger 
Fabric platform (https://​www.​hyper​ledger.​org/), all the mod-
ules of the Hyperledger Fabric architecture work based on the 
Dockers container technology (https://​www.​docker.​com/) and 
were specified in yaml files (https://​yaml.​org/) and are initial-
ized using the docker-compose tool (https://​docs.​docker.​com/​
compo​se/).

15   https://​hyper​ledger.​github.​io/​fabric-​sdk-​node/​relea​se-1.​4/​
module-​fabric-​netwo​rk.​html.
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3.2.7 � Performance Analysis

We can have several provenance records during a 
workflow execution in many data-intensive scenar-
ios. Furthermore, in a collaborative scientific experi-
ment, researchers often simultaneously store or query 
the provenance repository, to monitor or plan future 
actions. Thus, they need efficient mechanisms for 
storing and querying provenance data. To verify if 
our solution meets this need, we evaluated the perfor-
mance of the BlockFlow architecture.

The evaluation was conducted on a VM instance 
on Amazon Elastic Compute Cloud (EC2) with 
Intel(R) Xeon(R) CPU E5-2690, 2.60  GHz, 
24-core CPU, 24GB RAM running Ubuntu 16.04., 
the Hyperledger Caliper benchmark, and the 
Hyperledger Fabric Version 1.4.1. The Hyperledger 
Caliper is provided by the Hyperledger pro-
ject and is a benchmarking tool used to measure 
blockchain performance. Some metrics supported 
by Hyperledger Caliper include (i) Transac-
tion Throughput, which indicates the number of 

Fig. 8   Blockchain network, collaborative scientific workflow
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transactions performed, valid, and confirmed in 
the blockchain network per second; (ii) Transac-
tion latency, which indicates how long a transaction 
takes to be available across the network. This metric 
is calculated per transaction. The Caliper measures 
latency through three metrics: (1) minimum trans-
action latency; (2) maximum latency of a transac-
tion; (3) average latency of all transactions; and (iii) 
Send Rate, which is an actual Hyperledger Caliper 
send rate, not based on the destination TPS.

We evaluate BlockFlow according to the speci-
fied metrics, varying the transaction workload (10 to 
10,000) between requests (write/invoke and query) 
from provenance data in the ledger performed by a 
set of pairs simultaneously. The results are shown in 
Tables 3, 4, and 5.

After the analysis, we had evidence that the archi-
tecture can operate at low latency even when deal-
ing with large provenance datasets. This result also 
provides initial evidence that we can meet scalability 
and efficiency in distributed environments of scientific 
experimentation.

3.3 � Evaluation

The DSR methodology emphasizes the importance 
of proper evaluation. As detailed before, we con-
ducted two DSR cycles. Based on the first cycle, 

we conducted this evaluation, i.e., a Case Study 
(CS) related to genomic sequencing of the new 
SARS-CoV-2 coronavirus, to answer our research 
question correctly.

We aim to analyze BlockFlow architecture with 
respect to supporting sharing, trust, and traceabil-
ity in scientific workflows from the point of view of 
groups of geographically distributed scientists in the 
context of collaborative experiments.

In this scope, we derive the following research 
question [57, 69] that will guide us in conducting CS, 
(RQ) “How can the BlockFlow architecture assist sci-
entists in collaborative scientific experiments, offer-
ing an environment that supports data sharing, trace-
ability, and trust?”

From this RQ we derived a Secondary RQ (SRQ), 
i.e., (SRQ1) Can BlockFlow provide an overview 
of provenance data transparently, where geographi-
cally distributed researchers can verify how the 
provenance data was created in the blockchain over 
time? (SRQ2) Can BlockFlow be used as a collabo-
rative and trustable scientific environment supporting 
the interoperability of provenance data coming from 
heterogeneous SWMSs? (SRQ3) Can BlockFlow be 
used as a trustable provenance data exchange envi-
ronment in data-intensive workflows? (SRQ4) Can 
BlockFlow be used as an environment that provides 
privacy to provenance data, where data is shared 
only between authorized partners? (SRQ5) Can 

Table 3   Transaction transfer rate

Transaction type 10 100 1000 10,000

Invoke 4.1(s) 4.7(s) 5.0(s) 5.0(s)
Query 6.2(s) 5.1(s) 5.0(s) 5.0(s)

Table 4   Transaction 
latency

Type Workload Minimum latency Maximum latency Average latency

Invoke 10 0.82(s) 2.42(s) 1.62(s)
Invoke 100 0.79(s) 3.45(s) 1.40(s)
Invoke 1000 5.1(s) 5.0(s) 5.0(s)
Invoke 10,000 0.35(s) 3.63(s) 1.30(s)
Query 10 0.01(s) 0.02(s) 0.01(s)
Query 100 0.01(s) 0.02(s) 0.01(s)
Query 1000 0.01(s) 0.01(s) 0.01(s)
Query 10,000 0.01(s) 0.11(s) 0.01(s)

Table 5   Send rate

Type 10 100 1000 10,000

Invoke 6.3(s) 5.1(s) 5.0(s) 5.0(s)
Query 6.3(s) 5.1(s) 5.0(s) 5.0(s)
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BlockFlow be used as an environment to support 
reproducibility?

3.3.1 � Context

Sequencing is the reading of the genome or tran-
scriptome of an organism composed of DNA or 
RNA16. Genome and transcriptome projects gener-
ally have computational support, in which work-
flows are designed to transform input fragments (read 
sequences of RNA or DNA fragments) to extract bio-
logical information [4]. This is the case of genomic 
sequencing of the SARS-CoV-2 coronavirus. Sev-
eral scientific workflows have been designed and 
are available, such as SciPhy [52] and SciEvol [51], 
to facilitate the analysis of genomic data and gener-
ate a phylogenetic tree from DNA, RNA, and amino 
acid sequences. It is possible to reconstruct the evo-
lutionary history of a virus from the identification 
of changes in the genetic sequences from differ-
ent patients, considering that the virus is transmit-
ted through a population and accumulates mutations 
in its genetic code. Research teams worldwide have 
massively sequenced and published viral genomic 
sequences to study the origin of the new coronavi-
rus. These various virus genomic sequences (SARS-
CoV2) have been publicly disclosed in many public 
databases, including NCBI17, GISAID18, and ViPR19.

The main difficulty in conducting these experi-
ments is data processing. New computing techniques 
are required such as collaborative, distributed, or 
high-performance environments (HPC), and grids 
or clouds for their execution [70]. Furthermore, the 
expectation that the experiment is reproducible is of 
fundamental importance.

3.3.2 � Planning

From the investigation of the RQ, a CS was con-
ducted (using workflows) involving a phylogenetic 

analysis based on the complete genome sequences 
of different coronaviruses, including coronavirus 
strains (SARS, MERS, and SARS-CoV-2), which 
were obtained from GISAID and NCBI GenBank. 
The workflows used in this evaluation were scientific 
workflows that require processing power and involve 
a large volume of data, making it an ideal scenario to 
evaluate the BlockFlow architecture.

We used the Amazon Elastic Compute Cloud 
(EC2)4 cloud environment. Four virtual machines 
were instantiated, with different characteristics, and 
physically distributed in other places. Table  6 sum-
marizes the different types of virtual machines used 
in the experiment, with their respective hardware 
configurations.

To execute the workflows, the following pro-
gram versions were used: MAFFT version 7.47120, 
Readseq version 2.1.1921, ModelGenerator version 
v0.8522, and RAxML and 8.2.1223. For ViReport: 
ViralMSA version 1.0.624 using minimap2 version 
v2 0.17, FastTree version 2.1.1125, FastRoot26 and 
LSD227. The software used in each virtual machine 
instance in the cloud, considering the need to con-
figure and initialize the necessary services of the 
collaborative environment based on the blockchain 
Hyperledger Fabric technology, was Ubuntu Linux 
18.04.1 LTS., Docker Engine version (18.06.1-
ce), Docker-Compose version (1.13.0), Node 
(v8.11.4), Hyperledger Fabric (v1.4.1) and Go 
Lang — 1.12.0.

Table 6   Virtual machines configuration

VM Description

Virtual Machine 1 EC2 ID: m4. large − 8 GB RAM, 2 cores.
Virtual Machine2 EC2 ID: m4.4xlarge − 16 GB RAM, 4 

cores.
Virtual Machine 3 EC2 ID: m5. large − 8 GB RAM, 2 cores.
Virtual Machine 4 EC2 ID: m5. xlarge − 16 GB RAM, 4 

cores

20   https://​mafft.​cbrc.​jp/​align​ment/​softw​are/​source.​html.
21   https://​reads​eq-​bioin​forma​tics-​data-​conve​rsion.​soft1​12.​com/.
22   http://​mcine​rneyl​ab.​com/​softw​are/​model​gener​ator/.
23   https://​cme.h-​its.​org/​exeli​xis/​web/​softw​are/​raxml/.
24   https://​github.​com/​niema​sd/​Viral​MSA.
25   http://​www.​micro​beson​line.​org/​fastt​ree/.
26   https://​github.​com/​uym2/​MinVar-​Rooti​ng.
27   https://​github.​com/​tothu​hien/​lsd2.

16   Both are formed by a set of letters, nitrogenous bases, 
which work as a code (words), known as nucleotide sequences 
(Adenine (A), Cytosine (C), Thymine (T) and Guanine (G)). 
In the case of RNA, we have Uracil (U) in place of Thymine) 
[50].
17   ncbi.​nlm.​nih.​gov.
18   gisaid.​org.
19   viprb​rc.​org.
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Although Phylogenetic Analysis experiments can 
be implemented using different configurations, we 
consider two workflow implementations, SciPhy28 
[52] and ViReport [59]. Figure 9a illustrates a high-
level view of SciPhy’s activities. The second work-
flow used was ViReport29 [59]. Figure 9b presents a 
high-level view of ViReport’s activities.

The scenario for experimenting encompasses 4 
Research Institutions (“UFJF” “UFMG”, “UFF”, and 
“UFRJ”) involving four researchers (R), one from 
UFJF, one from UFMG, and one from UFF. They 

form a team named Team A, and 1 researcher from 
UFRJ, named Team B. Considering the geographi-
cally distributed teams, in order to experiment, the 
researchers needed a collaborative environment 
that offered trustworthiness to the processed data 
and allowed provenance data querying, consider-
ing that reproducibility is essential. Furthermore, 
these researchers needed an environment that would 
support data interoperability from different institu-
tions, considering that the researchers run parts of 
the experiment using different SWMSs. Finally, they 
needed an environment that offered a scalable, robust, 
and high-performance infrastructure to meet the 
needs of running the data-intensive experiment.

The genetic alignment activities (MSA) were per-
formed in a distributed way. Each researcher could 
align a piece of data that was then concatenated to 
generate a super alignment. Thus, using Blockflow, 
each geographically distributed team adopted slightly 
different approaches (different genomes to generate 
different trees), managed by different workflows run-
ning in different SWMSs.

This scenario led to data interoperability, where 
researchers had to analyze the data, especially the 
provenance data, coming from different SWMS, in an 
integrated way. Thus, Team A, used Taverna SWMS 
and Team B, used Kepler SWMS. Although the Sci-
Phy and ViReport workflows differ, they have the 
same goal, and their results can be comparable. They 
could query integrated provenance data, generated by 
the SciPhy and ViReport workflows and consolidated 
by Blockflow using ProvONE.

3.3.3 � Execution

We created a channel to share provenance transac-
tions only between interested parties, considering 
privacy. This channel was called “sarscovChannel”, 
and the institutions “UFJF” “UFMG”, “UFF”, and 
“UFRJ” are part of it.

Next, the settings of the virtual machine instances 
in the cloud, such as public IP, private IP, username, 
public DNS, and cloud server access keys, were 
specified. For researchers to collaborate, all the nec-
essary configuration to start the network in the cloud 
was also performed automatically, such as (i) starting 
peers, (ii) creating channels, (iii) creating identities, 
(iv) installing chaincode, (v) instantiating chaincode. 
Figure 10 illustrates the sequence.

Fig. 9   SciPhy (a) and ViReport (b) workflows high-level view

28   Sciphy [51] is a scientific phylogenetic analysis workflow 
that was designed to generate phylogenetic trees.
29   ViReport [59] is a workflow to perform phylogenetic ana-
lyzes on viral sequences and generate comprehensive molecu-
lar epidemiological reports.
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Figure  11 presents the interface that enabled 
researchers to implement and configure their block-
chain networks through BlockFlow. The follow-
ing were specified: 1 - (Fig.  11)-A - Name of the 
experiment as “ColaboracaoNaNuvemCovid19”; 
2 - (Fig. 11)-B - A description of the experiment as 
“Laboratório colaborativo para o novo coronavírus 
(SARS-CoV-2). Árvores filogenéticas.“; 3 - (Fig. 11-
C) - Which organizations and number of distributed 
peers (researchers) would collaborate in the experi-
ment ((Fig.  11-C-1) UFJF institution with 1 peer, 
(Fig.  11-C-2) UFF institution with 1 peer, (Fig.  11-
C-3) UFMG institution with 1 peer, ((Fig.  11-C-4) 
UFRJ institution with 1 peer.

To share provenance transactions only between 
interested parties, considering privacy, a chan-
nel called “sarscovChannel” was created, of which, 
according to Fig.  11-D, “UFJF” and “UFMG”, 
“UFF”, “UFRJ” are part.

Provenance capture is done in real-time and is 
independent of SWMS. It was necessary to instru-
ment each activity (task) of the workflows with a 
web service to capture the data. Figure 12 shows the 
SciPhy workflow with different tasks instrumented 
by BlockFlow´s web service in SWMS Taverna. 
Furthermore, for a complete provenance translation 
into the ProvONE model, the provenance at runtime 

(retrospective provenance) must be linked to the pro-
spective provenance. It is important to emphasize that 
this task was not trivial, and the researchers needed 
support for some steps.

Figure 13 presents the registered data of the exe-
cuted workflows30. It is required, but not mandatory, 
to store the data during the execution. In this CS, we 
used 25 (Fig. 14) complete genome sequences of cor-
onavirus strains (including SARS, MERS, and SARS-
CoV-2) as input files. Also, 61 coronavirus strains are 
from different countries and regions. All sequences 
were obtained from GISAID and NCBI GenBank. 
After uploading, we generated a hash for each file. 
This option is important considering the reproduc-
ibility of the workflow, as it allows researchers to 

Fig. 10   Action flows to create a collaborative environment using BlockFlow architecture. Source: Prepared by the author

30   This data is important because during the collection of 
the retrospective provenance, the transaction hash data, or 
the workflow id must be sent to the web service, as well as 
the user’s token received during authentication. This is a way 
of relating the workflow and the researcher (user) with their 
respective execution (retrospective provenance). Furthermore, 
the researcher token (user) is a way to confirm the authentic-
ity and retrieve the user’s identity as a node belonging to the 
blockchain network, in addition to ensuring that the data is 
later signed on the network. If the user’s identity cannot be ver-
ified, the information will be rejected and disregarded, and the 
provenance data will not be recorded.
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analyze whether the research data used or generated 
in an experiment has content equivalent to what was 
published and shared in the experiment. Therefore, 
this data can be compared with the data saved in the 
ProvONE classes (Entity) stored in the blockchain 
during the workflow execution, which is immutable31.

The Wrapper layer transformed each data to the 
ProvONE format and then sent it as transactions to 
the blockchain network. This operation guaranteed 
the immutability (integrity) and transparency of 
the provenance information. The provenance col-
lected during the execution of the workflows can 

be seen as shown in Fig.  15. Due to the distrib-
uted and immutable nature of the blockchain, this 
shared provenance is transparent. All nodes (scien-
tists), connected to the network that makes up the 
experiment can verify and visualize how the prov-
enance was created in the blockchain over time. 
In addition, the data can be peer-reviewed. Thus, 
as detailed in the next section, we tracked all data 
updates between nodes.

3.3.4 � Provenance Data Analysis and Queries

The researchers were able to perform queries from 
the BlockFlow web interface, as shown in Fig. 17, 
to obtain an overview of the provenance data col-
lected during the execution of the experiment. 
These queries can be with fixed components, as 

Fig. 11   User interface for researchers to create collaborative networks using the BlockFlow architecture. Source: Prepared by the 
author

31   In the following section, during the provenance analysis, 
an analysis will be made considering the collected provenance 
and comparison with the collected hash.
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Fig. 12   Sciphy workflow, using Taverna SWfMS, instrumented with BlockFlow’s web service. Source: Prepared by the author

Fig. 13   Sciphy, ViReport data stored in BlockFlow. Source: Prepared by the author
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Fig. 14   Phylogenetic tree based on the sequences of 25 genomes, complete of coronaviruses, including SARS-CoV-2, SARS-CoV, 
HCoV, SARS-like CoV, and MERS-CoV. Source: Prepared by the author

Fig. 15   Provenance collected during the execution of the experiment
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shown in Fig.  16 – A, or through queries in the 
CouchDB database format, as shown in Fig.  16 - 
B. As shown in Figs. 16 and 17, in BlockFlow, the 
visualization of the returned data through the exe-
cuted queries, can be done through a table or using 
the JSON format. The latter allows interoperability 
with the E-SECO platform or any other application 
that needs to consume BlockFlow data.

Next, we present a query executed by the 
researchers on the provenance dataset collected 
during the execution of this CS, considering the 
SciPhy and ViReport workflows.

Q1) Retrieve all activity executions with their generated data 
for the ViReport workflow provenance graph. Figure 17 - A 
shows the query using the fixed components. In this, the 
relationship (wasGenerationBy) of the ProvONE model 
was chosen, the parameter (workFlowID) to specify the (id) 
of the specific workflow, to which the researchers wanted 
to access the data and, below, the fields they would like 
to be returned (idWasGeneratedBy, programExecution, 
programExecutionName, idEntity, entityValue). Figure 17 
- B illustrates the same query but in the CouchDB database 
format.

After processing the queries, the researchers could 
download the results in JSON format. Figure  18 

Fig. 16   Query (Q1). Source: Prepared by the author
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Fig. 17   Cypher search. Source: Prepared by the author

Fig. 18   Comparison of data used or generated in an experiment with its previously captured provenance data. Source: Prepared by 
the author
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shows a search in Cypher, where it was possible to 
associate and return a researcher with their respective 
executions. This integration with Neo4j also illus-
trates another example of the connection capability of 
BlockFlow with external applications.

4 � Results

According to [47], one of the possible causes of the 
reproducibility crisis is the lack of raw data used in 
research. Therefore, it is important to make the data 
processed during the execution of workflows avail-
able in a trustable way, as researchers did in the eval-
uation presented in the previous section, using the 
Blockflow architecture. Using BlockFlow during the 
provenance collection, the researchers could register 
all the experiment´s task invocations. The data pro-
cessed by these tasks were collected and organized 
according to the ProvONE model. The hash of this 
data was stored, and its path, date, and time of execu-
tion, i.e., its provenance information. It also was pos-
sible to compare the data processed during a work-
flow executed by a specific researcher to promote 
trust and reproducibility.

The researchers carried out queries in the col-
lected provenance, as shown in the previous sec-
tion, and compared it with the data stored and made 
available by other researchers. We uploaded all the 
data used and generated during the execution of the 
Sciphy workflow. Then all data previously recorded 
from the executed workflow were retrieved (prove-
nance data). We compared the hash data (provenance 
data) with the data available in the architecture. The 
results, in JSON format, can be seen in Fig. 18. This 
comparison related each data with the provenance 
collected. So, it could be observed whether the data 
used or generated in the experiment are equivalent to 
what was published and shared.

As a result, it was possible to verify the feasibil-
ity of the BlockFlow architecture in helping geo-
graphically distributed researchers to capture, store, 
and query integrated provenance data in a trustwor-
thy and transparent environment, sharing their data, 
allowing for the experiment’s reproducibility.

Revisiting the secondary research questions 
(SRQ), we present the following arguments:

(SRQ1) Can BlockFlow provide an overview of provenance 
data in a transparent way, where geographically distributed 
researchers can verify how the provenance data was created 
in the blockchain over time?

As we can see during CS execution, due to the distributed 
and immutable nature of the blockchain, the provenance 
data shared between researchers in an experiment is shared 
in real-time. Moreover, all provenance data updates can be 
tracked and visualized, through queries, by geographically 
distributed nodes (researchers). BlockFlow can provide 
an integrated view of provenance data transparently, as 
provenance data can be queried in an integrated way, as 
presented in Figs. 17 and 18.

(SRQ2) Can BlockFlow be used as a collaborative and 
trustworthy scientific environment supporting the interop-
erability of provenance data coming from heterogeneous 
SWMSs?

During CS, we executed the workflows in different SWMs. 
As shown in Fig. 10, the SciPhy workflow with its dif-
ferent tasks was instrumented in SWMS Taverna. The 
same was done in Kepler SWMS. It should be noted that 
although there are advantages offered using these SWMs in 
managing an experiment, they capture provenance data in 
models that are not fully interoperable. In order to capture 
and interoperate the provenance data of these workflows 
between the distributed peers, BlockFlow used a web 
service component. The capture was done in real-time and 
independent of SWMS. After capturing the data, they were 
stored according to the ProvONE model in the blockchain. 
It was therefore possible to perform integrated queries to 
the provenance data of the different executed workflows 
(Figs. 17 and 18) and verify that BlockFlow can be used in 
a trustworthy way, supporting the interoperability of prov-
enance data coming from heterogeneous SWMSs.

(SRQ3) Can BlockFlow be used as a trustworthy provenance 
data exchange environment in data-intensive workflows?

The scientific workflows chosen to run CS are phylogenetic 
workflows that are data intensive. These often need to run 
in high-performance, collaborative environments such as 
cloud computing environments. To do so, we specify a col-
laborative environment that is (i) high-performance and (ii) 
trustworthy, immutable, and private. To meet item (i) we 
used a cloud computing environment, provisioning virtual 
machine instances (Amazon Elastic Compute Cloud (Ama-
zon EC2)). This environment offered a variety of resources 
such as hardware and software, under elasticity, without the 
need for scientists to acquire computational infrastructure. 
To support item (ii), we developed this environment based 
on blockchain, where no data can be changed, making it 
trustworthy and immutable. Data could not be accessed by 
unauthorized parties, which makes it private. Furthermore, 
access to the distributed data was made transparent, that 
is, the scientist did not need to worry about the details to 
access the data. Thus, there are indications that BlockFlow 
can be used as a trustworthy provenance exchange environ-
ment in data-intensive workflows.
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(SRQ4) Can BlockFlow be used as an environment that 
provides privacy to provenance data, where data is shared 
only between authorized partners?

In a blockchain without permission, any node can check any 
transaction that has taken place in the chain. Thus, when 
privacy or confidentiality is needed in transactions, other 
cryptographic means are needed. BlockFlow was based on 
the blockchain with permission - Hyperledger Fabric. Dur-
ing the creation of the execution environment, Blockflow 
requires that geographically distributed organizations and 
peers that must collaborate in the experiment and that are 
part of a channel be specified. Channels maintain privacy, 
confidentiality, and isolate activities between authorized 
parties. Thus, in the CS execution, the participating nodes 
had to register and have identities to transact and send prov-
enance data. Furthermore, during provenance collection 
they had to send the Token to confirm the authenticity and 
recover their identity as a user belonging to the block-
chain network to guarantee that the data was signed on the 
network. Thus, it was demonstrated that BlockFlow can be 
used as an environment that provides privacy to provenance 
data. Data was shared only between authorized parties or 
persons, thus maintaining privacy.

(SRQ5) Can BlockFlow be used as an environment for col-
laborative scientific experimentation, considering reproduc-
ibility?

In Blockflow, reproducibility is related to querying, process-
ing, and analyzing provenance, which helps understand the 
results of a scientific experiment. As we could see in the 
CS execution, Blockflow allowed the collection of prov-
enances, its immutable storage, and the provenance query 
in a transparent and trustworthy way. Finally, it allowed the 
analysis (Fig. 18) of the data used and generated during the 
experiments supported by the workflows’ execution.

From the analysis of secondary research questions 
(SRQ), we were able to analyze the main research 
question (RQ) “How can the BlockFlow architecture 
assist scientists in collaborative scientific experi-
ments, offering an environment that supports data 
sharing, traceability, and trust? “.

Considering the secondary research questions 
(SRQ) results, we have evidence that BlockFlow 
offers a trusted environment for managing distrib-
uted provenance data. The architecture offers com-
ponents that can facilitate collaboration in scientific 
experimentation, considering reproducibility (QS5), 
interoperability (QS2), transparency (QS1), privacy 
(QS4), and trust (QS3) of data-intensive scientific 
workflows, in addition to the correct interpretation 
of scientific data among geographically distributed 
researchers, based on provenance data query. How-
ever, it is important to note that new experiments 
must be carried out to evaluate BlockFlow. Further-
more, the results shown here are only valid for this 

dataset. However, we can identify similar scenarios 
where similar results can be achieved.

4.1 � Threats to Validity

It is important to analyze the reliability, especially 
whether the results are biased. We therefore discuss 
some issues that can affect the validity of the results.

Construct Validity  We selected indicators to 
evaluate traceability and trust attributes. During the 
experiment, the data processed was available to the 
researchers in a trackable and trustable way. All prov-
enance data updates can be tracked and visualized. 
However, these indicators might not be good indica-
tors for the experiment context. We can use additional 
indicators to mitigate this threat, considering different 
contexts. Moreover, BlockFlow supports the inter-
operability of provenance data from heterogeneous 
SWMSs. For this purpose, data are stored according 
to the ProvONE model. However, the limited number 
of experiments used and the diversity of scientists can 
represent a threat. Additional evaluations need to be 
carried out to reduce this threat.

Internal Validity  During the CS, the scientific 
workflows were phylogenetic, and we specified a col-
laborative environment to assess BlockFlow’s qual-
ity of trust and provenance attribute. The results are 
still preliminary, and although they indicate a positive 
outcome, a more detailed study is needed to present 
additional findings. However, the features offered by 
the collaborative environment can pose a threat. In a 
more complex context, other collaborative services 
need to be integrated, and, as a result, we must reas-
sess trust and provenance. Additionally, if we need a 
cloud computing environment different from the one 
considered in the case study, we should use other var-
iables to re-evaluate trust and provenance.

External Validity  The Case Study deals with a 
dataset associated to a specific experiment that deals 
with gene sequencing. We need to carry out evalua-
tions considering other e-Science contexts before 
generalizing our results. However, it is possible to 
identify situations where we can obtain similar CS 
results, and the knowledge acquired can be trans-
ferred to similar real-world experiments.
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Reliability  We attempted to present details of the 
execution of the study, but some information was 
probably not complete. We have made the documen-
tation available32 to ensure the case study reruns to 
mitigate this threat.

5 � Conclusion

This work presented BlockFlow: a blockchain-based 
architecture to support trust and traceability in col-
laborative research, helping in transparency, interop-
erability, and reproducibility of experiment results. 
It provides mechanisms that bring trustability to data 
and processes in collaborative scientific workflows. 
The proposed solution is integrated with a scientific 
software ecosystem platform called E-SECO but is 
independent, i.e.; it can be integrated with other appli-
cations or ecosystems. This work also presented a 
systematic literature mapping to support the proposed 
approach, which identified and categorized existing 
works related to blockchain and provenance data.

Through an evaluation in the genetic sequencing 
domain, we discussed the feasibility of the proposal in 
supporting scientists to work collaboratively and distrib-
uted, addressing the following aspects: (i) sharing prov-
enance data in a more trustworthy way to ensure transpar-
ency and reproducibility of the results obtained, and (ii) 
supporting the execution of data-intensive workflows, 
anchored by the cloud computing paradigm. Another con-
tribution is to support systems that require interoperability 
and reproducibility of results from scientific workflows, 
interoperating from different SWMSs, and increasing 
trust in collaborative research. From the evaluation, we 
answered the SRQs, supporting the RQ. We observed that 
the proposed solution helped in scientific collaboration 
in the genetic sequencing domain by providing sharing, 
traceability and trust. Furthermore, it addresses the het-
erogeneity of data shared in collaborative scientific work-
flows, facilitating geographically distributed researchers’ 
interpretation and analysis of these data.

In general, we can highlight the following contribu-
tions: (i) An API to connect BlockFlow with other appli-
cations or platforms that aim to allow its users to create 
blockchain networks to collaborate and promote trust, 
traceability and sharing of scientific experiments; (ii) A 

GUI-based interface for creating collaborative environ-
ments and blockchain networks, which allows research-
ers to easily implement blockchain networks to collabo-
rate; (iii) The specification of collaborative environments 
and blockchain networks, through cloud infrastructures, 
for the execution of data-intensive workflows; (iv) The 
specification and implementation of a provenance collec-
tor that uses a RESTful WebService API for provenance 
capture; (v) A wrapper that translates and interoperates 
heterogeneous provenance data, coming from different 
SWMS, to the ProvONE model format, which is used 
as standard and integrator model in BlockFlow; (vi) an 
infrastructure for immutable storage and for querying 
and analyzing information from collaborative scientific 
experiments; (vii) The exporting of data collected from 
provenance to the JSON model, allowing the data to be 
integrated with other platforms; (viii) The possibility of 
uploading provenance data used and generated during 
the execution of an experiment so as to analyze whether 
the data actually used, or generated in an experiment 
(provenance data), have content equivalent to those pub-
lished and shared by researchers to carry out an analysis 
related to reproducibility of the experiment.

This work was developed to increase the trust and 
traceability of data from scientific experiments, also 
promoting reproducibility, privacy, transparency, and 
interoperability. However, the results are limited and 
cannot be generalized but the knowledge built, and 
the results can be transferred to other contexts.

As limitations of the architecture, we can cite that 
in a blockchain-based application, storing whole files 
is not possible as it is necessary to store hashes of 
information. Although this limitation can be overcome 
with the IPFS blockchain, in BlockFlow, all input and 
output data generated during the collaborative work-
flow execution is shared outside the chain. Thus, it is 
necessary to verify the integrity of the data, comparing 
whether the stored hash matches the data used as input 
and output during the execution of the workflow. In 
future BlockFlow releases, we plan to settle this issue 
using IPFS approaches and investigate the use of ontol-
ogies in the processing of provenance data. In addition, 
we intend to conduct new case studies in other con-
texts to assess the support offered by Blockflow. Other 
provenance models derived from PROV may support 
the capture of provenance in different domains. We are 
also carrying out studies to support the capture of prov-
enance related to software processes using BlockFlow, 
evolving the work of [11].32   https://​github.​com/​Raian​eQC/​block​flow-​trust-​prove​nance.
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Table 7   Mapping research questions results

MQ Results

How has blockchain technology been used as a mechanism, 
method, and tool for provenance?

This MQ aimed to identify which application areas blockchain 
technology has been used as a mechanism, method, or tool for 
provenance. Nine application areas were identified, according to 
the selected primary studies. Internet of Things, Cloud Comput-
ing, Scientific Workflow, Research Data Sharing, Data Sharing, 
Health, Fog Computing, Supply Chain, and others. Internet of 
Things and Cloud Computing represent the majority of works, 
i.e., 46% of the papers. Internet of Things represented 23% of 
the total and Cloud Computing, 21%. Supply Chain and Data 
sharing represent 9% each. Scientific Workflow represented 7% 
of the total, Health 7%, Research Data Sharing 2%, Fog comput-
ing 2%, and finally others, which represented 14%.

In which vehicles were the articles published? Through the results, it was possible to identify that most of the 
studies were published in scientific conferences, totaling 74% of 
the verified articles.

What is the distribution of studies over the years? We could see that most works were published from 2018 onwards, 
with an ascending curve. The range from 2019 to 2022 was the 
most promising, which indicates an increase in published works 
in the area, showing the importance of this research.

What approaches are most used by the researchers? It was possible to identify that most studies detail architectures, 
representing 66% of the analyzed articles. Frameworks represent 
25%, Models represent 5% and, finally, Prototypes and Approach 
represent 2% of each of the analyzed articles.

What are the advantages and benefits obtained from the 
approaches using blockchain technology for provenance?

The three biggest motivations were: i)”Information Integrity” with 
a total of 20%, integrity is guaranteed in a blockchain since data 
cannot be deleted or changed, thus ensuring the credibility of 
the provenance data, ii) “Trust Assurance” represented a total of 
19%, i.e., in a blockchain as members share a single view of the 
data, it is possible to see all the details of a transaction, which 
offers trust and iii) “Increased security ” represented a total of 
17%, i.e., the distributed nature of a blockchain allows each node 
that participates in the network to have and verify the ledger 
data, thus increasing information security.

What are the methods, standards, or technologies most used (or 
proposed) by the authors to support their approaches?

The objective of this MQ was to discover which platforms were 
used and to identify their main benefits and applicability consid-
ering the provenance data. The most used blockchain platform 
was Ethereum. The choice of Ethereum was justified because 
it is the most known platform and because it is open source. 
On the other hand, there has been an increase in the use of the 
Hyperledger Fabric platform. However, in most studies, 41%, 
there was no consensus about the mechanism used.

In the approaches found, which models are used to represent 
provenance data?

Most of the studies did not present a specific provenance model. 
94% of the works use some proprietary model. 4% of the papers 
use OPM and 2% PROV. This clearly shows that PROV, being 
a new model, has not yet been widely used, despite its benefits. 
This result confirms the importance of having an approach that 
allows the interoperability and integration of provenance data, 
since 87% of the studies use proprietary models that, without 
any specific mechanism, are not interoperable.
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Appendix 1 Criteria for Inclusion and Exclusion 
of Articles

Inclusion criteria were: (IC1) - The study proposes 
a solution that uses the blockchain as a mechanism 
for the storage and management of provenance data; 
(IC2) - The study was written in English; (IC3) - The 
study was published from 2008 to 2022; (IC4): Avail-
able as full papers in digital libraries.

Exclusion Criteria were: (EC1) - Matches the 
keyword in the search string, but the context is dif-
ferent from the search purposes; (EC2) - The abstract 
did not address any aspect of the research questions; 
(EC3) - Duplicated, that is, the work has already been 
retrieved from another digital library; (EC4) - The 
article does not contain an abstract; (EC5) -It is not 
a primary study; (EC6) - Not available for the uni-
versity (UFJF) credentials; (EC7) - The study was 
published as a short paper; (EC81) – The study is not 
written in English; (EC9) - The study was not pub-
lished in a conference or journal related to Computer 
Science; (EC10) - The study was not published in a 
peer review vehicle; (EC11) - The study was pub-
lished before 2008; (EC12) - The study does not pro-
pose a solution that uses blockchain as a mechanism 
for the storage and management of provenance data.

To assist in the mapping, the Parsif.al33 tool was 
used. Some exclusion criteria have already been 
applied when using this tool, due to the availability, 
by Parsif.al, of filters, such as the publication year 
filter.

Appendix 2 Analysis of Mapping Research 
Questions

Table 7
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