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Abstract Key to any research involving session search is the understanding
of how a user’s queries evolve throughout the session. When a user creates a
query reformulation, he or she is consciously retaining terms from their original
query, removing others and adding new terms. By measuring the similarity
between queries we can make inferences on the user’s information need and
how successful their new query is likely to be. By identifying the origins of
added terms we can infer the user’s motivations and gain an understanding of
their interactions.

In this paper we present a novel term-based methodology for understand-
ing and interpreting query reformulation actions. We use TREC Session Track
data to demonstrate how our technique is able to learn from query logs and
we make use of click data to test user interaction behavior when reformulating
queries. We identify and evaluate a range of term-based query reformulation
strategies and show that our methods provide valuable insight into under-
standing query reformulation in session search.
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1 Introduction

Session search in Information Retrieval (IR) occurs when a user issues multiple
queries consecutively to a search engine in the pursuit of satisfying one or more
information needs. A session is typically defined as a period of continuous
interaction with a search engine and can be demarcated in a number of ways,
a common one being 30 minutes of inactivity (White and Drucker, 2007).
Sessions containing more than one query make up a significant proportion of
search activity, with one study finding 32% of sessions containing 3 or more
queries (Jansen et al, 2005). Understanding the underlying interactions in
session search can lead to improved search interfaces, better search rankings
and user satisfaction.

Sessions are driven by query reformulations, the user controlled act of mod-
ifying an existing query in order to pursue new search results. Query refor-
mulations are usually closely related to the user’s previous query and reflect
the shifting cognition of the user throughout the session search. For instance,
a user may have an unclear information need at the start of a session which
becomes more refined as snippets are read and documents are clicked. Such
queries can be ambiguous when the user is unsure how to explicitly define
his or her information need (Song et al, 2009) or explorative when the user
is actively seeking a broad range of information on a subject (Marchionini,
2006). In both cases, the information need can change throughout the ses-
sion, whether through specialization, generalization and so on, which leads to
variations in the queries used to describe it.

We observe that sessions are typified by queries consisting of core terms
related to the underlying information need and additional terms that reflect
the user’s cognitive changes (Kinley et al, 2012). Over the course of the session,
the core terms may change as well. At any point in a session, we define three
possible term actions available to a user:

Term Retention - Keeping terms from one query to the next, the core terms
for the current information need.

Term Removal - Removing a term from a query.
Term Addition - Adding a new term not present in the preceding query to

the query reformulation.

To illustrate a particular instance of query reformulation within session
search and the described term actions, Table 1 contains the queries in a typ-
ical search session found in the 2013 Session Track dataset (Kanoulas et al,
2013). This session represents an explorative information need regarding pub-
lic and political opinion on US gun control laws. The terms ‘gun control’ are
retained through the first four queries, with the user adding and remov-

ing terms ‘opinions’, ‘US government’ and ‘current affairs’ in order to
learn more about the topic. The focus shifts in query 5 with ‘gun control’
changing to ‘gun violence’, indicating a change in information need, which
is expanded upon in the final query which is more specialized.



A Term-Based Methodology for Query Reformulation Understanding 3

Table 1 Queries in session 40 of the TREC 2013 Session Track.

Impression Position Query
1 gun control opinions

2 gun control us government

3 gun control current affairs

4 gun control current affairs

5 gun violence us

6 law center to prevent gun violence

Without knowing the underlying information need driving the queries, the
example demonstrates that it is possible to infer persistent subtopics and the
terms that are likely to be retained or removed from query to query (in this
case ‘gun control’ and ‘gun violence’). A certain degree of overlap is typical
between queries but how much? What factors influence whether a term is likely
to be kept or removed in the next query? Can we determine a source for the
new terms that are introduced into a query? Measuring the similarity between
queries and other sources of text can help us resolve some of these questions
and allow us to build descriptive and evaluative models of user behavior during
a session search.

For instance, we observe in the example session that the snippets of all
the results for the first query contain the terms ‘gun control’, and out of all
ranked documents only the clicked document (ClueWeb ID clueweb12-0100wb-

86-17546 ) contains the terms ‘US government’ (in the phrase “US Govern-

ment Info Guide”), which were then used in the next query. One inference
that could be drawn here is that the user observed the terms ‘US government’
in the clicked document which influenced their reformulation decision making
process.

In this paper we seek to gain an understanding of the query reformulation
process and resolve the following research questions:

1. What is the relationship between terms found in adjacent queries in search
sessions. How often are terms from a query retained or removed in a query
reformulation?

2. Where are query reformulation terms not present in the original query
sourced from and can we model term addition?

3. Can user-behavior scenarios defined on terms that are retained, removed
or added inform us of the quality of query reformulations?

We resolve these questions by introducing a novel methodology for interpret-
ing query reformulations using terms. We use our technique to explore term
retention and removal by analyzing adjacent and non-adjacent queries in ses-
sions. With term addition, our observations indicate that a significant number
of added terms in a reformulation can be sourced from the terms that the
user was exposed to in the previous impression. An impression consists of a
query, its snippets and its documents, all of which contain terms that the user
may have encountered during session search. By also incorporating click infor-
mation, we can define and evaluate three sources for such terms, clicked and
non-clicked snippets and clicked documents.
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The next stage in our analysis involved measuring the value of the three
term sources in determining whether query terms were retained, removed or
added, leading to eight possible scenarios of user behavior which we inter-
pret based on our results. To evaluate the effectiveness of scenario-based term
prediction, and also the user’s observed query reformulations, we determine
whether the term actions ultimately lead to increased user satisfaction or im-
proved search rankings, which we measure using implicit click information and
a number of IR metrics.

Our analysis was conducted on the TREC Session Track data from 2011 to
2014 (Kanoulas et al, 2011, 2012, 2013), a set of standardized query logs com-
prising queries grouped by sessions across a number of predefined topics, the
ranked documents, their snippets and clickthroughs (including order and dwell
time) and relevance judgments. The documents belong to the ClueWeb091 and
ClueWeb122 corpora. This dataset was chosen as it is widely available, well
regarded in the IR community and whilst small when compared to commer-
cial query logs, is rich with potential sources for term discovery (snippets and
documents), interaction data (clicks and dwell time) and relevance judgments
(for evaluation).

The remainder of the paper is organized as follows. Section 2 presents
the related work and Section 3 outlines the dataset used, experimental setup
and the key definitions and similarity measures used in our methodology. In
Sections 4 and 5 we use our term-based technique to understand the three
term actions retention, removal and addition, investigate user click behavior
and define the three term sources. In Section 6 we expand the term sources into
user interaction based term scenarios and evaluate reformulation strategies. We
conclude the paper and discuss our findings in Sections 7 and 8.

2 Literature Review

Session Log Analysis Ours is not the first query log analysis of query refor-
mulation behavior. Jansen et al (2009) defined different query reformulation
states and the transition patterns that occur during a session and evaluated
over a large query log. Their research idea is similar to our scenario approach
although in their study the states operate on a query level by looking at the
degree of overlap between queries, rather than our term based approach, but
some of our findings are similar. Liu et al (2010) explored a similar state-based
analysis but this time on a user study that allowed them to determine differ-
ent types of behavior based on the type of task being performed by the user.
Kinley et al (2012) also performed a user study with the intention of observing
different query modifying behavior (such as replacing, adding terms etc.) and
linking it to a user’s ‘cognitive style’ of query reformulation. A similar work
to ours is Huang’s (Huang and Efthimiadis, 2009) classification of different
types of reformulation behavior that utilizes clicks from query logs and uses

1 http://www.lemurproject.org/clueweb09/index.php
2 http://www.lemurproject.org/clueweb12.php/

http://www.lemurproject.org/clueweb09/index.php
http://www.lemurproject.org/clueweb12.php/
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term differences as well. Nonetheless, ours is the first such study using a purely
term-based approach that also incorporates clicks in a user interaction model.

Click and User Modeling A key component of this work is our click based
methodology and our rank and impression position experiments. This is simi-
lar to work in click modeling, an established area of IR research that typically
uses search logs, eye-tracking and user studies to understand how users nav-
igate search pages. For instance, our sn(LC) definition and experiments in
Section 5.1 are based on the examination hypothesis model (Joachims et al,
2005; Craswell et al, 2008). In other research, eye-tracking has been used on
participants with predefined search tasks, with the researchers being able to
predict which task was being performed based on eye tracking patterns (Cole
et al, 2011, 2010), which was further developed into being able to factor in
the stage of the user’s task (Liu and Belkin, 2010). Another recent eye track-
ing study (Liu et al, 2014) found that when browsing search results users will
glance at snippets but not fully read them, returning to them at a later point if
at all. These studies give in-depth insight into how users behave during search
tasks which goes beyond what we model in this paper, although we too are
interested in inferring user’s reading and reformulation patterns.

Related Work The work by Guan et al (2013) on session search re-ranking
based on query and impression term matching is a similar approach to ours,
although we build a more complex model to capture user interactions and
we do not perform document re-ranking. Another similar work is by Jiang
et al (2014) who conduct a comprehensive user and eye tracking study to un-
derstand how users behave over the course of a session. Their work includes
statistics on reformulation behavior and ranking metrics across queries in ses-
sions and many of their results mirror our own. Both pieces of research can be
seen as a specialization of our methodology (for instance focusing on a partic-
ular type of term source) that concerns a specific IR problem, whereas ours is
a more general study on trying to understand reformulation behavior.

The work most similar to ours is the work by Liu et al (2011) on using terms
from clicked snippets to aid in query recommendation. They recognize, as we
do, that information needs persist through adjacent queries in search sessions
but are difficult to define based purely on previous queries, and so use snippets
as an additional term source. Unlike our methodology, they only use clicked
snippets whereas we also incorporate terms from non-clicked snippets and doc-
uments, as well as the previous query. Where our work mainly diverges is that
their objective is to locate terms that are useful for query recommendation,
whereas our objective is to identify useful term sources for query reformula-
tion (of which clicked snippets is one) under a number of conditions including
clicks, rank and impression position.

The work in this paper differs from the literature in that: 1) our method-
ology is term-based rather than query or task-based 2) our methodology is
derived from data rather than a user or eye-tracking study and 3) our model
incorporates clicks and differentiates term sources such as snippets and docu-
ments as sources of reformulation terms.
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Table 2 TREC 2011, 2012, 2013 and 2014 Session Track data overview.

TREC Session Track
2011 2012 2013 2014

Number of topics 62 48 49 51
Number of sessions 76 98 116 1075

Number of impressions 280 297 471 3784
Number of qn → qn+1 pairs 204 199 355 2709

Average number of terms in query 3.34 3.40 3.51 3.21

3 Analytical Setup

We conducted experiments using the TREC 2011, 2012, 2013 and 2014 Ses-
sion Track data (Kanoulas et al, 2012, 2013), which contains search logs col-
lected by the TREC organizers and grouped by session. Whilst particpants
were given predefined topics to search over, the organizers recorded all of
the displayed URLs, titles and snippets and also user interactions including
clicks and document dwell time . The corpora used were the ClueWeb091 and
ClueWeb122 datasets. Relevance judgments were also collected for documents
related to each of the topics. See Table 2 for more detailed information about
the datasets.

In comparison to commercial search logs, the TREC dataset is small. More-
over, the artificial setting in which the participants were recorded conducting
session search makes analysis on its data difficult to apply to commercially
used search systems. For the purpose of this study, the dataset is ideal in that
it is the only publicly available search log that contains the rich impression
data needed for our analysis, that is, clicks, dwell times and all ranked snip-
pets and documents (not just clicked). Whilst our statistics may not exactly
reflect those found in commercial logs, we believe our theoretical insights are
transferable, can be readily reproduced, and our methodology applicable to
any similarly rich dataset. Furthermore, our dataset proved large enough to
give us statistically significant values in our experiments.

Sessions in the dataset are made up of a list of queries, each of which
contains a ranking of M documents (typically M = 10), the snippets and titles
of each document and a list of the documents that were clicked including their
order and dwell time. In a session containing N queries, we refer to the n’th
query as qn and its query reformulation (if n < N) as qn+1. We denote −→qn
as the term vector representation of the query (with term frequency as the
term weights) and Qn as the set of its terms tn. Our analysis and experiments
concern the changes between queries in a session, so we extract each pair of
queries in a session qn → qn+1 for n = 1 . . .N − 1.

An Impression refers to all of the search data related to a query such as
the ranked list of documents and the clickthroughs. Elements of an impres-
sion include snippets (and their titles), clicks, dwell time and documents. In
this dataset each session ends with a ‘test’ query intentionally containing no
ranking, the original purpose being for researchers to create rankings for this
query by utilizing the information in the session. In these cases we do not con-
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sider this query to have an impression but we do make use of it in our query
reformulation pairs unless stated otherwise.

We used the Natural Language Toolkit (NLTK)3 to remove punctuation
and tokenize all textual content, and then stemmed terms using the Porter
Stemmer (Porter, 1997). We opted to remove stop words, but bore in mind that
this did render some query reformulations as identical to the previous query
even if they originally weren’t. For instance, in session 95 of the 2012 dataset,
q1 =‘connecticut fire academy’ and q2 =‘what is the connecticut fire

academy’, yet after stop word removal q1 = q2. In this case, the reformulation
is a more focused query than its predecessor but it nonetheless addresses the
same information need with the same core terms. We used the Beautiful Soup
HTML Parser4 to extract textual content from the ClueWeb HTML docu-
ments.

We treat each term source (such as a query or snippet) as a bag of words
(BoW), even though using n-grams could make our methodology more dis-
cernible. For example, in session 285 of the 2014 dataset, q1 =‘depression’
and q2 =‘help someone with depression’. With BoW, we treat the terms
‘help’ and ‘someone’ separately, and we indeed find examples of the term
‘help’ in the snippets for q1, although erroneously in the context of the web-
page (‘...Help FAQ Advertising...’ at rank 3) rather than that implied by
the query. Here, a bigram would distinguish ‘help someone’ in the correct
context. Nonetheless, all of the similarity measures we use operate on a BoW
model, and given that we typically only see 1 or 2 terms being added or re-
moved from adjacent queries in a session, a unigram model is sufficient in this
case.

Our methodology concerns the analysis of text similarities. We measure
the similarities of queries using the following formulae:

Jaccard(Q1, Q2) =
|Q1 ∩Q2|

|Q1 ∪Q2|
(1)

Cosine(−→q1 ,
−→q2) =

−→q1 · −→q2
‖−→q1‖ · ‖

−→q2‖
(2)

where q1 and q2 are queries (or any other term source). Jaccard similarity
is commonly used in measuring set similarity, in this case sets of terms, and
Cosine similarity is widely used in the vector space model in IR.

4 Term Retention and Removal

In our first analysis we investigate the term actions retention and removal.
These two actions are only applied to terms found in the user’s query tn,
where retention means that tn ∈ Qn+1 and removal is when tn /∈ Qn+1.

3 http://www.nltk.org/
4 http://www.crummy.com/software/BeautifulSoup/

http://www.nltk.org/
http://www.crummy.com/software/BeautifulSoup/


8 Marc Sloan et al.

Table 3 Average number of terms retained, removed or added from qn → qn+1 and the
similarity between the two queries across TREC Session Track datasets.

TREC Session Track
2011 2012 2013 2014 Combined

Jaccard(−→qn,
−−−→qn+1) 0.49 0.52 0.50 0.51 0.50

Cosine(Qn, Qn+1) 0.60 0.65 0.62 0.63 0.63
# terms retained from qn → qn+1 2.12 2.29 2.28 2.10 2.13
# terms removed from qn → qn+1 1.20 1.05 1.20 1.11 1.12

# terms added from qn → qn+1 1.33 1.35 1.33 1.21 1.24

We measured the average number of terms retained, removed or added and
the average Jaccard and Cosine similarity between adjacent queries found in
sessions in the TREC datasets, our results are in Table 3. We see that adja-
cent queries are similar to one another, with high similarity scores and term
retention. We note that measures are generally consistent across the individ-
ual datasets and their combination, and so the remainder of our analyses will
be conducted on the combined dataset. We find that across all datasets, an
average of 63% of the terms in qn+1 can be found in qn, where 66% of its
terms are retained (2.13 terms), 34% of terms are removed (1.12 terms) and
1.24 terms are added. 33% of the time the reformulation contains all of the
terms found in the original query. Retained terms clearly make up a large
proportion of a reformulation and are indicative of the core terms defining the
user’s information need.

An important observation is that on average the length of queries increases
from 3.25 terms to 3.37 terms, meaning that it cannot always be possible to
source qn+1 terms from qn. To determine if this relationship holds throughout
a session, we found the average query length at each impression position for
a number of different session lengths (see Figure 1). Our results show that
for shorter sessions (2 - 4 impressions) query size does appear to marginally
increase, for medium session lengths (5 - 7 impressions) the query size initially
increases to a point and can start to decrease, and for longer sessions (8 -
10 impressions) the query length varies unpredictably, presumably due to the
small population sizes. Medium and longer sessions are likely to contain shifts
in information need (for example, between queries 4 and 5 in Table 1), which
may explain the variability of query length with increased impression posi-
tion. It is clear from these results that reformulations can gain or lose terms
depending on its position in a session.

In Figure 2 we measured the similarity between query reformulations and
their preceding query at each impression position. In our previous analysis
we found that impression position affected query length (subject to session
length), so here we investigate if this also holds for query similarity. The main
conclusion we can draw is that the results are too variable to discern a pattern,
with no clear trend for increasing or decreasing similarity. What this tells us is
that throughout a session, queries are generally similar to their reformulations
regardless of position in the session.
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Fig. 1 Plots of the average number of terms in queries at different impression positions in
a session, for different lengths of session. The number of instances of each session length are
labeled as n in each subplot.

Nonetheless, we do expect information needs to change throughout a ses-
sion and when that happens the similarity between adjacent queries should
change. For instance, in Table 1 the average similarity scores between all ad-
jacent queries are Jaccard = 0.44 and Cosine = 0.57, but between queries 4
and 5, the shift in query intent is captured in the change in similarity scores,
calculated as Jaccard = 0.17 and Cosine = 0.29, a noticeable departure from
the average.

In Figure 3 we show that core query terms do not remain constant through-
out a session, indicating that the terms used in queries are always progressively
changing. In this instance we picked cosine similarity although we observe the
same trend for Jaccard similarity. We see that queries occurring on either side
of the ‘fixed’ query qx are the most similar but queries further away in the
session become more dissimilar. This behavior holds regardless of the position
of qx in the session. This and the previous result demonstrates one of the key
motivations of our methodology, that there does not exist a set of ‘core’ terms
that represent the user’s information need throughout the session, instead, the
query and its core terms evolve as the user’s information need changes. Queries
at the start of a session can be very different from those at the end, and as
such, term retention and removal are useful locally with adjacent queries but
less so across the whole session.
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5 Term Addition

So far we’ve found that on average 63% of the terms in query reformulations
can be explained by the retained or removed term actions, leaving 37% of
terms unaccounted for. In this section we investigate the addition term action
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which is applicable to added terms an+1 which are terms added from qn to qn+1

i.e. An+1 = Qn+1\Qn. Whereas before we analyzed the similarity of the query
reformulation against query terms tn, in this section we measure the similarity
against terms from each of the term sources found in the impression.

When we compare different term sources with an+1 we run into problems
caused by term source length. For instance, the Jaccard similarity is sensi-
tive to the size of the sets it compares, comparing with a larger set leads to
lower similarity, making comparisons between different term sources biased.
Additionally, in our studies so far we have been comparing the small number
of terms found in queries, where we can consider every term important. Con-
versely, our term sources can contain hundreds of terms, only a few of which
may match the added terms. We counteract these problems in two ways: first
we use TFIDF scores (Sparck Jones, 1988) instead of term frequencies in our
Cosine similarity measure which helps us match on those added terms that are
important to the term source. Thus, from this point on any term vectors −→a re-
fer instead to the TFIDF vector. Secondly, we measure BM25 (Robertson and
Zaragoza, 2009) (with typical parameter settings k1 = 1.2 and b = 0.75) which
is designed to find the similarity of queries consisting of few terms against doc-
uments with many terms, and is robust to differing document length. When
we use these measures, we treat the collection of all instances of that term
source as the document collection for IDF and average document length, for
example, the collection of all snippets in the dataset when comparing against
a snippet term source.

5.1 Snippet Analysis

We start by considering the snippets found in an impression. A query qn may
have up to M ranked snippets sn(k) where s is the snippet and k is its rank
1 ≤ k ≤ M . In our dataset we join the snippet title onto the snippet under
the assumption that anyone reading the snippet has also read its title.

In our first study we look at the similarity of snippets sn against added
terms an+1 at different rank positions. A natural hypothesis based on eye
tracking studies Granka et al (2004) is the concept of rank bias, that search
results ranked at the top have a higher chance of being observed, thus, they
should be more similar to terms added to the next query than lower ranked,
potentially unobserved snippets.

In Table 4 we average similarity scores for each snippet sn(k) from rank 1
to rank k in the impression. Under the assumption given by the Examination
Hypothesis model (Craswell et al, 2008) that users examine all snippets in
order from the top of the search results to the bottom, we average over all

snippets up until rank k, not just the snippet at that rank. Our results show
that across metrics the similarity peaks at rank positions 2 and 3 before drop-
ping with each rank. The similar lengths of snippets at each rank allows us to
rule out a term source length bias. Curiously, the highest ranked snippet on
its own does not have the highest similarity to added terms. The implication
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Table 4 Average similarity scores between added terms an+1 and snippets sn up to rank k

in an impression. For example, if k = 3, then the score is the average over sn(1), sn(2) and
sn(3). Maximum values for each similarity measure are in bold.

k

1 2 3 4 5
Jaccard(An+1, Sn(k)) 0.00531 0.00536 0.00529 0.00507 0.00494

Cosine(−−−→an+1,
−−−→
sn(k)) 0.0184 0.0197 0.0195 0.0187 0.0185

BM25(an+1 , sn(k)) 0.704 0.756 0.758 0.737 0.728
# terms in sn(k) 48.3 48.8 49.9 50.2 50.3

Table 5 Average similarity scores between added terms an+1 and snippets sn up to and
around rank LC in an impression, as well as all snippets. Maximum values for each similarity
measure are in bold.

k

LC − 1 LC LC + 1 LC + 2 M

Jaccard(An+1, Sn(k)) 0.00440 0.00446 0.00450 0.00458 0.00465

Cosine(−−−→an+1,
−−−→
sn(k)) 0.0167 0.0171 0.0172 0.0174 0.0175

BM25(an+1 , sn(k)) 0.656 0.671 0.676 0.682 0.688

# terms in sn(k) 51.0 51.0 51.0 50.9 50.4

here is that terms used in query reformulations have a higher chance of being
found in the top 2 or 3 ranked snippets and that users don’t just consider the
top ranked snippet on its own. We note that the examining of the top 2 or 3
search results is consistent with eye tracking observations.

From click model research we can also make the assumption that if we
observe a click in an impression, then the user has examined all snippets up
until that rank. Let us denote LC as the rank of the Last Click in an impression
(that is, the lowest ranked clicked document). In our next study we observe
whether similarity change occurs at rank LC and for the snippets ranked above
and below it, akin to the ‘Click > No-Click Next’ strategy and its variants
outlined by Joachims et al (2005). If an impression didn’t contain a click, then
we included all snippets in the impression, our results are in Table 5.

We may have expected a decrease in similarity following rank LC, owing to
the hypothesis that a user does not examine documents ranked lower than the
last click. In our experiment we find this is not the case, recording a higher
similarity score when considering all snippets in an impression rather than
just up until the last clicked. A difference between our session search setting
and that typically modeled with click models is that in our case, even after
a document has been clicked, we know that the user returned to the set of
search results in order to issue a reformulation. Conventional click models do
not take into account multiple queries in a search session. As such, in our
case it is likely that the user continued to examine snippets after the last
click, before abandoning the query and issuing a reformulation, leading to our
observed results. Also, by comparing these results with those in Table 4 we see
that the top ranked 2-3 snippets are still more likely to contain added terms.

These inferences can be observed in our example session in Table 1. For
queries q5 =‘gun violence us’ and q6 =‘law center to prevent gun violence’,
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Table 6 Average similarity of added terms with click-based variations of the snippet and
document term sources and also the full preceding impression (i) and all previous impressions
(h). Bold scores indicate a statistically significant (p < 0.01 under Welch’s t-test) difference
from non-clicked and ‘All’ variants of the term source.

Term Source # terms Jaccard Cosine BM25
All Snippets (s(M)) 50.4 0.00465 0.0175 0.688

Clicked Snippets (cs) 50.1 0.00752 0.0289 1.100

Non-Clicked Snippets (ncs) 50.5 0.00445 0.0167 0.660
All Documents (ad) 808.8 0.00131 0.0251 5.612

Clicked Documents (cd) 974.2 0.00171 0.0398 8.207

Non-Clicked Documents (ncd) 796.4 0.00128 0.0240 5.417
Impression (i) 8127.2 0.00067 0.0381 3.535
Historical (h) 19802.9 0.00052 0.0568 4.370

which we’ve already noted for its shift in query intent, we observe the added
term ‘center’ in the snippet at rank 3, which has the last (and only) click-
through. This is in line with our findings on top ranked snippets in Table 4 and
corroborates our last click hypothesis. Yet, at ranks 7 and 8 we see instances
of the added term ‘prevent’, suggesting that in this case the user examined
snippets beyond the one that was clicked.

5.2 Term Sources

So far we have investigated the effect of impression and rank position on
similarity and introduced clicks into our last experiment. Here we directly use
clicks to further distinguish between the two distinct sources of added terms in
an impression, snippets and documents. This allows us to split an impression
into three term sources:

Non-Clicked Snippets (ncs) Snippets without a clickthrough.
Clicked Snippets (cs) Snippets with a clickthrough.
Clicked Documents (cd) Documents with a clickthrough

We note that the combination of nc and cs gives us all snippets in the
impression i.e. (

⋃
CS) ∪ (

⋃
NCS) = S(M). We can now consider impression

terms as belonging to one or more of the described term sources and start to
evaluate how effective they are at providing added terms for query reformula-
tions. Our reasoning for incorporating clicks into the term source definitions
is that implicit user feedback is an indicator of the relevance of the terms
contained in the source and the user’s behavior at that point in the session.

Table 6 contains the results of our similarity analysis over different term
sources and their variations with added terms. We compared clicked snippets
and documents (cs and cd) with their non-clicked counterparts (ncs and ncd)
and also against both combined (s(M) and ad). We see in both cases statisti-
cally significant increases in similarity when considering clicks, a clear indicator
that clicked snippets and documents are a source of terms used in query refor-
mulations. Clicked documents score higher for the length normalized metrics
Cosine and BM25 (the score is lower for the length biased Jaccard measure),
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indicating the importance of clicked documents. We measured the similarity of
non-clicked documents in order to provide comparison with clicked documents,
but ultimately we do not consider them as a term source. This is because we
cannot know if the user has been exposed to them during the session, although
it is feasible that the user has encountered the document before or was satisfied
by the non-clicked snippet itself.

We also measured the similarity with all terms found in the impression,
where I = S(M)+CD (not including the query). We find that differentiating
an impression into click based term sources does lead to improved similarity
scores. Taking this further, we also measured against historical impressions,
i.e. all impression terms that occur earlier in the session up to and including
the current impression Hn =

⋃n

j=1
Ij , to test the assumption that users ob-

tain terms not just from the preceding impression but also those encountered
earlier. For instance, in our example in Table 1, the term ‘current’ from q3 is
not found in the preceding impression for q2, whereas it occurs 3 times in the
snippet at rank 3 of q1. We do see an increase in similarity scores over the his-
torical impression terms and values that are comparable with the other term
sources, suggesting that terms can be sourced from earlier in the session. In
this work we define our term sources based only on the preceding impression,
but using earlier impressions could prove an interesting extension.

5.3 Dwell Time

From Table 6 we see that clicked documents have substantially more terms
than snippets. A central argument of our methodology is that users choose
reformulation terms that they have been exposed to from term sources, hence,
in order to come across terms in a long document, time must be spent reading
it. Our dataset records the dwell time of each clicked document, which is an
indicator of reading time.

We find that the average dwell time is 35.3 seconds before users return
to the set of search results. This is similar to the 30 second threshold used
in other IR research as a marker for a satisfactorily (SAT) clicked document
(White and Drucker, 2007). SAT clicks are often used as a replacement for
relevance judgments in the absence of human assessors, usually on large query
logs. We find that a dwell time threshold of 30 seconds differentiates 40% of
the clicked documents.

To test whether dwell time should be considered a feature in our method-
ology, we measured the similarity of clicked documents against added terms
at a range of different dwell time thresholds. Figure 4 displays the results for
Cosine similarity, the other measures reported similar findings. Whilst we do
observe a slight increase in similarity with dwell time threshold, the results
are too variable to be able to draw any conclusions. In particular, the SAT
click threshold does not appear to offer any clear indicator of improvement.
Our findings are supported by recent research that argues that this single
value cannot capture the complexities of reading behavior and user satisfac-
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Fig. 4 Average Cosine similarity of added terms with clicked documents at different dwell
time threshold levels.

tion (Kim et al, 2014). As such, we do not consider dwell time as a feature
in our methodology and instead use all clicked documents as a term source
collectively.

6 Term Scenario Analysis

Our term-based methodology has given us insight into the circumstances where
terms are retained, removed or added to query reformulations. Use of the
similarity measures has helped us define the three term sources, based on user
interactions, that influence the terms added to the next query in a session.
In this section, we extend our methodology to measure how effective query
reformulations are under different circumstances. We do this by defining 8
user behavior scenarios based on the combination of term sources, which can
help interpret our results and understand user motivations.

6.1 Query and Added Term Scenarios

We first focus on the query terms tn and whether the term actions retention

or removal are usually applied to them by the user. To expand on the limited
information available to us on the terms in the query, we can look for occur-
rences of the term in the impression. More specifically, the three term sources
ncs, cs and cd. tn can belong to any combination of term sources, including
all or none, giving 8 query term scenarios. Each combination of term source
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Table 7 Overall average clicks, non-clicks and documents per impression and overall num-
ber of query and added term scenarios.

# ranked documents 10.5
# clicks 0.626

# non-clicks 9.87
# query term scenarios 7621
# added term scenarios 2981

Table 8 Scenario number definitions, occurrence % for query and added term scenarios
and average number of ranked documents and clicks for each scenario.

Scenario
t ∈ Query term scenarios Added term scenarios

ncs cs cd % # Docs # Clicks % # Docs # Clicks
1 False False False 9.95 8.64 0.27 57.0 10.2 0.38
2 False False True 0.35 11.1 1.89 7.85 10.4 1.86
3 False True False 0.05 3.50 1.25 0.20 7.00 1.00
4 False True True 0.68 10.2 2.27 2.01 11.0 2.17
5 True False False 60.2 10.5 0.06 24.2 10.8 0.15
6 True False True 2.27 10.6 1.41 4.43 10.4 1.46
7 True True False 0.42 11.7 0.94 0.07 10.0 0.50
8 True True True 26.1 10.9 1.70 4.26 11.7 1.91

defines a scenario and we give a full index of scenario number definitions in
Table 8.

In our previous analysis we were able to make inferences on terms based on
which term source they originated from. With the expansion of 3 term sources
to 8 scenarios we can now make more interesting observations. For instance,
in the first query in our example (Table 1), the terms ‘gun’ and ‘control’
both belong to scenario 8 (they appear in non-clicked and clicked snippets
and also clicked documents) and they are retained in the query reformulation.
Conversely, the term ‘opinions’ is only found in non-clicked snippets (scenario
5) and is subsequently removed. An inference we can make here is that finding
query terms in clicked snippets and documents is a strong indicator that the
term will be kept, whereas query terms that only appear in non-clicked snippets
are more likely to be removed.

We also assign added terms to the same scenarios in Table 8. Given that the
purpose of our methodology is to understand when terms from the previous
impression (including query) will be used in the reformulation, we appreciate
that a real search system would not have access to added terms in order to
assign them to scenarios. Nonetheless, by analyzing these terms in the same
way as query terms, we gain insight into which circumstances a user is likely
to add terms from the impression.

We extracted all query reformulation pairs from the dataset as before but
this time did not include test queries (the final query in each session). Test
queries do not contain rankings or relevance judgments, and thus are unsuit-
able for our evaluations in the next subsections. We assigned terms from qn
and an+1 to each scenario and give an overview of our results in Tables 7 and
8.
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In Table 8 we see that both sets of term scenarios are variably distributed.
Scenario 5, which refers to the case where terms only appear in non-clicked
snippets, is the most common scenario for query terms, comprising 60.2% of
the data. For this scenario we find that the average number of clicks is 0.06,
well below the overall average in Table 7. Thus, scenario 5 appears to be
capturing the common case where users do not click on any results, hence no
other term source matching occurs. Scenario 8 makes up a further 26.1% of
cases and represents the situation where terms appear in all term sources. We
would expect query terms to appear in snippets (either ncs or cs) and we find
that this is the case 90% of the time. Interestingly, 9.95% of query terms do
not appear in the impression at all.

We see a different distribution of scenarios for added terms, the most promi-
nent being scenario 1 at 57%. This is the case where added terms cannot be
found in the previous impression and mirrors the findings in Table 3. Scenario
5 is also common for added terms. The four scenarios with terms found in
clicked documents (2, 4, 6 and 8) make up 18.6% of the scenarios, further
evidence of clicked documents being a valuable source of added terms. There
is a noticeable difference in occurrences between query and added terms in
scenarios 2 and 4. Scenarios 3 and 7 rarely appear for both query and added
terms, this can be explained by the fact that these are the cases where terms
appear in clicked snippets but not clicked documents. Given that the snippet
is derived from the document itself, this makes it unlikely for these scenarios
to occur, and we ignore them in future analyses.

6.2 Term Actions

Query term scenarios fall into two term action categories, retained or removed.
Figure 5 shows the proportion of query terms that are retained or removed
from query reformulations for each scenario. Our first observation is that the
two most common scenarios (5 and 8) lead to high term retention rates that
are around the overall average term retention of 66%. This coincides with
our earlier finding that users generally retain terms between adjacent queries,
thus, the core terms are falling into these scenario numbers. For example, in
Table 1 the query terms ‘gun control’ both belong to scenario 8 for the first
2 queries and are retained. For queries 3 and 4 (which are identical), they
change to scenario 5 and are then subsequently removed in the next query.

Scenarios 2, 4 and 6, which capture instances of query terms appearing
in clicked documents, occur infrequently for query terms and here seem to
lead to the removal of terms. One inference is that terms appearing in clicked
documents may be removed in lieu of the user satisfying that particular search
intent. We also see low retention for query terms that are not found in the
impression at all, potentially an indication that the term was not useful in
helping the user’s search.
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Fig. 5 Proportion of query terms that are retained or removed per term scenario

Table 9 Percentage of term scenarios and term actions that led to a click in the next query

Scenario
% (Term action → Click)

Retained Removed Added
1 22.5 29.1 26.3
2 25.0 53.3 54.3
4 59.3 68.0 63.3
5 24.5 22.1 27.5
6 41.4 52.3 59.1
8 52.3 49.1 64.6

6.3 Term Scenario Evaluation

So far we’ve sought to understand the term actions retention, removal and ad-
dition without explicitly evaluating whether or not they are beneficial. Simply
determining which terms from queries and term sources are likely to appear
in a reformulation, based on user behavior in search logs, does not necessarily
mean that they will improve the search experience. These evaluations demon-
strate that our methodology is able to differentiate scenarios which may lead
to future clicks or improvements in IR metric scores.

6.3.1 Click Based Evaluation

Our first evaluation method involves observing whether the next impression in
the session contains a click, an implicit measure of success and one tied to the
user whose session we are analyzing. In this experiment, for each term scenario
we measured the proportion of times each of the three term actions (retaining,
removing or adding) led to a click in the next impression and give our results
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Table 10 Change in value for metrics NDCG, NERR and MAP from qn → qn+1 for each
term action and term scenario. Bold values indicate a statistically significant difference in
IR metric score (p < 0.05 under the Wilcoxon signed rank test).

Scenario
1 2 4 5 6 8

Retained
NDCG 0.078N −0.205H -0.120H −0.009H −0.019H -0.058H

NERR 0.080N −0.216H -0.146H −0.004H −0.024H -0.064H

MAP 0.004N -0.011H 0.010N 0.001N −0.003H -0.009H

Removed
NDCG 0.058N 0.000 −0.069H 0.006N 0.006N -0.148H

NERR 0.037N −0.024H −0.063H −0.015H 0.017N -0.140H

MAP 0.005N −0.004H 0.000 -0.003H 0.001N -0.010H

Added
NDCG −0.025H -0.127H −0.051H −0.023H −0.046H −0.091H
NERR -0.019H -0.123H −0.082H −0.020H −0.052H -0.073H

MAP -0.007H -0.007H 0.002N 0.000 −0.006H −0.006H

in Table 9. Firstly, we find that all term actions in scenarios 1 and 5 (where
terms are not found in clicked snippets or documents) are less likely to lead
to a click. When clicked documents are taken into account (scenarios 2, 4, 6
and 8) the likelihood of a click in the next query is much higher. In particular,
for scenarios 2 and 4 clicks were more likely after removing query terms then
retaining them, a result mirroring what we found in Figure 5. Terms added
from clicked documents and snippets were also highly likely to result in a click.

6.3.2 IR Metric Based Evaluation

Whilst clicks are important implicit signals of relevance, we can also make use
of the TREC Session Track relevance judgments to evaluate the effectiveness
of term actions. The majority of sessions in the dataset are linked to topics,
for which documents have been assessed for relevance by human assessors on
a scale from 0 to 4. For each impression in the data set we calculated the Nor-
malized Expected Reciprocal Rank at rank position 10 (NERR), Normalized
Discounted Cumulative Gain at position 10 (NDCG) and the Mean Average
Precision (MAP). These metrics are widely used and well regarded in the IR
community and the cutoff point at rank 10 was chosen in order to evaluate
the quality of results in a typical impression. NERR is a metric that rewards
displaying a highly relevant document at a high rank, NDCG measures the
quality of the retrieved documents and their order and MAP balances preci-
sion and recall.

We measured the difference in scores for each of the metrics calculated for
the rankings of qn and qn+1 across each scenario and term action and our
results are in Table 10. We see that when scenario 1 query terms are retained

there is a significant improvement across all IR metrics, but otherwise for the
other scenarios we see scores decreasing, significantly so for scenario 8. We also
see a similar pattern for removing terms across all scenarios. Finally, for added

terms the IR metrics decrease across all scenarios, significantly so for scenarios
1 and 2. These results indicate the existence of a general trend of decreasing
IR score for adjacent queries, and we find that when we plot the scores across
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Fig. 6 NERR@10, NDCG@10 and MAP scores for user created rankings at each impression
position.

impression positions (Figure 6) we confirm this negative trend. What we can
take from these results is that when we come across an impression which
doesn’t contain query terms, the next query is likely to be an improvement
(regardless of if the query term is retained or removed). Furthermore, in the
converse scenario where query terms appear in all term sources, the next search
ranking is likely to be worse.

We conclude on an interesting final result, where we see that when a term
is added from a clicked document only (scenario 2), it leads to rankings with
poorer IR scores. This is in spite of many of our findings that indicate that
clicked documents are a rich source of added terms, that scenario 2 commonly
occurs and that such reformulations lead to clicks 54.3% of the time. For ex-
ample, the terms ‘us government’ in Table 1 fall into scenario 2 for q1 and are
then added to q2, whose ranking leads to a click and an improvement in NERR
and NDCG, but not MAP, and then they are removed. Here, these terms rep-
resented a subtopic in the user’s overall information need that was satisfied by
their results before moving on. This result supports our argument that simply
following the query reformulation behavior of users does not necessarily lead
to improved search systems, but through understanding the interactions with
our methodology we can make more informed inferences.

7 Discussion

Our novel methodology and term-based approach to understanding query re-
formulation leads to some interesting as well as expected results. We confirm
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that a user’s query reformulation is largely made up of terms retained from
their preceding query, with the remainder made up of a mix of terms dis-
covered in the impression and externally sourced terms, although this can
fluctuate throughout a session. However, we cannot expect to find all terms in
an+1 based on what’s available in a query log because users introduce terms
based on their own cognitive processes, memory, external context or when
changing their information need. For instance, in the example in Table 1, the
final query contains the term ‘law’ that isn’t found in any of the term sources
in the previous impression and it’s clear from the table that this query is a
departure from the topic and pattern of the previous queries. In such cases,
techniques such as behavioral modeling, ontologies, contextual retrieval and
topic modeling could be used to predict new terms to add but this is beyond
the scope of this work.

This work could be extended by further breaking down an impression into
new term sources, such as snippet and document title or document components
such as headers and paragraph text. Features such as rank and impression
position or click order could be used to separate the current term sources and
increase the number of scenarios. An n-gram model would require different
similarity measures but would allow more accurate phrase matching and new
term actions (such as phrase rearrangement, splitting etc.). Term sources from
non-adjacent impressions could also help improve the overall model, and other
implicit user measures (such as mouse tracking or reading level) could prove
a good differentiator of term source similarity.

We are also aware that our analysis is restricted by the size and nature
of the TREC session track data. An ideal analysis would be conducted over
commercial query logs but these are not readily available. Also, the TREC
data is flawed in that it has been compiled by researchers and doesn’t strictly
reflect an actual user interacting with a search engine. Nonetheless, the data
does make up for these shortcomings with its rich meta-data, standardiza-
tion and availability. Our inferences on query reformulation understanding are
transferable to other areas of IR and our methodology can be readily applied
to other datasets.

Our evidence suggests that user created query reformulations are not al-
ways successful and that it may be possible to generate viable reformulations
(or suggestions) based on observing user feedback and classifying which sce-
narios terms belong to. Our intention is to use this research to build a query
suggestion agent based on a Markov Decision Process (MDP) that incorporates
our methodology, allowing us to create ranked lists of query suggestions using
the retention, removal and addition term actions. By modeling the user’s feed-
back using a Dynamic IR model (Jin et al, 2013), we can optimize the MDP
over several projected queries in the session and predict the changing queries
of the user, which will let us rank the most optimal query suggestion.
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8 Conclusion

We have introduced a methodology for interpreting query reformulation be-
havior based around the three term actions retention, removal and addition.
We directly applied our technique in an empirical analysis over TREC Session
Track Data where we analyzed the origin of terms used in query reformula-
tions. We identified the preceding query as the main source but also found that
terms located in the impression itself were an additional source. We found that
adjacent queries in session tended to be very similar but that there often isn’t
a set of core teams that are used throughout, instead the core teams change
in the session as the information need changes.

We tested our methodology on well understood findings in click model
research and found evidence of rank bias affecting reformulation behavior. We
identified three user interaction based sources of terms (and discarded another
based on dwell time) that are found in each impression and we tested from
which sources users were able to locate terms to add to query reformulations.
By matching query and impression terms in the term sources we defined a
number of possible user behavior scenarios that a term could belong to.

We measured the effectiveness of the term actions per scenario to evaluate
how good they were at not just predicting query reformulations, but effective
ones. By interpreting the behavior of the user for given scenarios and their cor-
responding effective actions, we are able to understand a user’s motivations for
retaining, removing or adding terms. As future work, we can make inferences
and predictions of evolving queries in session search leading to better query
suggestion agents, user behavior models and more accurate click log mining.
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