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Abstract Current workflow management technology
offers rich support for process-oriented coordination of
distributed teamwork. In this paper, we evaluate the
performance of an industrial workflow process where
similar tasks can be performed by various actors at
many different locations. We analyzed a large workflow
process log with state-of-the-art mining tools associated
with the ProM framework. Our analysis leads to the
conclusion that there is a positive effect on process
performance when workflow actors are geographically
close to each other. Our case study shows that the
use of workflow technology in itself is not sufficient to
level geographical barriers between team members and
that additional measures are required for a desirable
performance.
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1 Introduction

Workflow technology is considered as one of the prime
enablers for team members to work on complex tasks
while residing at different work places (Leymann and
Roller 2000; Rinderle et al. 2004). Yet, surprisingly
little is known about the extent to which workflow
technology helps organizations to execute their busi-
ness processes more efficiently and effectively, let alone
when the involved actors collaborate in a distributed
setting.

To fill the gap in knowledge on the organizational ef-
fectiveness of workflow management systems (WfMSs)
a joint research project was initiated in 2001 by Eind-
hoven University of Technology and Deloitte Consul-
tancy. The purpose of the project is to closely monitor
alarge number of organizations that implement and use
WIMSs to support their operational business processes.
The details on the set-up of this project and an overview
of its preliminary results can be found in Reijers and
van der Aalst (2005). The project, in which 10 organi-
zations are involved and over 20 business processes, is
still ongoing and is expected to be completed in 2008.
This paper builds on insights that were developed in the
context of one of the participating organizations in this
project.

The particular organization of interest is a local
Dutch municipality, which started the implementation
of the WIMS Staffware for their invoice handling
process in 2003. In the second half of 2004, they went
“live”. Through our collaboration with the municipality
we acquired access to the WEMS’s process log which
contained the registered events for 2005’s production,
covering over 12,000 completed cases in total. The
process in question involves the handling of invoices
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that the municipality receives from its contractors. As
will be explained in more detail in this paper, a quite
complicated approval procedure is in place to decide
whether invoices are to be paid. The most interesting
thing of the invoice handling process is that the collab-
orating parties are distributed over 10 different loca-
tions, all across the municipality’s geographical region.
Moreover, there are tasks which can take place in any
of these locations. After all, an invoice can pertain to
almost anything (e.g., pencils, pc’s, or furniture) and
must be checked by a responsible civil servant who can
work at the city’s fire brigade, swimming pool, theater,
or any other part. The unique characteristic of this
setting is that for each new instantiation of the process
the involved actors may be at different geographical lo-
cations while the steps they are perform from a business
perspective are the same.

The described setting provided a rare opportunity
to investigate the effect of a geographical dispersion
of workflow actors on the performance of the overall
process, by using the event logs we had access to.
Specifically, this paper’s contribution is that it gives an
empirical insight into the question whether it matters
for process performance when collaborating actors in
a business process, supported by workflow technology,
are geographically distributed. As will be explained
further on, there is a tendency to believe that workflow
technology will make it less relevant where actors ac-
tually reside physically, but this paper raises concerns
about the validity of this belief. An additional con-
tribution is that this paper provides an empirical yet
quantitative evaluation of a workflow implementation.
This type of evaluation is rather rare in the academic
discourse, but seems in much demand to test the beliefs
about the effectiveness of workflow technology.

The remainder of this paper is organized as follows.
We provide an overview of related work in Section 2.
In Section 3 we will describe our research design, in
particular the hypotheses we set out to investigate.
Then, we will describe the case study in more detail
in Section 4, along with our analysis and findings. The
paper provides a discussion of the results in Section 5,
including the limitations of our study. Finally, the
concluding remarks are given in Section 6.

2 Related work
2.1 Workflow and geography

In principle, business processes can be executed faster
and more efficiently by using a WfMS for the logistic
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management of a business process (Lawrence 1997).
WEMS vendors and market analysts claim that these
advantages materialize in practice, see e.g. (Palmer
2007; Stafftware 2000). In academic papers, various
single case studies of workflow implementations are
described and a small number of studies that involve
multiple implementations (Herrmann and Hoffmann
2005; Kueng 2000; Oba et al. 2000). Most of the studies
that explicitly consider performance established a posi-
tive effect of workflow technology, in particular in Oba
et al. (2000). However, none of these studies examined
whether the geographical distribution of actors played
any part in such performance improvement. (Note that
the architectural issues that relate to distributed work-
flow processing have been widely studied, e.g. in Grasso
et al. (1997), Vonk and Grefen (2003), Grefen et al.
(2003), Fakas and Karakostas (2004), Blake and Huhns
(2008)).

In his seminal work, Allen (1977) reported that
geographical distances between actors may indeed be
important in some contexts. In the late 1970s, Allen
undertook a project to determine how the distance
between engineers’ offices coincided with the level of
regular technical communication between them. The
results of that research, now known as the Allen Curve,
revealed that when there is more distance between
people they will communicate less frequently.

However, there is a widely felt belief that due to
the massive utilization of information and communi-
cation technologies (ICTs) the precise physical loca-
tion of individual participants will become irrelevant to
their interactions (Boutellier et al. 1998; Carmel and
Agarwal 2001). ICTs are a key enabler for the emer-
gence and sustained popularity of so-called virtual
teams, i.e. groups of geographically and organization-
ally dispersed coworkers that are assembled using
a combination of telecommunications and informa-
tion technologies to accomplish an organizational task
(Townsend et al. 2000). WEMSs too enable the fast com-
munication and collaboration between geographically
dispersed users and can therefore be expected to con-
tribute to improved interaction between them (Becker
and Vossen 1996; Sengupta and Zhao 1998; Steinfield
et al. 1999). In particular, in van der Aalst and van
Hee (2002) it is stated that “The introduction of a
WIMS lowers the physical barriers between the various
sections of an organisation”. It continues to state that
a WEMS can, for example, be used to more evenly dis-
tribute work among geographically scattered resources.
Therefore, the image that emerges from contemporary
literature on ICTs in general and workflow technol-
ogy in particular is that it has become less relevant
where people reside physically for the performance of a



Inf Syst Front (2009) 11:307-322 309
Fig. 1 Overview of the ProM Heuristic Nat Hauristic Net PNML
framework (van der Aalst Staffware Aris Graph Format Aris Graph format TPN
et al. 2007b) Flower (Aris AML Format) NatMiner fila Agna file
SAP PNML Aris PPM Instances DoT
InConcart XML Log TPN \‘ Comma Sapearatad Valuas f
h j
Log Filter =~ _ _
Plugin
User
Interface
+ Convarsion I
User Plugin I
Interaction P
s ”
; /
Visualisation
Engine

collaborative process. Concrete evidence for this belief
is yet missing.

2.2 Process mining

In this paper, process mining techniques are applied
to analyze business process execution results. Process
mining allows the discovery of knowledge based on a
process log (van der Aalst et al. 2004). Process logs,
which are provided by most process aware information
systems, records the execution of tasks in some business
processes. Process mining deals with several perspec-
tives such as the process perspective, organizational
perspective, performance perspective, etc.

To support process mining, various researchers have
developed several tools (van der Aalst et al. 2004, 2005,
2007b; van Dongen and van der Aalst 2004; Herbst
and Karagiannis 2004; IDS Scheer 2002). From these,
we will use the ProM framework to analyze process
logs. The ProM framework has been developed to sup-
port various process mining algorithms. It was designed
to easily add new algorithms and techniques into the
ProM framework by means of plug-ins (van der Aalst
et al. 2007b). A plug-in is basically the implementation
of an algorithm that is of use in some part of the process
mining area.

Figure 1 shows an overview of the framework. It
reads log files in the XML format through the Log
filter component. This component can handle large data
sets and sort the events within a case according to
their time stamps. Through the Import plug-ins a wide
variety of models can be loaded ranging from Petri
nets to logical formulae. The Mining plug-ins perform

the actual process mining. The Analysis plug-ins take a
mining result and perform a further analysis. The ProM
framework provides several analysis techniques such as
Petri-net analysis, social network analysis, performance
analysis, etc. The Conversion plug-ins can convert a
mining result into several other formats, e.g., trans-
forming an EPC into a Petri net. The Export plug-ins
can export the mined results, filtered logs, etc.

3 Research design

This section explains our research questions and de-
scribes the research method with which they are ad-
dressed. We established a research procedure as shown
in Fig. 2. The remainder of this section explains each
step in the context of our research.

Research questions This study aims to determine how
the performance of a business process is affected by the
use of a WEMS in a geographically distributed setting.
To explain our research questions, the two process
performance indicators selected to investigate should
be introduced. They are defined as follows:

—  Processing time: the time between the start of a task
and its completion,

—  Transfer time: the time between the completion of
a task and the start of a subsequently executed task

Since a WIMS takes care of delivering the right work
to the right person at the right time, the use of such
a system can be expected to result in a reduction of
process throughput times. No longer is the individual
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Fig. 2 The research procedure

worker burdened with the task to collect all relevant
information and to decide how a work package must be
routed further through an organization. When a WEMS
takes care of assigning work to actors, it is therefore
perhaps less relevant where these actors are located
geographically. When companies introduce W{MSs,
they normally perform business process re-engineering
projects. During such projects, as-is analyses are carried
out and geographical influences in the execution of
business processes are removed by standardizing its
tasks. After that, multi-functional teams that involve
business professionals, information analysts, and sys-
tem integrators, design new business processes and
implement them with WfMSs. In a WEMS, when a task
is completed, the following task is immediately assigned
to a proper actor, i.e. it is added to the worklist of
the actor regardless of his/her geographical location.
Next, it is handled by the actor. Thus, it appears so
that the introduction of workflow technology makes
geographical influences irrelevant. These ideas lead us
to the following two research questions.

— Research question 1: How is processing time af-
fected by workflow technology in terms of the
geographical location of actors?

—  Research question 2: How is the transfer time af-
fected by workflow technology in terms of the
geographical location of actors?

Making hypothesis From the research questions, the
first step is making hypothesis. Our research questions
lead to the formulation of two hypotheses:

— Hpypothesis I: The processing time of equivalent
tasks is equally distributed, despite the geographi-
cal locations in which the tasks are performed.
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— Hpypothesis 2: The transfer time between tasks
within the same geographical location is equally
distributed as the transfer time between tasks
across geographical locations.

Hypothesis 1 deals with the first research question.
For the hypothesis, we considered tasks that can be
performed in several geographical locations. We cal-
culated processing times of tasks within each location
and compared them. Hypothesis 2 addresses the second
question. In this case, we considered the pairs of tasks
that can be successively executed in the same geograph-
ical location or in different geographical locations.

Gathering process logs The next step is gathering
process logs used to examine our hypotheses. We
gathered process logs from the involved organization,
which uses the software package Staffware as its WIMS.
From its database, we extracted event logs covering
six months of operation, which seems like an adequate
time period to test our hypotheses. The more informa-
tion on the process logs are explained in Section 4.2.

Preprocessing The next step is preprocessing the logs
(Section 4.2). Since the process logs gathered were
stored in a proprietary format, we had to preprocess
the process logs. They were converted into a standard
MXML format (van der Aalst et al. 2007b).

Process log analysis with ProM After the conversion,
we analyzed the logs with the ProM framework and its
associated tools. This step consists of two phases: the
initial analysis (Section 4.2) and the further analysis
(Section 4.3). At the initial analysis, we calculated the
overall performance (i.e. execution time) of each task
and derived a process model from the entire process
logs. Then we selected target tasks for the further analy-
sis. For this further analysis, we removed irrelevant
tasks and calculated relevant processing and transfer
times.

Statistical analysis The next step is statistical analysis
(Section 4.4). We performed various statistical tests to
examine our hypotheses. Since the ProM framework
does not support statistical analysis, we generated the
data for statistical analysis from the ProM and used
Statgraphics Centurion XV for the tests.

Feedback To evaluate our research results, the analy-
sis results from the ProM and the statistical test results
were reported to the organization that provided the
logs and discussed. Finally, we gathered their feedback
(Section 5).
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4 Case study
4.1 Context

Our case study involves in the Urban Management Ser-
vice of a local municipality of 90,000 citizens, situated
in the northern part of the Netherlands. The municipal-
ity is one of the organizations that is involved in our
longitudinal study into the effectiveness of workflow
management technology (Reijers and van der Aalst
2005). In 2000, the board of the municipality decided
to implement a WEMS throughout the organization,
which encompasses some 300 people. Mainly because
of restricted budgets and some technical setbacks, it
lasted until 2004 before the first two business processes
were supported with this technology. One of these two
processes involves the handling of invoices, which is the
focus of our analysis.

Every year, the municipality deals with about 20,000
invoices that pertain to everything that the municipality
purchases. The overall process consists of 26 different
tasks and may involve almost every employee of the
Urban Management Service. After all, an important
check is whether the invoice is ‘legitimate’ in the sense
that it corresponds with an authorized purchase by
some employee, to be checked by that employee him-
self/herself. Also, various financial clerks play a role in
this process. It is important to explain here that the
municipality both has a central financial department
and various local financial departments attached to its
sectors, i.e. its divisions. The sectors are distributed over
all the geographical locations of the municipality (e.g.
the mayor’s office, the city’s swimming pool, the fire
brigade, etc.). We will now give a simplified description
of the general procedure, including labels for some of
the most important steps between brackets.

When an invoice is received, it is scanned by a mem-
ber of the municipality’s central financial department
and subsequently registered in the financial system. If
the invoice’s creditor is not yet known to the munici-
pality, a new record is created. In most cases, the scan
is legible and can be routed further to one of the various
local financial departments of the organization — in case
it is not, it is re-scanned. The next step is then that
a clerk from one of the local financial departments of
the municipality must evaluate whether the invoice is
indeed intended for this sector (ROUTEFEZ). Some-
times, it is difficult to determine for which sector an in-
voice is intended, particularly if reference information
is missing from the invoice. A case may be routed from
the local financial department of one sector to another
until it arrives at the right place. When this is so, a so-
called budget keeper — the person responsible for the

budget within a sector that is used for the purchase —
must subsequently check whether the invoice can be
approved and adds a code to the invoice that expresses
the outcome of this check (CODFCTBF). If the budget
keeper did not make the purchase himself/herself, then
he or she can decide to route the invoice to the col-
league who did. Such a colleague usually works within
the same sector, but this is not always the case. The
latter person must then check the invoice and add a
decision code too (CONTRUIF). Then, the invoice is
routed back to the local financial department of the sec-
tor where the budget keeper belongs to, where a clerk
then checks the given decision code(s) (CONTRCOD).
When the invoice has satisfactorily been dealt with,
the invoice is routed back by this clerk to the central
financial department. If the invoice amount exceeds
certain standards, further approval may be required
from a senior clerk (BEOORDSR). The senior clerk
may then even decide to have the invoice checked ad-
ditionally by the financial department head and/or the
head of the involved sector. Whether such additional
checks have been carried out or not, a clerk of the
central financial department must eventually check all
the assigned codes (FBCONCOD). The invoice is then
either paid or not by the central financial office.

What is important to stress here is that by Dutch
law, governmental bodies need to pay their invoices
within 30 days or risk financial penalties. This explains
in part why the municipality’s board was interested
to automate this process in the first place. The other
reason is the wide distribution of the various actors in
this process, which makes it difficult to control without
a WIMS.

4.2 Process log and initial analysis

This section describes the process log and some initial
process mining results. To help us better understand
the process log, we examined the overall statistics of
the process log and investigated some conventional
process mining results, such as a dotted chart analysis
and a mining of the control flow structure. These will
be addressed in more detail.

In the case study under consideration, a process
log is automatically generated by the WEMS executing
the invoice handling process. The process log gathered
from the organization was translated into a MXML
format, so that the ProM framework could import it.
A process log consists of several instances or cases,
each of which may comprise several audit trail entries.
An audit trail entry corresponds to an atomic event
such as schedule, start, or completion of a task. Each
audit trail entry records the task name, event type,
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Fig. 3 Fragment of the
example log in MXML
format

<?xml version="1.0" encoding="UTF-8"?>

<WorkflowLog xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"

xs1i:noNamespaceSchemalocation="http://is.tm.tue.nl/research/processmining/WorkflowLog.xsd">

<Source

program="Staffware"/>

<Process id="Facturen" description="none">

<ProcessInstance id="4-21334" description="none">

<AuditTrailEntry>

<WorkflowModelElement >PREREG</WorkflowModelElement >
<EventType>schedule</EventType>
<Originators>orgl</Originators>
<Timestamp>2005-07-13T13:55:00+01:00</Timestamp>

</AuditTrailEntry>

<AuditTrailEntry>

<WorkflowModelElement >PREREG</WorkflowModelElement >
<EventType>start</EventType>
<Originator>systeml</Originators>
<Timestamp>2005-07-13T13:58:00+01:00</Timestamp>

</AuditTrailEntry>

<AuditTrailEntry>

<WorkflowModelElement >PREREG</WorkflowModelElement >
<EventType>complete</EventType>
<Originatorsorgl</Originators>
<Timestamp>2005-07-13T14:01:00+01:00</Timestamp>

</AuditTrailEntrys>

actor and time stamp. Figure 3 shows the example of a
translated process log in MXML format. It is interesting
to note here that we had to develop additional code
and install it at the workflow server to record the exact
times that tasks were initiated by the involved people.
Oddly, the Staffware system only records by default the
time that a work item is made available to a group of
workers, i.e. scheduled, and the time that a work item
is completed by a particular worker. Clearly, from the
two latter types of information alone, exact processing
times cannot be determined.

The process log we analyzed covered slightly more
than 12,000 instances (completely handled invoices), as
processed by the municipality in the first half of 2005.

To have an insight in the overall events, we performed
the dotted chart analysis that shows the distribution
of events over time. Figure 4 depicts a screenshot of
the dotted chart analysis plug-in, where each row cor-
responds to one of the process instances displayed on a
time scale. In the diagram, we use the notion of relative
time, which shows the duration from the beginning of
an instance to a certain event. Thus, it indicates the case
duration of each instance. In the diagram, we can easily
recognize that process instances have more events at
their beginning stage. Many of the cases finished within
two or 3 months. More precisely, the average case
duration is 16 days. Where the shortest case took only
1.3 hours, the longest case took more than 5 months.

Fig. 4 Dotted chart analysis:
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To inspect each task duration of the process log,
we used the basic log statistics plug-in. The plug-in
evaluates the ‘start’ and ‘completion’ times for each
task in the process. This way, steps in the process that
consume much time can be detected as further analysis
candidates. Figure 5 depicts a screenshot of the graphi-
cal view on the mean time that is spent within each task.
The average durations are diverse from few hours (e.g.
BEOORDSR, CCODART, etc.) to more than a day
(e.g. CONTRCOD, CODFCTRBEF, etc.).

To see the behavior (i.e. control flow) of the process
log, we performed control flow mining, which automat-
ically derives process models from process logs. The
generated process model reflects the actual process as
observed through real process executions. Until now,
there are several process mining algorithms such as
the a-mining algorithm, heuristic mining algorithm, re-
gion mining algorithm, etc. (van der Aalst et al. 2004;
Weijters and van der Aalst 2003; van Dongen et al.
2007). In this paper, we use the heuristic mining al-
gorithm, since it can deal with noise and exceptions,
and enables users to focus on the main process flow
instead of on every detail of the behavior appearing in
the process log (Weijters and van der Aalst 2003).

The heuristic mining algorithm considers depen-
dency relations between tasks and derives a process
model using these relations. It uses a frequency based
metric which indicates how frequently there are depen-
dency relations between two tasks A and B (notation
A = B).

Let T be a set of tasks, o € T* be a workflow trace
and L € P(Tx) be a process log over T,and a,b € T:

— a >y b,ifand only if there is a trace o = t1tp13...t,_
andiel,...,n—2such that o € L and t;, = a and
liy1=Db,

— la > b| is the number of times a >; b occurs in
L (i.e., the number of times event a is directly
followed by event b),

- a=>wb=(la>wb|l—|b>wal)/(la>wb|-
b >w al + 1).

For example, if task A is directly followed by task B five
times in a log, but the reverse case occurs only once,
the value of A=W B equals 0.571(=(5—-1)/(5+1+1)).
In the definition, L can be seen as an abstraction of
the MXML format and for each task pair in the log,
= can be calculated. Subsequently, we can remove less
valued pairs by applying a certain threshold value and
construct a process model using the remaining pairs.
Figure 6 shows the process model for all cases ob-
tained using the Heuristics Miner. Note that the figure
is not intended to clearly show all the details of the
process model but to provide the reader with a basic
idea of the overall process structure. Figure 7 depicts
the flow from the ROUTEFEZ to its subsequent tasks,
which is one of the tasks in the large process model. In
the diagram, boxes correspond to tasks, the numbers
within the boxes show how often this task occurred,
and the number next to the arc indicates how strong
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the connection is. We used these diagrams to select the

task pairs that were used in our further analysis.
This section described the overall process log and

initial analysis results to give an insight for the process
logs and its process model. In the next section, we will
concentrate on the analysis for answering our research
questions.

4.3 Analysis procedure

After investigating the entire process log, we decided
to focus our attention to two specific elements. First of
all, we decided to analyze the processing times of five
specific tasks, being the most important checks as pri-
oritized by the central financial management. The five
tasks are CODFCTBF, CONTRUIF, ROUTEFEZ,
CONTRCOD, and FBCONCOD, as explained in
Section 4.1. Note that the five tasks can be performed
in several geographical locations. We left out adminis-
trative tasks like scanning, keying in data, categorizing,
archiving, etc. Secondly, we considered four pairs of
tasks where we could establish that at times they were
subsequently performed within the same geographical
unit and at other times across different units. They are
ROUTEFEZ-CODFCTBF, CODFCTBF-CONTRUIF,
CODFCTBF-CONTRCOD, and CONTRCOD-
BEOORDSR. This choice was made on the basis of
our initial analysis, as described in the previous section.

Then, we determined the processing time of each
task and the transfer time of each pair of tasks. Before
the actual mining started, the process data was filtered
to focus on the selected tasks and pairs of tasks. The
ProM framework provides several filters that enable
the removal of irrelevant information from process
logs. Figure 8 shows a ProM screenshot displaying four
different filters. The event log filter is used to extract
the events in which we are interested. In the case
of the processing time, the start event and the com-
plete event of the task (e.g. the CODFCTBF start, the
CODFCTBF end) are selected, while the complete
event of the predecessor and the start event of succes-
sor (i.e. the ROUTEFEZ complete, the CODFCTBF
start) are selected in the case of the transfer time. The
duplicate task filter is used to get rid of the duplicate
tasks within one instance. In the paper, we took into
account only the first task, even though the same task
may appear several times in a process instance. The
anonymous log filter is a customized filter used in this
case study. Since the start event in the log contains
“system” as an actor, the filter replaces it with an
actual actor who is registered in the complete event
of the same task. The last log filter is the replacement
filter which swaps an attribute with another attribute
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in the audit trail entry. In this paper, we focused not
on process actors but on geographical locations where
tasks were performed. So, we applied the replacement
filter to substitute a geographical location for an actor.

After applying the filters, we applied the perfor-
mance sequence diagram analysis plug-in. This plug-
in makes a sequence diagram from process logs and
shows performance measures such as average through-
put time, transfer time, time spent in a task, etc. A se-
quence diagram has vertical and horizontal dimensions.

Fig. 8 ProM screenshot
showing filters

P _The ProM framewoark

The vertical dimension is a time dimension and the
horizontal dimension shows classifier roles.

Figure 9 depicts the sequence diagram of transfer
time of the ROUTEFEZ-CODFCTBF pairs. In the
figure, two kinds of patterns can be distinguished: boxes
and arrows. When a transfer happens within a geo-
graphical location, it is represented as a box. If it hap-
pens between geographical locations, an arrow between
them is drawn. As shown in the figure, the transfer
times also vary according to geographical locations. For
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example, pattern 0 and pattern 1 represent a transfer
within a geographical location. Pattern 0 happens within
the third location and takes about 8 days, while pattern
1 takes place within the second location and takes about
13 days. Pattern 2 and pattern 3 represent a transfer
between geographical locations. Pattern 2 transfers a
task from the first to the second location and spends
about 4 days.

4.4 Analysis and findings

Processing time We calculated the average processing
times of all five tasks under consideration. The result
for the CODFCTBF task, which covers the largest
number of different geographical locations, is shown in
Fig. 10. The task involves the check on the legitimacy
of the invoice by the responsible budget keeper.

The figure reveals that the averages for the COD
FCTBF task differ across the various geographical lo-

o
o
I

N
i

o
I

Processing time (hours)
w
o

-
o
I

Loc.1 Loc.2 Loc.3 Loc.4 Loc.5 Loc.6 Loc.7 Loc.8 Loc.10
Geographical locations

o

Fig. 10 Average processing time of the CODFCTBF task
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cations. These averages range between the extremes of
approximately 10 hours and 53 hours. As standardized
skewness and kurtosis indicators are within the ranges
that may be expected from a normal distribution over
the locations, these differences are not extreme. Al-
though the CONTRUIF, ROUTEFEZ, CONTRCOD
and FBCONCOD tasks involve fewer geographical lo-
cations — respectively only 3, 7, 6 and 2 — the variation is
similar to the CODFCTBEF task. Because of restrictions
of space, we do not show the respective figures.

The result of the Kolmogorov—-Smirnov test enables
us to reject with a 95% reliability that processing
times within any of the tasks are normally distributed.
This violates the assumptions for most standard para-
metric tests to determine statistical differences (e.g.
ANOVA), which explains our use of the distribution-
free Kruskal-Wallis test that compares medians. For all
tasks under consideration, this test leads with a 95%
confidence to the outcome that there is a significant
difference between the processing times across various
locations.

To show the relative difference within the processing
times for a single task, we present a Box-and-Whisker
plot (also known as boxplot) for the CODFCTBF task
in Fig. 11. In the plot, the medians are shown as notches
between the lower and upper quartiles. The plot sug-
gests differences between, for example, the medians
of locations 1 and 3, locations 2 and 4, locations 5
and 10, etc.

In order to investigate whether the found differences
in processing times across the geographical locations
are structural in nature, we divide the overall log into
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Fig. 11 Box-and-Whisker plot for the CODFCTBF task

6 subsequent smaller logs of equal size and analyzed
these as well. As additional analyses confirmed the non-
normality of the processing times within all sublogs, we
again used the Kruskal-Wallis test. The result is shown
in Table 1.

The table shows that for all but the CONTRUIF
task the processing times across the locations vary
significantly at a 95% confidence level for all sublogs.
For the CONTRUIF task, this difference is only sig-
nificant for the 2nd and 3rd sublog and may not be
persistent over time. In other words, there may not
be a structural difference in effect here. We do reject
our first hypothesis as processing times for most of the
tasks under consideration tend to differ significantly,
and persistently so, across the geographical locations
where they are performed.

Transfer time For analyzing the transfer time, we
concentrate on the four pairs of tasks that we men-
tioned before. The transfer points were selected be-
cause its involved tasks either take place entirely within
the same geographical location or each of the tasks is
carried out in a different location. In the first case, we
speak of an intra transfer, as the work is transferred
between executors within the same location; in the

Table 1 The Kruskal-Wallis test result (processing time), signifi-
cant differences at a 95% confidence interval indicated with “*’

Task 1 2 3 4 5 6
CODFCTBF * * * * * *
CONTRUIF — * * — - —
ROUTEFEZ * * * * * *
CONTRCOD * * * * * *
FBCONCOD * * * * * *

second case, an inter transfer, as the executors are at
different locations.

For two of the four pairs, there are at most 50 obser-
vations of inter transfers versus thousands of observed
cases for intra transfers. This does not allow for a
meaningful comparison between the different types of
transfer. Fortunately, the other two pairs have sufficient
data to compare these transfers. Therefore, we focus on
the following two pairs:

1. from ROUTEFEZ to CODFCTBF: the initial
check by a local financial clerk whether an invoice
is intended for the sector that the clerk is attached
to, and if so, the subsequent check on the legitimacy
of the invoice by a budget keeper;

2. from CODFCTBF to CONTRCOD: the legitimacy
check by a budget keeper followed by the check of
a local financial clerk on the control code as filled
out by the budget keeper.

For these pairs, there are respectively 2125 and 1764
inter transfers and approximately three times as many
intra transfers within each category.

Application of the Kolmogorov—-Smirnov test indi-
cates that with a 95% confidence the idea can be re-
jected that transfer times for either pair are normally
distributed. This makes a test that focuses on the com-
parison of medians of the transfer times more suitable.
Figure 12 shows that for both transfer types the median
of the inter transfer time exceeds that of the intra trans-
fer time. Note that this difference is the largest in the
case of transfers from ROUTEFEZ to CODFCTBEF.

Similar as for the analysis of the processing times,
the Kruskal-Wallis test was selected to test the equality
of medians between intra and inter transfers. In the
presence of outliers, Mood’s median test was applied
as a more robust yet less powerful, additional test.
For both transfer types, the Kruskal-Wallis test shows
significant differences between intra and inter transfers
at a 95% confidence interval. At the same confidence
level, Mood’s median test only shows a significant dif-
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Fig. 12 Median transfer times at transfer points
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Fig. 13 Detail
Box-and-Whisker plots
for the transfer of work.
a From ROUTEFEZ to
CODFCTBEF. b From el
CODFCTBF

to CONTRCOD

inter transfers | —

intra transfers | |

e
transfer time (hours)

(a)

ference for the transfer of work from ROUTEFEZ to
CODFCTBF. For both transfer types, box-and-whisker
plots that show the area between the lower quartile and
upper quartile of the data values with the median in the
middle, are given in Fig. 13. Small markers (plus signs)
indicate the means for intra and inter transfer times.

So, both statistical tests point at a significant differ-
ence between the intra and inter transfer times for the
transfer of work from ROUTEFEZ to CODFCTBF,
where durations of inter transfers clearly exceed those
of intra transfer times. The approximate confidence
intervals for the medians, indicated by the notches
in the quartile bodies in the Box-and-Whisker plot,
confirm this result as they are wide apart and do not
overlap. The difference is not so apparent for work
being transferred from CODFCTBF to CONTRCOD.

Finally, to determine whether the differences be-
tween the intra and inter transfer times are of a struc-
tural nature, the complete log is split up in 6 subsequent
smaller logs of equal size. The procedure is similar as
in the case of the analysis of processing times, as de-
scribed earlier in this section. As Kolmogorov—Smirnov
tests confirmed the non-normality of the transfer times
within all sublogs, we again used the Kruskal-Wallis
test. The result is shown in Table 2.

The table shows that only for the pair ROUTEFEZ-
CODFCTBF the significant difference between intra
and inter transfers is present in al// sublogs, hinting at
a persistent nature of this difference. Therefore, we
reject our second hypothesis, as for this pair at least we
see that intra and inter transfer times vary significantly
over time.

Table 2 the Kruskal-Wallis test result (transfer time), significant
differences at a 95% confidence interval indicated with ‘*’

Task pair 1 2 3 4 5 6
From ROUTEFEZ to CODFCTBF  * * % % % %
From CODFCTBF to CONTRCOD — * * — % %
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transfer time (hours)
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5 Discussion
5.1 Summary of findings

We rejected our hypotheses that suppose that workflow
technology takes away geographical barriers (Hypothe-
ses 1 and 2). With respect to the first part, our analysis
shows significant differences between processing times
of equivalent tasks across different geographical loca-
tions; significant differences between intra and inter
transfer times are also found.

5.2 Evaluation

We gathered feedback on the found results from a team
of the involved municipality, which included the finan-
cial manager, functional administrator of the workflow
system, a systems integrator responsible for technical
modifications, and a budget-keeper/executor. We had
a one-and-a-half hour meeting with them in the city
town-hall, where we presented and discussed the re-
sults, followed-up by several e-mail contacts and phone
conversations.

No satisfactory explanation could be found for the
surprising differences in processing times (Hypoth-
esis 1), as the team members once more confirmed
that the tasks are intended to be strictly equivalent
across the various locations. Differences in local skills
and perhaps informal norms may contribute to the
difference. This may be in line with research in the
tradition of social ecology (Barker 1968). It positions
that different social settings, such as offices and meeting
rooms, are associated with different behavioral norms,
mental schemas, and even scripts that sharply affect
the way people act and the expectations they have of
others.

After considerable deliberation, a likely explanation
was found for the difference in transfer times (Hypoth-
esis 2). Within the municipality, local financial clerks
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are provided with reports on “open” invoices. These
can be used to urge budget keepers to check the in-
voices that are with them for some time. The team
from the municipality suspects that this encouragement
is done more frequently and more persuasively in set-
tings where the clerks and budget keepers are in the
same location, which may well explain the distinctive
difference between transfer times from ROUTEFEZ
and CODFCTBF.

But even if the encounters between financial clerks
and budget keepers are not explicitly planned, the
effect of spontaneous communication between them
are perhaps better not underestimated. After all, it
is logical that spontaneous encounters will take place
more frequently when people reside in the same build-
ing. With spontaneous casual communication, people
can learn, informally, how one anothers work is going,
anticipate each others strengths and failings, monitor
group progress, coordinate their actions, do favors
for one another, and come to the rescue at the last
minute when things go wrong (Davenport 1994). But,
as has been pointed out in other contexts before (Kraut
et al. 2002), physical separation drastically reduces the
likelihood of voluntary work collaboration.

5.3 Limitations

Clearly, this study is carried out within the setting of a
single organization, so the usual limitations apply with
respect to generalizing its results. A particular difficulty
in gathering more general support for our findings will
be to find a setting for replicating our case study. In
our opinion, it is a rare phenomenon in business that
actors involved in a workflow process within the same
cultural and organizational bounds can be at different
geographical locations, while the steps they perform
are exactly the same from a business perspective. Also,
because of the nature of the informal interactions that
we suggested to be of influence in our case, it will
be near to impossible to emulate such a situation in
a laboratory setting. These factors also influence the
falsifiability of our findings.

A more specific concern could be raised about the
validity of reasoning over process performance, as we
strongly focused on the analysis of an automatically
generated process log. Obviously, process logs are by
no means a full representation of what is going on
in an organization. However, for the reported case
it seems likely that the recorded events follow actual
work execution quite closely, as confirmed by the team
of the municipality. In another part of the larger re-
search project we are involved in (see Reijers and
van der Aalst 2005), we have seen an implementation

where people worked around the workflow system on
a wide scale, e.g. using the workflow system in batch
mode to check out work that was completed manually
much earlier. In such a case, it would be much more
dubious to draw conclusions of the kind we did. The
patterns in the even logs that hinted at such anomalous
behavior, i.e., (1) extremely short processing times and
(2) many “bursts” of task completions followed by
relatively long periods of inactivity, were not present
in the analyzed log.

A final limitation that needs to be mentioned is that
only a restricted period (half a year) was used as a time
window for the evaluation of the invoice handling’s
process performance. We attempted to counter this
issue with carrying out our analyses on the level of sub-
logs as well, but we cannot rule out entirely that we
have witnessed a temporal effect. Yet, team members
of the municipality could not indicate factors that made
this period distinctly different from other periods of
operation.

5.4 Implications for practical use

This study shows that geographical proximity of work-
ers favors their interaction, as was already suggested by
the work of Allen (1977). The most important implica-
tion for practice is that workflow technology should not
be assumed to level all geographical barriers between
people just by itself. While effective to coordinate
work between distributed actors, workflow technology
cannot replace the communication patterns that arise
relatively easily between people who are close to each
other.

As a spin-off from this insight, organizations may
want to reconsider the assignment procedures applied
by their WIMSs to improve process performance. If
there is freedom of choice between several available
agents for executing a work step for a particular case,
it seems sensible that the resource is preferred that is
geographically closest to the previous agents that have
been involved in handling that particular case. This
heuristic would be a variation of the “case assignment”
best practice, as described in Reijers and Liman Mansar
(2005). The expected effect will be that chances in-
crease that communication between agents that are
geographically close helps to improve the smooth
execution of cases they are jointly responsible for.

On a more general level, our study may be inter-
preted as a caution against hasty decisions to outsource
parts of business processes, as mostly motivated from
expected efficiency gains. It is a well-known insight
that quality of communication is a major determinant
in trust and business understanding in outsourcing
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contexts (Lee and Kim 1999). Also, it has been noted
in the context of virtual teams that under circumstances
of multiple cultures and lack of a common language,
consistent communication becomes even more impor-
tant, especially given distributed constraints, e.g., gen-
eral inability to meet face to face or even at the same
time (Qureshi et al. 2006). So, if geographical distance
between the actors from our study within the same
municipality has such a profound effect on process per-
formance, what would that imply for the performance
of actors in a collaborative process distributed over a
geographically much larger scale? Assuming all other
circumstances equal, it seems difficult to argue that
effects will be less pronounced that we encountered.

6 Conclusions

WIMSs are supposed to efficiently and effectively sup-
port actors in the collaborative business processes they
are involved in regardless of their geographical location.
In this paper, we critically evaluated this idea through
a study into the performance of a WEMS in a concrete
organizational context. We analyzed a large workflow
process log with the ProM framework and its associated
tools and found that the geographical location of actors
and the distance between them were major distinguish-
ing factors in process performance. The feedback from
the organization brought a partial explanation for this
phenomenon: People are more inclined to urge others
to complete their work when they are geographically
close to each other. Also, the positive effects of sponta-
neous interactions between collocated workers may be
at work here.

Our paper contributes to a better understanding of
collaboration processes that are distributed over var-
ious geographical locations. Its outcomes are at odds
with a widely held belief that technology is effective
and sufficient to have distributed performers work to-
gether without repercussions on the effectiveness of
the process as a whole. A more specific contribution
is that our work adds to the only marginal collec-
tion of empirical, quantitative evaluations of workflow
management technology. Finally, the analysis in this
paper once more demonstrates the feasibility of process
mining techniques in evaluating current situations or
answering managerial questions related to process en-
actment. The interested reader is referred to our earlier
work in this field, e.g. in the setting of a public works
department (van der Aalst et al. 2007a).

In future work, we plan to repeat our analysis with
logs from other organizations, taking into account other
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potential factors affecting performance (e.g. organiza-
tional hierarchy). It would be highly desirable to find
organizations with highly distributed actors for reasons
of comparison and we invite them to contact us to coop-
erate. Also, we are currently finalizing the longitudinal
study we mentioned in the introduction in this paper
to come up with a broader perspective on performance
gains (or losses) through the application of workflow
technology.

Another, much more ambitious line of research
would extend to the analysis and design of those lo-
cal conditions that favor a desirable performance pat-
tern in a distributed collaborative process. Clearly, this
is a many-faceted research line, where insights from
the social ecology tradition (Barker 1968), experiences
with virtual teams (Maznevski and Chudoba 2000),
and the influences of physical space on human interac-
tion (Allen 1977) are only some of the relevant starting
points that can be imagined.
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