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Abstract

With the rise in cases of COVID-19, a bizarre situation of pressure was mounted on each country to make arrangements to control
the population and utilize the available resources appropriately. The swiftly rising of positive cases globally created panic,
anxiety and depression among people. The effect of this deadly disease was found to be directly proportional to the physical
and mental health of the population. As of 28 October 2020, more than 40 million people are tested positive and more than 1
million deaths have been recorded. The most dominant tool that disturbed human life during this time is social media. The tweets
regarding COVID-19, whether it was a number of positive cases or deaths, induced a wave of fear and anxiety among people
living in different parts of the world. Nobody can deny the truth that social media is everywhere and everybody is connected with
it directly or indirectly. This offers an opportunity for researchers and data scientists to access the data for academic and research
use. The social media data contains many data that relate to real-life events like COVID-19. In this paper, an analysis of Twitter
data has been done through the R programming language. We have collected the Twitter data based on hashtag keywords,
including COVID-19, coronavirus, deaths, new case, recovered. In this study, we have designed an algorithm called Hybrid
Heterogeneous Support Vector Machine (H-SVM) and performed the sentiment classification and classified them positive,
negative and neutral sentiment scores. We have also compared the performance of the proposed algorithm on certain parameters
like precision, recall, F1 score and accuracy with Recurrent Neural Network (RNN) and Support Vector Machine (SVM).

Keywords COVID-19 - Sentimentanalysis - Twitter - Recurrent neural network (RCN) - Heterogeneous Euclidean overlap metric
(H-EOM) - Hybrid heterogeneous support vector machine (H-SVM)

1 Introduction

The world is passing through a very difficult situation due to
the spread of the coronavirus. People all over the world are
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losing their life due to the COVID-19 pandemic. This disease
has brought exceptional impacts on people both explicitly and
implicitly manners. The infection and death rate due to coro-
navirus is increasing day-by-day. Finally, on 11 March 2020,
the WHO Director-General Dr. Tedros Adhanom
Ghebreyesus announced the outbreak as a pandemic (WHO,
2020). The word “pandemic” is the outspread situation of a
disease that outbreaks suddenly and engulfs a geographical
region such as a country or the whole world (Singhal, 2020).
Some of the diseases like cholera, bubonic plague, smallpox,
and influenza are declared COVID-19 as pandemic and are
the major killers in history. The smallpox disease has killed
over 300-500 million people worldwide in its 12,000-year of
existence. The unending COVID-19 pandemic is one of the
major crises of modern times. COVID-19 is merely an infec-
tious disease transmitted via contact or through cough, sneeze,
or talk to the infected person (Nishiura et al., 2020). It is now
considered a new source of stress, depression, and anxiety for
people due to ambiguous information circulated over social
media. The false information related to COVID-19 over social
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media directly affects the mental health of a person. Those
diagnosed as positive died because of the fear produced by
the bogus information generated by social media. To control
the spread of this disease, the government has framed new
policies (stay home and social distancing) and imposed re-
strictions on the movement of people. In this situation, the
internet is the primary means to get in touch with the rest of
the world. The increase in using the internet during coronavi-
rus is graphically shown in Fig. 1. Individuals are fully depen-
dent on the internet, like work from home, and everybody
looks at the content regarding coronavirus that circulates on
social media.

Social media has great importance in individuals’ life and
connects people to the rest of the world. It is not possible for a
person to work without accessing social media to cover all the
updates, news like coronavirus updates, stock market updates,
and some other things (Richey et al. (2018). Nowadays, peo-
ple depend more on posts and tweets shared over social net-
working sites like Instagram, Facebook, and Twitter. It is pre-
dicted that posts shared on social media should direct people
to receive authentic and foolproof information. But in most
cases, the information led the people towards wrong decisions
like COVID-19 information circulated over social media
(Imran et al., 2020). While seeing the posts related to corona-
virus, it is found that it has misled people by posting false data
and figures.

The coronavirus had already disturbed people mentally;
now, the opinions and tweets on COVID-19 prove alarming
and a root of apprehension that needs to be highlighted to deal
with disingenuous information from multiple resources. The
main focus of this paper is that people should refrain from
posting data over social media as they may generally cripple
the impact at some point in emergencies. People must take the
responsibility of sharing those data, which proves fruitful for
the general public. Agencies should place fact-checkers to

Fig. 1 Global Internet users in the
World 2020 distribution by world
regions (Source: https://www.
broadbandsearch.net/blog/
internet-statistics)
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block false information from circulation over the internet
(Alamoodi et al., 2020; Sanders et al., 2020).

In this paper, the study of sentiment analysis has been car-
ried out through the tweets generated within the time period of
COVID-19through the R programming language. We have
collected the Twitter data based on hashtag keywords, includ-
ing COVID-19, coronavirus, deaths, new case, recovered. We
performed the sentiment classification using Recurrent Neural
Network (RNN) and Support Vector Machine (SVM) and
classified them as positive, negative and neutral sentiment
scores.

2 Related Works

Balahur (2013) analyzes Twitter datasets using supervised
machine learning methods like support vector machines,
unigram, and bigram. The results generated by deploying
these techniques over Twitter data clearly specified that
unigram and bigram methods outshine support vector
machines. The results include unique tags, modifiers and
emotive words that are used to enhance the performance
rating of emotions. Jiangiang et al. (2018) presented a word
embedding approach that used unsupervised learning as a ba-
se. In this proposed method, hidden contextual semantic rela-
tionships and characterization between words and tweets are
used. The embedded words are combined with the character-
istics of n-gram and mood polarity score to form a set of
emotional features and incorporated into a deep convolutional
neural network.

Ortis et al. (2018) introduced a multimodal embedding
space method that performed an analysis of multiple sets of
images and extorted text from them. The model used a support
vector machine on the text properties and examined the emo-
tions from the images. By applying multiple-output support
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vector regression and multiple-input multiple-output ap-
proach, Han et al. (2020) have proposed a new multi-step time
series prediction model. Also, they have conducted a compar-
ative analysis of three primary prediction models in their
work. The model was validated with both the simulated and
real-world datasets. The quantitative and thorough appraisals
were conducted based on expectation accuracy and computa-
tional expense. For the prediction of time series data, different
data analysis techniques were applied in different studies in
the literature, Baboota and Kaur (2019), Kaur, et al. (2018).

An optimized monthly streamflow time series prediction
model was designed by considering different data analysis
techniques by Yu et al. (2020). In the first stage of the pro-
posed model, phase space reconstruction was conducted by
applying the Correlation integral and False Nearest
Neighbours (FNN) method. For the comparison purpose, the
result is compared with four types of models. k-nearest neigh-
bors (KNN) model was performing better than other models
and in case of superiority, the Autoregressive Moving
Average (ARMA) model was giving a better result. Authors
have also used the moving average of streamflow time series
data as input to the ANN model. Leskovec (2011) in his study
investigated the techniques for analyzing, modeling and opti-
mizing social media. In this paper, a series of steps, how to
gather social media data, analyze the data and build prediction
models for data analysis. The methods for monitoring the flow
of emotions over the network and polarization development
are discussed within this paper.

Mikolov et al. (2010) deployed Recurrent Neural Networks
with statistical language modeling to forecast the upcoming
word within the textual data. The experimental study showed
a decent fall in the word error rate. Mikolov et al. (2011)
presented a recurrent neural network language model (RNN
LM) and observed that it outshines other language processing
modeling methods. The training and testing phases of the
proposed RNN model are 15-fold faster and accurate
concerning other language modeling techniques. Nallapati
etal. (2017) proposed an interpretable neural sequence model
based on Recurrent Neural Networks, used to extract words
from documents. The experimental results demonstrated that
the proposed model outshines the other state-of-the-art deep
learning models. Liu et al. (2016) introduced a multi-tasking
learning approach that works on the principle of recurrent
neural networks. The authors have proposed three different
techniques for information shearing to represent model text
used to perform a specific task and constitute a number of
layers that work on shearing the same set of protocols. The
presented model can enhance the text classification while
using additional interrelated responsibilities.

Arras et al. (2017) introduced an effective approach to ex-
tend the concept of the Layer-wise Relevance Propagation
(LRP) process with respect to recurring frameworks like
Long Short Term Memory (LSTM) by using multiplicative

interactions via the application of an extended version of LRP.
The emotional sentiments within a sentence were predicted by
using the LSTM model to check the relevance of the output in
reference to the number of sentiments within a sentence. The
experimental results also demonstrated whether the decision
of'the classifier is relevant to a particular class or against it and
how these classifiers execute well against the gradient-based
decomposition. A lexicon-based classification system has
been proposed by Muhammad et al. (2016), where contextual
grasp approaches are incorporated by means of the global and
local context. The authors’ have also introduced a hybridized
approach for general-purpose lexicon, sentiwordnet, having
genre-specific vocabulary.

The social media platform like Facebook, Instagram, and
Twitter plays a key role in generating data and circulating
content within no time. In the circulation of content related
to a particular subject, there is a decent increase in the number
of hate speeches. To filter these types of speeches Schmidt and
Wiegand (2017) proposed a filtering tool for natural language
processing. The output predicted that character-level methods
are better than token-level approaches. The authors’ in the
presented methodology showed that a lexical list of resources
could be helpful in ranking in combination with others.
Pandey et al. (2017) proposed a novel metaheuristic approach
on the basis of cuckoo and K- means searching strategies. In
this method, the best possible cluster heads are found based on
the content of the sentimental subject taken from the Twitter
dataset.

Wang and Li (2015) modified the text classification
methods to predict motions for sentiment analysis for the im-
age data. Their strategy confirmed that textual and visual fea-
tures for tagging emotions within an image are unsatisfactory
for the prediction. The authors’ have carried out the experi-
mental results over two datasets and demonstrated that the
proposed approach enhances the accuracy with respect to
state-of-the-art methods. Xu et al. (2019) presented a novel
Hierarchical Deep Fusion (HDF) method for emotional anal-
ysis. In the proposed model, the relationship among the fea-
tures of images, text and sentimental content has been ana-
lyzed. The authors’ have used three-level Hierarchal Long
Short Term Memory (H-LSTM) to combine visual content
with textual content in order to explore the inter-modal asso-
ciation of text and image at different levels.

3 Methodology

As the coronavirus cases are increasing exponentially, re-
searchers and medical experts are in a race to develop novel
rapid point-of-care diagnostics to manage the spreading of this
disease. The situation became so worse that individuals won-
dered and deluged with fear and anxiety about what will come
next. It gave rise to a wave of panic and uneasiness, and
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people found helpless making the situation even worse.
Unpredictability and restlessness go hand-in-hand. Many
real-life facts that people want to know when this deadly dis-
ease will be over, when the vaccine will be available, or when
schools will reopen, or when it will be safe to visit nears and
dears. While COVID-19 may create anxiety and depression,
the internet can be the only source available for the public to
release the anxiety to some level. However, circulating false
information over the internet makes them more anxious and
distressed.

3.1 Social Media Vs. Misleading Information

Even if COVID-19 may occur once in a lifetime, the practice
of dealing with such situations is still essential. However,
some countries have successfully managed the outbreak,
while some other countries have broken down badly to handle
the given situation. The era we live in makes it unacceptable
that social media has an important role in our lives. Social
media is everywhere and everybody is connected with it di-
rectly or indirectly. In this pandemic situation, the government
has framed new policies (stay home and social distancing) and
imposed restrictions on the movement of people. It would be
better if social media platforms would have guided us properly
in this grave-like situation. Contradictory to assumptions, it
has been seen that people were busy circulating spurious sub-
stances or false information over social media (Gao et al.,
2020). Due to this lockdown, millions of people came in touch
with social media for the first time to remain updated. It would
be better if valid information could be shared and people could
stay updated regarding this deadly disease that has gripped the
whole world. While circulating the inappropriate content re-
garding COVID-19, it has created an alarming situation
among people, leading to mental disturbances. People believe
that using social media is very bad (Tasnim et al., 2020). The
facts about coronavirus are that it is air born, and it stays over
surfaces for hours. It attacks senior citizens easily; it causes
breathlessness; it causes death in few days; it is uncured etc.,
doing multiple rounds on social media at an unexpected pace
(Ni et al., 2020; Rajkumar, 2020).

3.2 Deep Learning

Deep learning is a sub-domain of machine learning that con-
sists of algorithms called neural networks, which are proposed
to represent a high-level generalization of data processing
through multiple layers that are piled up among each other
alternating linear and nonlinear transformations (Litjens
et al., 2017). Another class of neural networks known as deep
neural networks, which include tens or even hundreds of
layers in the form of a heap with one layer on top of another,
proved to be a major advancement in speech, image, and text
processing. These methods are now considered the most

@ Springer

recent stage in the development of neural networks to make
predictions from imaging data. One of the most attractive and
efficient types of deep neural networks is called Recurrent
Neural Networks (RNN) (LeCun et al., 1998; Krizhevsky
et al. 2017; Ardalani-Farsa & Zolfaghari, 2010) that have the
capability to learn automatically to discover and combine lo-
cal image characteristics in rising levels of generalization to
enable prediction of result finally. RNN’s are most effective
only when applied to large data sets, particularly processing
medical imaging databases of sufficient size are now usual
(Zhang et al., 2018). One of the most striking advantages of
RNN’s is their ability to deal with complex associations
among the input image and the complicated outputs to capture
by manual measurements. Deep learning algorithms are best
suited when applied to massive image-based data sets to de-
termine and test new imaging attributes (Do et al., 2019).

The deployment of neural networks for data processing has
increased to a great extent for practical applications. The neu-
ral networks are trained using back-propagation plus stochas-
tic gradient descent to adjust the node biases and weights of
the edges. In back-propagation, the output produced by the
neural network is compared with the expected result. After
that, the difference between the final output and the expected
output is calculated and the result is propagated backward
through all the nodes from the output layer to the input layer
(Tang et al., 2015). The stochastic gradient descent method is
used to calculate the error at each node to update the weights
and biases in the network to lessen the training error. The
repetition of this process continues until the final output
matches the expected result, and the training error minimizes
to an adequate level.

3.3 Recurrent Neural Networks

Recurrent Neural Networks (RNN) belong to supervised ma-
chine learning, consisting of artificial neurons having one or
more feedback loops. To train an RNN, a training dataset that
constitutes input and target data is fed at the input layer of the
neural network using back-propagation plus stochastic gradient
descent to adjust the node biases and weights of the edges
(Wang et al., 2016). The output produced by the neural network
is compared with the expected result. After that, the difference
between the final output and the expected output is calculated
and the result is propagated backward through all the nodes
from the output layer to the input layer. The stochastic gradient
descent method is used to calculate the error at each node to
update the weights and biases in the network to lessen the
training error (Ouyang et al., 2015). The repetition of this pro-
cess continues until the final output matches the expected result,
and the training error minimizes to an adequate level.

A simple RNN consists of three layers- the input layer,
hidden layer and output layer, as shown in Fig. 2. The input
layer has N inputs, and the input is provided in the form of
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Fig. 2 Structure of deep learning
scheme

Input layer

Hidden layers

i Output layer

vectors through time ¢ such that {.... . {x,_1,x,Xx41...}}
where x, = (X1, X2, X3, ..., Xp). The input layer units are strong-
ly connected to the hidden layer units (Dos et al., 2014).
Within the hidden layer, the units are characterized by a
weight matrix W;y. The hidden layer consists of M hidden
units represented as /,=(hy, hy, hs, ..., hyy), that are linked
with each other. The state of the system by hidden layer is
characterized as

ht = fH (Ot) (1)
Where
O = Wiux; + Waphiy + by, (2)

fu(.) represents the activation function of the hidden layer,
by, depicts the bias vector of hidden units. The output layer is
connected with the units in the hidden layer through weighted
connectionsWyo. The output layer consists of Pelements y-
+=O1,Y2.¥3, ... . ¥p) and are evaluated as

Ve = fo(Wroh: + b,) 3)

Where fo(.) depicts the activation function and b,, the bias
vector of the output layer.

3.3.1 Activation Function

In neural networks, each node has an activation function as-
sociated with it and the activation function determines the
output of that node while providing input or set of inputs.
There are a number of activation functions related to neural
networks; however, “sigmoid” and “tanh” are commonly
used. The activation function is basically used in the output
layer combined with the loss function to train a classification
model (Chen et al., 2018). The “sigmoid” and “tanh” activa-
tion functions are described as

-1
tanh(x) = e (4)
and
1
= 5
o) = 1 5)

The “tanh” activation function can be defined as a scaled
“sigmoid” and is represented as

o(x) = tanh(xéZ) +1 (6)

Fig. 3 Flowchart of the sentiment

. Twitter
analysis process
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—" Searching
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3.3.2 Loss Function

The efficiency of the network is determined by the loss func-
tion while comparing the output y,with the target output z, and
is described as

T

> Li(yez) (7)

t=1

L(yv Z) =

3.4 Support Vector Machine

Support Vector Machine (SVM) is a supervised learning
algorithm based on vector theory. In order to classify the
data using this approach, the data is plotted in the form of
vectors on the space. Hyper-planes are used to make the
decisions and classify the data points by keeping the dif-
ferent categories of data as far as possible from one an-
other. The labeled data points are used to train the ma-
chine and generate the hyper-planes. When new data are
entered, the machine easily categorizes it as one of the

0.8
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Linear MKH-SVM Neural Net
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Fig. 5 Recall
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available classes (Zainuddin & Selamat, 2014). The
SVMs are practically applied using a kernel. The ability
to learn the hyper-plane is made using linear algebra, in
which the observations are not directly used, rather their
inner product is. The inner product is calculated by find-
ing the sum of the product of each pair of values of input.
For instance, inner product of input vectors [a, b] and [c,
d] would be (a*c) + (b*d). The prediction of the inputs is
made using the dot product of input x and support vector
x; that is calculated by using the following equation:

f(x) = By + sum(a; *(x, x;)) (8)

In (8), the inner product of input (x) would be calculated
with all the support vectors in the data and the coefficients of
By and a; (for input) should be estimated using a learning
algorithm while training.

3.4.1 Kernel Trick

The data that is not linearly separable requires the transforma-
tion of the input space into a feature space by means of trans-
formation function¢, based on dot products:

Accuracy Plot

B MKH-SVM

B Linear SVM

B Neural Net

Fig. 7 Accuracy
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9)
where.

J(x;) is the input x that has been transformed into the ith
element.

The kernel trick will replace the dot product, as it is impos-
sible to compute the scalar product (Cornuéjols & Miclet,
2011). It is defined in (10) by Hilbert Schmidt Theory:

(D)D) = 3. NBE)Bi() = K(x,)

Where:

i is the weighting coefficient of the i™ element.

The basic SVM requires much time while training the mod-
el in the context of data that is not linearly separable.
Additionally, the standard SVM classifier is not optimal for
handling big data as it does not provide the correct results.
Therefore, a modified version of SVM that is parallel support
vector machines has been introduced. The different types of
kernels used with the Support Vector Machine in sections
342,343 and 3.44.

3.4.2 Linear Kernel SVM

The kernel is a dot product that can be calculated as:

(11)

The kernel is used to define the similarity or the mea-
sure of the distance between the support vectors and the
incoming data. Some other types of kernels are also

(x,x;) = sum(x*x;)

RNN

(b)

available, namely, polynomial kernel and radial kernel,
which deal with more complex data in a higher dimen-
sional plane and allows the lines to separate the classes
not linearly separable easily.

3.4.3 Polynomial Kernel

A polynomial kernel is used instead of dot-product and allows
the curved lines in the input space using the following
equation:

K(x,x;) = 1 + sum(x*x;) (12)

The polynomial degree (d) must be defined beforehand to
the learning algorithm; it becomes a linear kernel if the degree
is one.

3.4.4 Radial Kernel

This is the most complex type of kernel that can generate
complex regions like polygons in space. The equation used is:

k(x,x;) = exp (*’y*sum((x*xf)) (13)
Wherey should be specified to the algorithm, in the range
of 0—1. A good 'y would be 0.1.

3.5 Hybrid Heterogeneous Support Vector Machine
(H-SVM)

3.5.1 Algorithm Overview

Distance learning is one of the most important types of
learning techniques used to classify heterogeneous data.
The proposed multi-kernel-based heterogeneous support
vector machine has been used two types of distance learn-
ing metrics, such as Euclidean distance and heterogeneous
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Euclidean overlap metric (H-EOM). The H-EOM mea-  proposed algorithm uses H-EOM to calculate the space
sures the distance between nominal features by exploiting  concerning the ith nominal features because the space
the label information of attributes. Hybrid heterogeneous  between numerical features is a normalized Euclidean dis-
support vector machine maps nominal features into real  tance. In contrast, the distance between unknown features
space by minimizing the generalization error. The  is the maximum space.

Algorithm 1: Hybrid Heterogeneous Support Vector Machine (H-SVM) algorithm

Input:

Let X=[Xi, Xx,..., Xu] be Heterogeneous Datasets.

Output:

A support vector machine model with a mapping information table for each nominal attribute.
Iteration:

1: iteration i< 0

2: Initialize each nominal attribute &{* using HEOM{p;q;} = /21, d;lIpi, q;']|2
3: while
Stop condition not fulfill
Do
4:Compute: margin and kernel matrix}.7_; 8,3, (x,, x;) by optimization problem of equation

5: Compute: radius R by solving a quadratic equation or estimated R with a variance of the K, ,,

oT
o6t

6: Calculate: for each nominal attribute through Generalization error bound

7: update mapping cost

P f&i+1 - 1,&1 +y
and calculate the error 7 with a y step
:i=i+1

9: End

@ Springer
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Analysis of sample of 50 tweets by SVM Analysis of sample of 50 tweets by RNN
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3.6 Sentiment Analysis

Sentiment analysis is the process of analyzing text with the
help of machine learning to identify the polarity of text.
Researchers and data scientists use different sources of text
to perform sentiment analysis. However, Twitter is one of the
dominant sources used for sentiment analysis. Twitter is con-
sidered to be a key pillar for social networks. It acts as a
podium for celebrities, sportspersons, politicians, field ex-
perts, and scientists, etc., to declare their opinions on a topic.
Twitter can be used without any limitations. Users are allowed
to generate substance varying from day-to-day events to far-
reaching incidents (Agarwal et al., 2011). The impact of social
media networks on our lives has become so large that first-
hand information regarding national to international events is
collected through social media, Massari (2010).

Sentiment analysis is the method used to evaluate a sen-
tence or a word on the basis of sentiment. There are mainly
two approaches used for sentiment analysis. One method is to
use the dictionary where each word is represented by a nu-
merical value as polarity (Kumar & Vadlamani, 2015). The
next method is machine learning, where statistical methods
are employed to find out the vectorized value of a word via

Analysis of sample of 250 tweets by sva
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Percentage of Tweets

5
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[

SPositive Neutral

0

Positive WPositive WNegative  SNegative

SVM
(a)
Fig. 10 Analysis of a sample of 250 tweets a SVM result b RNN result

RNN

(b)

word embedding (Yadav & Vishwakarma, 2020). After that,
the machine learning algorithm is trained using the digitized
value of a word or a sentence, as shown in Fig. 3. There are
multiple machine learning algorithms used for sentiment anal-
ysis like Support Vector Machine (SVM), Recurrent Neural
Network (RNN), Convolutional Neural Network (CNN),
Random Forest, Naive Bayes, and Long Short-Term
Memory (LSTM), Kuko and Pourhomayoun (2020). In this
study, we have performed the sentiment classification using
Recurrent Neural Network (RNN) and Support Vector
Machine (SVM) and classified them as positive, negative
and neutral sentiment scores Figs. 4, 5, 6 and 7.

4 Results and Discussion

In this paper, the dataset is taken from the IEEE data port
where Twitter data about COVID-19 is easily available,
Lamsal (2020). This dataset contains IDs and sentiment scores
of the tweets related to the COVID-19 pandemic on Twitter.
In the experiment, we have performed the sentiment analysis
of this data using deep machine learning strategies like
Recurrent Neural Network and Support Vector Machine

Analysis of sample of 250 tweets by RNN

20 25 30
1 1 |

15
1

Percentage of Tweets
10
1

SPositive  Neutral Neg: WNegati Negati

Positive WPositive

RNN

(b)

@ Springer



1426 Inf Syst Front (2021) 23:1417-1429

Analysis of sample of 600 tweets by svM Analysis of sample of 600 tweets by RNN

30
20 25

15

10

Percentage of Tweets
10 20
Percentage of Tweets

. -. i
o I o

Positive WPositive  SPositive Neutral Negati WNegati SNegati Positive WPositive  SPositive Neutral
SVM RNN
(a) (b)

Fig. 11 Analysis of a sample of 600 tweets a SVM b RNN

Fig. 12 Sentiment analysis sentiment analySiS

Happy and joy
Optimistic
Calmand content
Relieved

Worry and boredom

' '[I|!I"

Depressed and fear

B COVID-19% M Coronavirus %
0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00% 70,00%

Top Words

corona coronavirus Death people twitter

Frequency
20000 30000 40000 50000 60000
1 1 1 1 J

10000
1

0

Words
Fig. 13 Most frequently used words over Twitter handle during COVID-19

@ Springer



Inf Syst Front (2021) 23:1417-1429

1427

through the R platform. In this study, the Twitter data has been
analyzed based on hashtag keywords like (COVID-19,
coronavirus, deaths, new case, recovered) and classified the
data into positive (strongly positive, weakly positive), nega-
tive (strongly negative, weakly negative) and neutral senti-
ment scores as shown in Figs. 8a, b and 9a, b. The sentiment
analysis is done over a different number of tweets and tried to
define the sentiment scores linked with this data. Here, the
analysis is carried out first on 20 tweets. After that, over 50
tweets have taken 250 tweets and, finally, over 500 tweets and
classified them into different sentiment values categories.

We performed H-SVM, RNN and SVM-based sentiment
analysis, which classifies the tweets based on their sentiment
values. Tweets for a sample of 20, 50 and 250 tweets are
considered during the experiment. The obtained results are
represented using bar graphs. It has been observed, positive
and neutral tweets are plotted in Fig. 10a and b with a sample
of 250 tweets. The third experiment has been carried out with
a sample of 600 tweets with SVM and RNN is shown in Fig.
11a and b. Here RNN has a maximum positive to total count
ratio and SVM has neutral tweets.

The total number of sentiments for tweets is classified and
categorized for the most frequently occurred keyword
(COVID-19, coronavirus, deaths, new case, recovered) in
the Twitter data during the COVID-19 pandemic shown be-
low in Figs. 12 and 13. In the future, a similar classification
experiment can be built on extracted tweets in different lan-
guages, Facebook data and Instagram data.

5 Conclusion

With the rise in the cases of COVID-19, a wave of fear and
anxiety originated throughout the world. The government im-
posed restrictions on the movement of people. Hence, a large
number of the population rely on social media to update them-
selves, particularly on social media network platforms like
Facebook, Twitter, Instagram, etc. The content circulated over
social media regarding coronavirus has a direct impact on the
lives of people. Sometimes it was handled positively by peo-
ple and sometimes, it posed a negative impact on the daily
routine. We collected the Twitter data based on hashtag key-
words, including COVID-19, coronavirus, deaths, new case,
recovered. In this paper, sentiment analysis was conducted to
determine the impact of Twitter data analysis on the mental
health status of the people. We performed the sentiment clas-
sification by using Recurrent Neural Network (RNN) and
Support Vector Machine (SVM) and classified them as posi-
tive, negative and neutral sentiment scores.
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