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Abstract
Artificial Intelligence (AI) technology is transforming the healthcare sector. However, despite this, the associated ethical impli-
cations remain open to debate. This research investigates how signals of AI responsibility impact healthcare practitioners’
attitudes toward AI, satisfaction with AI, AI usage intentions, including the underlying mechanisms. Our research outlines
autonomy, beneficence, explainability, justice, and non-maleficence as the five key signals of AI responsibility for healthcare
practitioners. The findings reveal that these five signals significantly increase healthcare practitioners’ engagement, which
subsequently leads to more favourable attitudes, greater satisfaction, and higher usage intentions with AI technology.
Moreover, ‘techno-overload’ as a primary ‘techno-stressor’ moderates the mediating effect of engagement on the relationship
between AI justice and behavioural and attitudinal outcomes. When healthcare practitioners perceive AI technology as adding
extra workload, such techno-overload will undermine the importance of the justice signal and subsequently affect their attitudes,
satisfaction, and usage intentions with AI technology.
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1 Introduction

Artificial Intelligence (AI) is a wide-ranging branch of com-
puter science concerned with building smart machines capable
of performing tasks that typically require human intelligence
(Russell & Norvig, 2016). The global healthcare AI market
worth is expected to reach USD 190.6 billion in 2025 (Singh,
2020). Many countries including China, are experiencing dra-
matic digitisation in the healthcare sector. China takes the lead
in AI-based diagnostic imaging equipment (Nikkei Asia,

2020). AI technology is transforming the healthcare industry
and offering great support to healthcare practitioners. Its im-
plementation is evidenced in areas of medical imaging, dis-
ease diagnostics, drug discovery, various sensors, and devices
to track patients’ health status in real time.

While the benefits of AI technology in the healthcare sector
are widely recognized, there are still many obstacles in moti-
vating healthcare practitioners to engage with them. For in-
stance, job automation and the substantial displacement of
workforces induced by AI has triggered considerable stress
for healthcare practitioners (Davenport & Kalakota, 2019).
Vakkuri et al. (2020) point out that the public is becoming
aware of the ethical implications of AI technology, relating
to, for example, the lack of data structure (Panch et al., 2019),
ethical concerns over its unintended impacts (Peters et al.,
2020), and human acceptance of machines (Anderson &
Anderson, 2007). Hospitals face not only the challenges of
understanding how AI can be deployed responsibly, but also
of whether their engagement with AI can subsequently gener-
ate positive outcomes such as favourable attitudes, greater
satisfaction, and higher usage intentions. While the discus-
sions on the importance of AI ethics principles are consistent
(Morley et al., 2020), there is a lack of understanding on the
implementation of responsible AI principles in the healthcare
sector. Furthermore, prior research examines the adoption of
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AI technology mainly from patients’ perspectives
(Nadarzynski et al., 2019; Nadarzynski et al., 2020) while
the drivers of healthcare practitioners’ engagement with AI
technology remain unexplored.

Our research seeks to address this urgent need by elucidat-
ing how AI technology can be navigated responsibly and de-
veloped in a manner to enhance healthcare professionals’ en-
gagement and generate positive responses toward it. The
signal-mechanism-consequence (SMC) theory (Li & Wu,
2018; Pavlou & Dimoka, 2006) is used as the theoretical
foundation of the proposed framework. The SMC theory in-
tegrates a multitude of theoretical views (including the diffu-
sion of innovation theory and signaling theory) wherein infor-
mation systems (IS) scholars aim to understand how the sig-
nals triggered by the implementation of an innovation in or-
ganisations may determine intended or unintended conse-
quences via certain mechanisms. Additionally, our research
framework also builds on the responsible AI principles of
Floridi et al. (2018), namely beneficence, non-maleficence,
autonomy, and justice, we add an enabling principle,
explainability. We seek to understand whether these five key
responsible AI principles influence healthcare practitioners’
engagement with AI technology. The importance of engage-
ment has been examined in the context of general technology,
such as mobile applications and virtual reality; however, to the
best of our knowledge, this is the first study to explore how
responsible AI principles improve healthcare practitioners’
attitudes, satisfaction, and usage intentions. More importantly,
we investigate the underlying mechanisms through which re-
sponsible AI principles may achieve this.

Furthermore, we also explore whether ‘techno-overload’
moderates the effects of responsible AI principles on employ-
ee engagement which then subsequently affects their attitudes,
satisfaction, and usage intentions with AI technology.
Tarafdar et al. (2007) describe techno-overload as being often
caused by technology-related work overload and as affecting
employee productivity. Healthcare practitioners may feel
stressed when they perceive their daily tasks are extended by
difficulties arising from using AI technology and their work-
load is seen to exceed their capacity. Coined ‘techno-
stressors’, such pressures can undermine the benefits of re-
sponsible AI principles on engagement.

In view of these gaps in the current literature, this research
addresses the following questions:

RQ1: How do responsible AI technology principles
affect healthcare practitioners’ attitudes, satisfaction,
and usage intentions?

RQ2: Does healthcare practitioner engagement mediate
the effects of responsible AI technology principles on
their attitudes, satisfaction, and usage intentions?
RQ3: How does techno-overload as a techno-stressor
affect, through engagement, the impact of responsible

AI principles on attitudes, satisfaction, and usage inten-
tions with AI technology?

2 Theoretical Background and Research
Model

2.1 Current research on AI in Healthcare

The healthcare sector is among the most promising areas of AI
adoption in recent years (Sun & Medaglia, 2019; Yang et al.,
2012). Its transformative potential has been brought to the
sector with the design and training of powerful computational
models to perform a wide range of functions with aggregated
data (Keane & Topol, 2018). Some examples are case classi-
fication, risk estimation (Topol, 2019), patient administration
(Reddy et al., 2019), automated diagnosis support (Abràmoff
et al., 2018), disease prediction, and chronic condition man-
agement (Zhou et al., 2016). Increasingly, AI initiatives are
becoming evident in clinical applications; for instance,
algorithm-based disease surveillance systems have been
adopted by hospitals in Hampshire, England to reduce virus
outbreaks (Mitchell et al., 2016). The use of AI technology
has greatly improved accuracy, productivity, and workflow in
healthcare systems and such benefits generate more efficient
and targeted use of healthcare resources, serving to enhance
healthcare services overall (Taddeo & Floridi, 2018; Topol,
2019).

Despite the striking usefulness and value of AI technology
in the healthcare sector (e.g., Haleem et al., 2019; Hamet &
Tremblay, 2017), many researchers still examine its usage
from mainly patients’ perspectives (e.g., Fadhil & Gabrielli,
2017; Nadarzynski et al., 2019, 2020; Tran et al., 2019; Yang
et al., 2015) and disregard the perspective of healthcare prac-
titioners. To illustrate, Nadarzynski et al. (2020) examine pa-
tients’ acceptance of medical chatbots and Fadhil & Gabrielli
(2017) investigate how such chatbots induce behaviour
change interventions in patients. AI wearable devices (Tran
et al., 2019) and satisfaction with online physician services
(Yang et al., 2015) are further examples.

Despite all the promises of AI in healthcare, there are still
many obstacles in motivating practitioners to engage with the
technology (Topol, 2019). Research has found them more
likely to be distracted and then refuse to use AI, while feeling
it is incumbent upon them to ensure the appropriate use of AI-
enabled systems in healthcare delivery (Fan et al., 2018;
Shinners et al., 2020). Also, performance expectations of AI
implementation can influence the behavioural outcomes of
practitioners towards AI (Fan et al., 2018). Thus, to realise
the growing potential of AI across healthcare organisations,
it seems that gaining an understanding of the factors that affect
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healthcare practitioner engagement with AI technology is an
imperative.

2.2 Ethical Considerations of AI in Healthcare

AI implementation in healthcare has raised public awareness
and caused considerable controversy, particularly concerning
the ethical implications (e.g., Vakkuri et al., 2020). The dis-
cussion on ethical concerns arising from the unintended im-
pacts of AI in healthcare has been substantial (Morley et al.,
2020; Peters et al., 2020) and recently extended into the the-
oretical constructs and principles of AI (Jobin et al., 2019). In
response to concern, ethical and rights-based frameworks that
guide and govern AI implementations have been explicit
when documented by different industries around the globe
(Floridi et al., 2018; Jobin et al., 2019).

Nevertheless, most healthcare organisations struggle to col-
lect the data needed to design appropriate algorithms for local
patients or generate consistent practice patterns due to weak
data infrastructure. Such weakness can lead to inconsistent
algorithmic performance and inaccurate diagnoses (Panch
et al., 2019;Wang et al., 2019). Given that health practitioners
often work in sensitive and high-risk contexts (Peters et al.,
2020), caution with implementation is crucial for practitioners
to mitigate against potential ethical breaches and ensure accu-
racy in AI use.

While AI principles exert normative constraints on the re-
sponsible use of the technology, existing research points out
that such principles remain highly theoretical; they are con-
ceptual frameworks yet to demonstrate empirical evidence on
whether they affect ethical decision-making (Greene et al.,
2019; Vakkuri et al., 2020). Moreover, Rothenberger et al.
(2019) highlight the importance of identifying who would
be responsible for consequences from AI. These questions
have intrigued researchers and steered enquiry towards taking
the AI principles incrementally closer to assuring the technol-
ogy is ethical and socially beneficial, and towards promoting
responsible AI development in practice (Arrieta et al., 2020).

Responsible AI is a newly coined term that has already
managed to generate considerable attention within and be-
yond academia (Dignum, 2019; Peters et al., 2020). Dignum
(2019) provides an overview of AI as a concept and
emphasizes the need to use it responsibly to meet the
expectations of key stakeholders and society while
harnessing its power to effectively augment humanity and
business. Arrieta et al. (2020) consider responsible AI as a
paradigmatic imposition on the AI principles and a viable
prospect to address the growing ethical and societal concerns
with large-scale AI implementation processes. Although re-
searchers such as Benjamins et al. (2019) propose an integrat-
ed approach, including defined principles, design training, a
guidance checklist, and governance process for organisations
to apply AI responsibly at scale, more consideration is needed

on the practical collective experience. This has called for the
need for further empirical studies that support or encourage
the progression of responsible AI from design to practice
(Morley et al., 2020), particularly in the healthcare sector.

With the constant theoretical discussions on AI ethics in
face of a paucity of practical evidence, this research aims to
compensate by offering deeper insight into the potential use of
responsible AI principles in healthcare to trigger practitioners’
behavioural intentions and affect their attitudes. A review by
Floridi et al. (2018) suggests that the key principles incorpo-
rated by many AI initiatives are consistent with four classic
bioethical principles: beneficence, non-maleficence, autono-
my, and justice. This framework used in medicine has great
potential to address the ethical challenges faced by AI imple-
mentation in healthcare. With new subcategories of patient,
external agencies, and complex technical and clinical environ-
ments, it could easily be applied to digital environments
(Floridi, 2013). Hence, building on the AI principles of
Floridi et al. (2018) and adding ‘explainability’ as a further
enabling principle, this research aims to understand the effects
on healthcare practitioner engagement with AI technology of
five key responsible AI principles: autonomy, beneficence,
explainability, justice, and non-maleficence.

2.3 Research Model

The theoretical basis for the proposed research model is the
signal-mechanism-consequence (SMC) theory (Li & Wu,
2018; Pavlou & Dimoka, 2006). SMC theory is rooted in
two theoretical views. First, the diffusion of innovation theory
developed by Rogers (1962) posits that the adoption of any
innovation can lead to certain consequences, either benefit or
harm. It has been frequently employed in the technology
adoption literature, where scholars examine specific influ-
ences of information technology (IT) uptake and the impacts
on behavioural intentions (e.g., Weerakkody et al., 2017).
Second, signaling theory explains how two parties, such as
focal company and stakeholders or customers and suppliers,
may communicate through information processing (Connelly
et al., 2011). There are four core components of signaling
theory: sender, receiver, signal, and signaling environment.
‘Signal’ refers to the deliberate communication of information
to convey it from one party to another (Connelly et al., 2011).
The senders of signals decide on how to communicate the
information they want receivers to know, while the receivers
interpret the information sent by these signal senders.
Building on signaling theory, considerable effort has been
expended on research into how senders can convey signals
effectively to target parties. For example, in the e-commerce
environment, Pavlou and Dimoka (2006) show that positive
signals such as credibility and benevolence conveyed by
sellers can improve price premium. A firm’s market value is
also increased when positive signals circulate among
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stakeholders, for instance voluntarily disclosing information
security (Gordon et al., 2010).

Drawing on SMC theory, our research explores the signals
triggered by the adoption of responsible AI principles, which
may enable healthcare practitioners to engage more with AI
and enhance their positive attitudes and intentions toward it.
Building on Peters et al. (2020), we define responsible AI as
principles that are designed to (1) navigate AI agents respon-
sibly to create economic value from healthcare service
provision, (2) orchestrate both AI and healthcare profes-
sionals’ competencies ethically, to achieve positive clinical
outcomes for various stakeholder groups, and (3) leverage
AI to achieve fairness, social inclusion, and sustainability in
healthcare.

Signals in the healthcare context are actions that con-
vey information to healthcare professionals about
planned actions for the responsible implementation of
AI-enabled healthcare systems. Leslie (2019) claims that
mechanisms can be explanatory by linking signals with
the associated pathways to various consequences.
Perhaps such a mechanism may be found in the appli-
cation of responsible AI principles, which it is reason-
able to conceive healthcare practitioners would interpret
as signals to what a responsible healthcare system is
like. This may generate in them more positive inten-
tions, attitudes, and behaviours in relation to AI.

Implementing responsible AI in line with these principles
can generate positive outcomes. Peters et al. (2020) demon-
strate, for example, that AI-enabled healthcare systems devel-
oped with the principle of autonomy increase patients’ inten-
tion to engage with the systems as well as the practitioners’
ability to make decisions. However, prior literature lacks dis-
cussion on the underlying mechanism that explains how re-
sponsible AI signals may produce the desired consequences,
namely improved attitude towards AI, satisfaction with AI,
and AI usage intentions, from the practitioner perspectives.

We claim that employee engagement is a linking mecha-
nism between responsible AI signals and outcomes.
Employee engagement has been extensively studied in IS con-
texts as it is considered an important influencing factor for IT
adoption. In particular, implementing AI requires organisa-
tions to engage their staff as a means to overcome internal
resistance (Brock & Von Wangenheim, 2019). Therefore,
we set out to explore how different responsible AI signals
affect attitude, intention, and satisfaction toward AI through
the mechanism of employee engagement. We further posit
that healthcare practitioners who are highly engaged with AI
will tend to interpret responsible AI as a positive signal so they
feel more satisfied with it and embrace it more intensively.
Figure 1 represents an overview of our research framework
and Appendix A provides an overview of theoretical
constructs.

3 Hypothesis Development

3.1 Autonomy

According to self-determination theory (Ryan & Deci, 2017),
autonomy is universally essential to humans in relation to their
experience of willingness and volition (Chen et al., 2015;
Martela & Ryan, 2016). With AI, the principle of autonomy
does not imply the autonomy of AI per se. Rather, it refers to
the autonomy of all human beings that have been promoted by
rather than impaired by autonomous systems (Floridi et al.,
2018). The autonomous AI system has the potential to aug-
ment labour in productive processes and transform jobs to
have increased capabilities but reduce human autonomy in
the workplace (Calvo et al., 2020). The ethical concerns
around such advances have already raised awareness of re-
sponsible and beneficial use of AI technology (Dignum,
2017) so it is essential to ensure a trade-off between AI auton-
omy and human-retained decision-making power to preserve
human autonomy and avoid ceding excessive control from
humans to AI algorithms (Floridi et al., 2018). A similar vein
of studies including Gebauer et al. (2008) and Weinstein and
Ryan (2010) informs us that satisfaction from human autono-
my and the intrinsic value of human choice in important de-
cisions in the healthcare sector can contribute to healthcare
practitioners’ psychological well-being. Calvo et al. (2020)
assert that in designing responsible AI for human autonomy,
it is critical to understand individuals’ motivations to use AI.
Practitioners with positive psychological states while using
AI-enabled systems are likely to have positive attitudes and
satisfaction with the technology. Thus, the following hypoth-
esis is proposed:

Hypothesis 1 (H1) Autonomy of AI is positively related to
healthcare practitioners’ (a) attitudes toward AI, (b) satisfac-
tion with AI, and (c) AI usage intentions.

3.2 Beneficence

Beneficence refers to the subjective sense of being able to
voluntarily exert positive pro-social impacts on others, with
wellness-relevant outcomes about oneself resulting (Martela
& Ryan, 2016). Regarding the use of AI in healthcare, as a
classic ethical principle, beneficence highlights the impor-
tance of ensuring patients and practitioners are protected by
and benefit from the actions powered by AI technology, at the
very least (Reddy et al., 2020). As such, AI should be de-
signed and deployed in ways that respect and preserve the
dignity of patients and practitioners, promote benefits to hu-
manity and the common good, and ensure sustainability
(Floridi et al., 2018). Healthcare practitioners particularly are
obliged to operate by a moral imperative of doing good for
patients and society. In fact, pro-social behaviours are
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associated with one’s psychological well-being and enhanced
satisfaction from beneficence creates a ‘virtuous-cycle’
wherein future benevolent intentions are cultivated by past
ones (Martela & Ryan, 2016). We can reasonably expect that
healthcare practitioners will behave positively if they are sat-
isfied with the beneficence of AI systems, and thus propose
the following hypothesis:

Hypothesis 2 (H2) Beneficence of AI is positively related to
healthcare practitioners’ (a) attitudes toward AI, (b) satisfac-
tion with AI, and (c) AI usage intentions.

3.3 Explainability

AI explainability, also known as technological transparency
(Haesevoets et al., 2019), emphasizes the need to translate
system actions, processes and outputs into intelligible infor-
mation and communicate this regularly and accessibly, which
allows individuals to interpret these complex automated deci-
sions (Jobin et al., 2019). When implementing AI systems in
clinical settings, the use of patients’ information, the impact
on their care or treatment, and the reasoning behind an AI
diagnosis should all be clearly discussed with patients in ad-
vance (Currie et al., 2020). Also, having access to sufficient
extra detail or algorithmic reasoning may increase the diag-
nostic accuracy from healthcare practitioners using such sys-
tems (Miller, 2019; Rai, 2020). However, in some studies,
deeming explanations of algorithmic decisions as ‘good’
was mostly based on researcher intuition within the process
of exploring how explanations can affect users’ perceptions of
and interactions with AI systems (Miller, 2019). Further, the
explanations are sometimes required by end users who lack
the technical knowledge to interpret them within certain con-
texts (Liao et al., 2020). For instance, initial machine diagno-
sis often presents the most likely symptoms of a certain dis-
ease as a descriptive list, without further analysis, which may
confuse some healthcare practitioners resulting in poor deci-
sions (Ribeiro et al., 2016). Whether healthcare practitioners

are satisfied with the performance of AI systems, especially in
terms of explainability, is still uncertain and warrants further
investigation. Thus, the following hypothesis is proposed:

Hypothesis 3 (H3) Explainability of AI is positively related to
healthcare practitioners’ (a) attitudes toward AI, (b) satisfac-
tion with AI, and (c) AI usage intentions.

3.4 Justice

The principle of justice refers to the obligation of distributing
benefits equitably to individuals (Newman et al., 2020).
According to justice theory, employees’ perceptions of fair-
ness in their personnel procedures are positively associated
with the overall fairness of organisational decision-making
(Lind, 2001). Organisations have long associated the decision
process with justice, particularly from the perspectives of em-
ployees (Colquitt et al., 2001), who tend to agree with deci-
sions if they are consistent, are based on accurate data, have
complied with rules, and are less influenced by individual bias
(Colquitt & Zipay, 2015). Similarly, when decision-making
comes to AI systems in the healthcare sector, algorithms are
expected to treat all patients fairly, equitably, proportionately,
and able to distribute medical goods and services without bias,
discrimination, or harm (Schönberger, 2019). Although
Newman et al. (2020) postulate that algorithm-driven person-
nel decisions are considered less fair than identical human-
made decisions in certain contexts, responsible AI could still
have the potential to overcome human bias in order to increase
distributive justice, procedural justice, and bring enormous
opportunities for organisations through more accurate infor-
mation (Aral et al., 2012). It seems clear that the principle of
justice should positively influence practitioners’ behavioural
outcomes. We therefore propose the following hypothesis:

Hypothesis 4 (H4) Justice of AI is positively related to
healthcare practitioners’ (a) attitudes toward AI, (b) satisfac-
tion with AI, and (c) AI usage intentions.

H1  H2  H3  H4  H5 

H6    H7 

H9 

H7    H9 

Responsible AI signals 

Autonomy 

Beneficence 

Explainability 

Justice 

Non-maleficence 

Consequences 

Attitude towards AI 

Satisfaction with AI 

Usage intention to AI 

Mechanism 

Employee 

engagement 

H8 

H9 
Techno-overload 

Fig. 1 Research model of AI
adoption in healthcare
underpinned by the Signal-
Mechanism-Outcome theory
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3.5 Non-maleficence

Non-maleficence refers to the obligation to not inflict harm
intentionally on others (Floridi et al., 2018). Consideration
of non-maleficence associated with AI technology focuses
on the avoidance of any potential harm to individuals or
intentional misuse of personal information (Jobin et al.,
2019), along with the assurance of robust and secure algo-
rithmic decisions (Morley et al., 2020). In the healthcare
sector, this is fitting for AI solutions; they should be geared
to avert any patient harm or privacy breach, and rather to
assuring positive outcomes for their treatment and care
(Currie et al., 2020). According to Roca et al. (2009), indi-
viduals’ perceptions of perceived technological security in-
fluence their trust and behavioural intentions towards such
technology. As patient information is highly sensitive, non-
maleficence of AI is specifically concerned with individual
privacy and security, personal safety, and consistency in
how AI systems perform ethically based on pre-defined prin-
ciples (Floridi et al., 2018). Therefore, we posit that satisfac-
tion with perceived technological security related to non-
maleficence of AI in the healthcare sector would generate
positive behavioural intentions from healthcare practitioners;
we propose the following:

Hypothesis 5 (H5) Non-maleficence of AI is positively related
to healthcare practitioners’(a) attitudes toward AI, (b) satisfac-
tion with AI, and (c) AI usage intentions.

3.6 The Role of Employee Engagement

Employee engagement is viewed as personal engagement. In
particular, Kahn (1990, p. 694) defines it as the “harnessing of
organisation members’ selves to their work roles; in engage-
ment, people employ and express themselves physically, cog-
nitively, or emotionally during role performances”. When an
organisation undergoes technical changes, like adopting an
innovation or new technology, employees’ acceptance of or
resistance to these changes will depend on their level of en-
gagement (Braganza et al., 2020; Brock & von Wangenheim,
2019). Brock and von Wangenheim (2019) contend that in-
volving highly engaged employees is key to successful AI
implementation. In the healthcare context, we define employ-
ee engagement with AI as the degree to which practitioners are
passionate about AI implementation within their healthcare
systems. The level of employee engagement depends on the
benefits they enjoy from organisational resources (Saks,
2006), which include information (or signals) pertaining to
their tasks so that they know what is expected of them and
how to succeed (Harter et al., 2002). Responsible AI princi-
ples can provide guidance on how to operate and exploit AI
systems fully, responsibly, and ethically, by means of effec-
tive internal communication and training. Such knowledge

gains through this engagement process will result in greater
clarity for employees’ AI usage.

The significant effects of responsible AI signals on employ-
ee engagement can be explained in terms of social exchanges
within the organisation; interactions between employee and the
company are established and maintained as a balance between
giving and receiving (Cropanzano &Mitchell, 2005). In partic-
ular, employees could reward the organisation with better job
performance such as higher engagement when the use of re-
sponsible AI systems is guaranteed (Masterson et al., 2000).
Furthermore, Alder Hey Children’s Hospital, as one of the larg-
est children’s hospitals in Europe, has developed anAI-featured
digital App called Alder Play (Alder Hey Children’s Charity,
2017), which enables healthcare practitioners to access the
medical records of patients eligible for British NHS treatment.
This could largely improve autonomy in clinical processes,
thereby enhancing the quality of health services and strength-
ening patient engagement. Allowing the autonomy of data us-
age and providing meaningful and personalized explanations of
AI benefits are expected to reduce uncertainty, thus improving
healthcare practitioner satisfaction with AI and encouraging its
involvement their roles (Rai, 2020; Ramaswamy et al., 2018).

Moreover, Karatepe (2013) posits that employee engagement
is a motivational factor which explains the relationship between
work practices and performance. He suggests that employees are
most likely to be in an engaged state of mind when they recog-
nize organisational efforts to improve their welfare. In the
healthcare context, for example, the principle of AI system
non-maleficence may assure employees that any potential nega-
tive outcomes from information maangement will be avoided
(Jobin et al., 2019). As such, healthcare practitioners may be
more willing to use AI-enabled systems when a secure AI solu-
tion committed to non-maleficence is offered by their organisa-
tions. It appears that when an organisation makes great efforts in
improving their engagement through the responsible implemen-
tation of AI-enabled healthcare systems, they will be more en-
gaged in their work, leading to better behavioural outcomes to-
wardAI usage. Therefore, we propose the following hypotheses:

Hypothesis 6 (H6) Responsible AI signals (autonomy,
beneficence, explainability, justice, and non-maleficence) are
positively related to employee engagement.

Hypothesis 7 (H7) Employee engagement mediates the rela-
tionship between responsible AI signals (autonomy,
beneficence, explainability, justice, and non-maleficence)
and behavioural consequences (attitudes toward AI, satisfac-
tion with AI, and AI usage intentions).

3.7 The Moderating Role of Techno-overload

Not everyone experiences technology in the same way. Yin
et al. (2018) report that some employees experience higher
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levels of stress than others when overwhelmed by technology,
despite its aim to boost work-stream effectiveness.
‘Technostress’ is a term coined to describe negative psycho-
logical states such as anxiety, strain, or a sense of ineffective-
ness when using new technologies (Salanova et al., 2013) and
this is often related to a sense of overload (Cao & Sun, 2018;
Wang & Li, 2019). AI technology may force employees such
as healthcare practitioners to work longer and faster
(Krishnan, 2017), which contributes to job stress (Folkman
et al., 1986), predicts job burnout, impedes performance
(Wu et al., 2019), and reduces productivity (Tarafdar et al.,
2007).

We propose that unpleasant affective states associated with
techno-overload impede the subjective quality of the respon-
sible AI signal of justice. ‘AI justice’ is defined as a subjective
assessment of justice by healthcare practitioners on AI’s abil-
ity to eliminate discrimination, improve equitably shared ben-
efits, and prevent new threats (Floridi et al., 2018; Floridi &
Cowls, 2019). Justice – and therein injustice – is an emotion-
ally laden subjective experience (Barsky & Kaplan, 2007).
Negative emotions are believed to change how people
perceive and respond to their surroundings; Folkman and
Lazarus (1986) contend that depressed individuals or those
experiencing emotions such as sustained frustration or disap-
pointment often employ a hostile ‘confrontative coping strat-
egy’. This is consistent with Alloy and Abramson (1979),
whose findings suggest that depressed individuals tend to per-
ceive their environment as more threatening than their non-
depressed counterparts do. In a similar vein, based on the
affect-as-information model, which suggests that people rely
on affect as heuristic, thereby substituting objective criterion
whenmaking justice judgments (van den Bos, 2003), negative
affective states often associate with subjective judgments of
injustice or unfairness (Barsky & Kaplan, 2007; van den Bos,
2003; Lang et al., 2011). While recognizing this negative im-
pact of unpleasant emotional and physiological states on how
justice is assessed subjectively, any negative emotions trig-
gered by techno-overload should impede the ability of
healthcare practitioners in making rational judgments about
their use of AI technology. Therefore, it is relevant to explore
whether techno-overload plays a pivotal role in undermining
the effects of AI justice on engagement. Hence, the following
hypothesis is proposed:

Hypothesis 8 (H8) Techno-overload moderates the relation-
ship between AI justice and employee engagement, such that
high techno-workload weakens the effect of AI justice on
employee engagement.

The above analysis outlines a framework in which employ-
ee engagement mediates the relationship between AI justice
and behavioural and attitudinal outcomes, and techno-
overload moderates the relationship between AI justice and
engagement. Given that techno-overload may indeed weaken

the effect of AI justice on engagement and that engagement
may positively associate with behavioural and attitudinal out-
comes, it is logical to suggest a moderated mediation effect
(Edwards & Lambert, 2007) whereby techno-overload also
moderates the strength of the mediating mechanism for en-
gagement in the relationship between AI justice and behav-
ioural and attitudinal outcomes. As mentioned previously, a
stronger relation between AI justice and engagement will be
enabled by less techno-overload. Consequently, the indirect
effect of AI justice on the AI consequences (attitudes toward
AI, satisfaction with AI, and AI usage intentions) may also be
stronger when techno-overload is low. Our final proposition is
the following:

Hypothesis 9 (H9) Techno-overload moderates the mediating
effect of engagement on the relationship between AI justice
and behavioural and attitudinal outcomes, such that techno-
overload weakens the indirect effect of AI justice on
healthcare practitioner’s (a) attitude towards AI, (b) satisfac-
tion with AI, and (c) AI usage intentions, via engagement.

4 Method

4.1 Measures

Measurement items (Table 1) were adapted from previous
studies: beneficence (Martela & Ryan, 2016), autonomy
(Chen et al., 2015), justice (Newman et al., 2020), attitude
(Lau-Gesk, 2003), satisfaction with AI (McLean & Osei-
Frimpong, 2019), and usage intentions (Moons and De
Pelsmacker, 2012). The technological security scale was
adapted from Carlos Roca et al. (2009) as a proxy to measure
non-maleficence. Technological transparency was used as a
proxy for explainability (Haesevoets et al., 2019). The mea-
surement items for techno-overload were adopted from
Tarafdar et al. (2007) and Krishnan (2017). All the items were
randomized and measured with a seven-item Likert-type scale
ranging from ‘strongly disagree’ to ‘strongly agree’.

In addition to adapting all the measurement items from the
existing literature, we also validated them by consulting AI
experts and healthcare practitioners (Vogt et al., 2004). The
original questionnaire was written in English. The English
version was translated into Chinese by an English-to-Chinse
translator and a bilingual doctoral student. The Chinese ver-
sion was then translated back to English. This process iden-
tifies andminimizes any loss of meaning (Anderson&Brislin,
1976; Gong et al., 2020). Once the translations were satisfac-
tory, we invited a panel of two AI experts and two healthcare
practitioners from a Chinese Hospital who have used AI in
their workplace, to review all the measurement items. Table 1
provides a list of items that we used in the research.
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Table 1 Measurement items

Constructs Measurements

Beneficence (Martela & Ryan, 2016) • I feel that actions of AI have a positive impact on healthcare practitioners and patients.

• The things AI does contribute to the betterment of society.

• AI has been able to improve the welfare of healthcare practitioners and patients.

• In general. the influence of AI in the lives of healthcare practitioners and patients is positive.

• Non-Maleficence (Carlos Roca et al., 2009) • I think the AI has sufficient technical capacity to ensure that the data about patients I send cannot
be modified by a third party.

• The AI has enough security measures to protect patients’ personal information

•When I send patients’ data via the AI. I am sure that they will not be intercepted by unauthorized
third parties.

• I think the AI has sufficient technical capacity to ensure that no other organization will supplant
patients’ identity.

• Autonomy (Chen et al., 2015; Martela & Ryan,
2016)

• AI technology makes me feel a sense of choice and freedom in the work activities I undertake.

• AI technology makes me feel that my work-related decisions reflect what I really want.

• AI technology makes me feel that I have been doing what really interests me in my job.

• Justice (Conlon et al., 2004; Newman et al.,
2020)

• In my opinion. the outcome of AI assisted decisions was fair.

• The process by which AI facilitated decisions was fair

• I am satisfied with the way in which the AI assisted decisions.

• AI often make decisions in an unbiased and neutral manner.

• Explainability (Haesevoets et al., 2019) • To what extent do you perceive the communication about AI technology in your hospital as
transparent.

• To what extent do you think that how AI works is communicated openly with healthcare
practitioners.

• To what extent do you think that relevant information about AI technology is shared among all
healthcare practitioners in my hospital.

• To what extent do you think that healthcare practitioners within your hospital share relevant
information with each other.

• To what extent do you think that healthcare practitioners within your hospital communicate
candidly with each other.

• Techno-Overload (Tarafdar et al., 2007;
Krishnan, 2017)

• I am forced by AI technology to work much faster.

• I am forced by AI technology to do more work than I can handle.

• I am forced by AI technology to work with very tight time schedules.

• I am forced to change my work habits to adapt to AI technology.

• Engagement (Scott and Walczak, 2009; Fan
et al., 2018)

• The AI technology keeps me totally absorbed in what I am doing.

• The AI technology holds my attention.

• The AI technology is fun.

• The AI technology is interesting.

• The AI technology is engaging.

• • When using the AI technology. I was totally absorbed in what I was doing.

• Attitude towards AI (Lau-Gesk, 2003) • AI is bad versus good

• I do not like versus like AI

• My opinion on AI is negative versus positive.

• Satisfaction with AI (McLean & Osei-Frimpong,
2019)

• I am satisfied with my experience of AI technology

• The experience of AI technology is exactly what I needed

• The experience of AI technology has worked out as I thought it would

• Usage intention (Kang et al., 2006; Moons & De
Pelsmacker (2012)

How likely are you going to use AI technology in your job in the future?
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4.2 Data Collection

All participants are healthcare practitioners working in the
West China Hospital and other Grade A tertiary hospitals in
China. Since AI technology has not yet been widely adopted
in the healthcare industry, AI-related provisions are primarily
available in tertiary hospitals classified as Grade A (see
Appendix B for hospital classification) (Chinese Innovative
Alliance of Industry, Education, Research and Application
of Artificial Intelligence for Medical, 2019). The West
China Hospital is in this category as China’s largest and the
world’s second-largest hospital, having 4,300 ward beds and
being among the top research hospitals in China. Its AI im-
plementation has achieved both domestic and international
recognition (West China Hospital, 2020; Zhou et al., 2020;
Cancer Research UK, 2020; Novuseeds Medtech, 2018). We
only selected healthcare practitioners working in this and oth-
er Grade A tertiary hospitals for these reasons.

To recruit these participants, we created an advertisement
targeting those with previous experience of AI in healthcare.
We then posted our survey invitation in three active WeChat
(a Chinese social media platform) workplace chat groups of
the West China Hospital (1252 healthcare practitioners in to-
tal), asking for voluntary participation. We recruited the
healthcare practitioners this way because WeChat is the larg-
est mobile instant text and voice messaging communication
service in China, with about 1,206 million active users per
month (Tencent, 2020). Many Chinese organisations like the
West China Hospital are using WeChat’s group chat function
as an important communication channel (Deng, 2020).
Additionally, we also approached healthcare practitioners
who work in other Grade A tertiary hospitals, via Sojump, a
paid online sampling service for survey research in China, that
can reach up to 500 healthcare practitioners working in Grade
A tertiary hospitals.

As an introduction, all participants were given a short sum-
mary of AI applications used in the medical field (see
Appendix C) and exemplar AI applications (Chinese
Innovative Alliance of Industry, Education, Research and
Application of Artificial Intelligence for Medical, 2019) prior
to their participation. To ensure data quality, we only retained
responses from healthcare practitioners who have used AI
technology in their workplace. In addition to the survey invi-
tation and consent form, two screening questions were used to
filter out ineligible respondents with no experience with AI:
“Have you used AI technology in your workplace before?”
and “How much time (hours) on average do you use AI tech-
nology per week?” Furthermore, we added two open ques-
tions asking the name and region of their hospital in order to
ensure it matches the classification. Finally, we checked the IP
addresses for all responses to detect any replicated
submissions.

As a result, we successfully collected 413 responses, of
which 213 were from the West China Hospital and 200 from
Sojump. Nine responses were invalid after failing the screen-
ing questions and were subsequently removed from further
analysis. In total, 404 valid responses were obtained. The
mean age of the participants was 31 years (SD = 5.23), 220
were female (54.46 %) and 184 were male (45.54 %). The
demographic breakdown is shown in Table 2.

5 Results

5.1 Assessment of Measurement Model

The data were analyzed using partial least squares structural
equation modeling (PLS-SEM) (Hair et al., 2016). We used
SmartPLS 3 to test the hypothesized research model with a
bootstrap re-sampling procedure; 5000 sub-samples were ran-
domly generated (Hair et al., 2016). Furthermore, we followed
the bootstrapping method of Hayes (2017) to test the mediat-
ing effects. First of all, we assessed the reliability, convergent
validity, and discriminant validity of all research constructs.
Reliability was assessed using internal consistency and indi-
cator loading (Hair et al., 2011). The composite reliability
(CR) was used to measure internal consistency, with CR
values above 0.7 considered satisfactory (Hair et al., 2016).
For the factor loadings, those higher than 0.7 are satisfactory

Table 2 Demographic breakdown (n = 404)

n %

Gender Male 184 45.54 %

Female 220 54.46 %

Age 18–25 26 6.4 %

26–33 253 62.6 %

34–41 110 27.2 %

42 and above 15 3.8 %

Degree of Education Bachelor’s degree 15 3.71 %

Master’s degree 282 69.80 %

Doctoral degree and above 107 26.49 %

Job title Intern 21 5.20 %

Resident physician 177 43.81 %

Doctor-in-charge 109 26.98 %

Associate senior doctor 49 12.13 %

Senior doctor 13 3.22 %

Others 35 8.66 %

Length of Working Less than one year 3 0.74 %

1–4 194 48.02 %

5–8 124 30.69 %

9–12 64 15.84 %

13 and above 19 4.70%
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(Hair et al., 2011) and still considered acceptable when higher
than 0.6 (Bagozzi & Yi, 1988).

Validity is indicated by convergent validity and discrimi-
nant validity. The average variance extracted (AVE) of each
construct exceeds 0.5, which indicates a satisfactory conver-
gent validity of measurements (Fornell & Larcker, 1981).
Based on the Farnell-Larcker criterion, the discriminant valid-
ity can be established when the square root of each construct’s
AVE exceeds the squared correlation with any other construct
(Hair et al., 2016). Tables 3 and 4 demonstrate that both con-
vergent validity and discriminant validity were established.

5.2 Structural Model and Hypotheses Testing

The structural model was assessed using standardized path
coefficients (β) and their significance levels, including the t-
statistics and p-values, as well as explained variance (R2) of
the endogenous constructs (Becker et al., 2013).We also eval-
uated the effect size by means of Cohen’s f2 (Cohen, 2013),
Q2 values for predictive relevance (Chin, 1998), and standard-
ized root mean square residual (SRMR) for the global fit of the
model (Henseler et al., 2014).

According to Chin (1998), R2 values of 0.67, 0.33, and
0.19 are described as substantial, moderate, and weak effects.
Table 5 shows that our model accounted for 56% of the var-
iance in the effect of responsible AI signals on employee en-
gagement; the strength of the effect is between a substantial
effect and moderate effect. Furthermore, our model also ex-
plained 47.3% of usage intentions to AI, 46.3% of satisfac-
tion with AI, and 19.0% of attitudes towards AI, respectively.
Second, we used the blindfolding technique in PLS to assess
the predictive relevance of the path model. The Q2 values for
all endogenous constructs were above zero (see Table 6).
Hence, the model showed a good predictive relevance
(Chin, 1998). Third, we evaluated the global fit of the model
by applying the fit index SRMR (Henseler et al., 2014) for the
discrepancy between the empirical indicator variance–
covariance matrix and its model-implied counterparts, with a
resulting SRMR value of 0.062 (see Table 7) below the
threshold of 0.08 (Benitez et al., 2020). This indicates that
our model provided a sufficient fit with the empirical data.
Therefore, our proposed research model is well suited to
confirming and explaining the effects of responsible AI sig-
nals on healthcare practitioners’ attitudes towards, satisfaction
of, and usage intentions with AI technology.

5.3 Mediating Effects of Engagement

Mediation seeks to assess whether the effects of independent
variables on the dependent variables are direct or indirect via
the mediator. We hypothesised that employee engagement
mediates the effects of responsible AI signals (namely
autonomy, beneficence, non-maleficence, justice, and

explainability) on satisfaction with AI, attitudes toward AI,
and AI usage intentions in healthcare practice. We performed
the bootstrapping resampling technique (5000 samples) with
bias-corrected, 95%-confidence intervals to calculate the sig-
nificance of the hypothesized paths in the structural model.
For the mediation analysis, we first focused on the signifi-
cance of the direct effect without the mediator. Then we tested
the significance of the indirect effect via the mediator. If the
direct effect without the mediator is insignificant but the indi-
rect effect is significant, a full mediation is supported. If the
direct effect without the mediator is significant and the indirect
effect is equally so, then a partial mediation is supported (Zhao
et al., 2010). Table 5 shows the results of the effect of respon-
sible AI signals on engagement, and Table 6 illustrates the
direct effect of AI signals on attitude, satisfaction and usage
intentions without a mediator, with engagement as the medi-
ator, and the indirect effect via the mediator.

Therefore, H1(c), H2(a), H2(c), H3(b), H4(b), H5(b), H6,
and H7 are supported. Responsible AI signals are positively
related with employee engagement, and engagement mediates
the relationship between responsible AI signals on healthcare
practitioners’ attitude, satisfaction, and usage intentions with
AI technology.

We further conducted a moderated mediation analysis for
our research model. As demonstrated in Fig. 1, we aim to
examine whether techno-overload moderates the mediating
effects of employee engagement on the relationship between
AI justice and behavioural and attitudinal outcomes. As illus-
trated in Table 8, techno-overload moderates the effect of AI
justice on engagement (β = -0.174, p < 0.05). Thus, H8 is
supported. Table 9 revealed that AI justice significantly influ-
ences satisfaction (β = -0.062, p < 0.05), usage intentions (β =
-0.091, p < 0.05) and marginally affects attitudes toward AI (β
= -0.050, p < 0.10) through the moderated mediation path,
while engagement acted as the mediator and techno-
overload as the moderator. Therefore, H9 is supported. The
results of hypotheses testing are summarised in Table 10.

Finally, assessing the multigroup (or between-group) dif-
ferences is important to more subtly understand technology
usage behaviours (Qureshi & Compeau, 2009). To explore
this effect, we split the sample into groups based on respon-
dents’ educational background, gender, healthcare work ex-
perience, frequency of AI usage, average AI usage time per
week, and job title. The multigroup analysis was run to learn
whether healthcare professionals’ characteristics and AI us-
age experience can moderate the effects of responsible AI
signals on employees’ responses toward AI. The results in
Appendix D demonstrate that the differences between the
explainability-to-satisfaction coefficients from two job title
groups were significant at the 0.05 level. We also find that
the differences of autonomy and beneficence-to-satisfaction
coefficients between high and low AI usage time groups
were significant.
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6 Discussion

Responsible AI signals help us understand healthcare practi-
tioners’ responses toward AI technology. However, despite
recognition of the signals, there has been scant research em-
pirically examining their effects on attitudes to, satisfaction,

and usage intentions with AI technology. Our research model
draws on signal-mechanism-consequence (SMC) theory (Li
& Wu, 2018; Pavlou & Dimoka, 2006) and examines how
autonomy, beneficence, explainability, justice, and non-
maleficence all serve as signals to healthcare practitioners
steering their decisions to engage with workplace AI

Table 3 Measurement model
assessment Constructs Items Loading Mean SD CA Rho_A CR AVE

Attitude towards AI (ATA) ATA01 0.893 6.084 0.810 0.818 0.823 0.892 0.734

ATA02 0.846

ATA03 0.830

Autonomy (ATO) AU01 0.717 5.525 0.912 0.666 0.726 0.803 0.577

AU02 0.728

AU03 0.829

Beneficence (BE) BE01 0.794 5.855 0.742 0.806 0.817 0.872 0.631

BE02 0.836

BE03 0.717

BE04 0.826

Engagement (ENG) ENG01 0.730 5.579 0.770 0.841 0.843 0.883 0.557

ENG02 0.771

ENG03 0.700

ENG04 0.720

ENG05 0.766

ENG06 0.787

Explainability (EX) EX_TR01 0.708 5.257 0.963 0.820 0.824 0.874 0.582

EX_TR02 0.772

EX_TR03 0.793

EX_TR04 0.805

EX_TR05 0.730

Usage Intention (UI) UI 1.000 5.869 0.917 1.000 1.000 1.000 1.000

Justice (JUS) JUS01 0.837 5.371 0.900 0.811 0.818 0.875 0.638

JUS02 0.794

JUS03 0.809

JUS04 0.751

Non-Maleficence (NM) NM_
SE01

0.863 5.011 1.143 0.882 0.889 0.918 0.738

NM_
SE02

0.857

NM_
SE03

0.842

NM_
SE04

0.874

Satisfaction with AI (SAT) SAT01 0.853 5.374 0.887 0.759 0.765 0.861 0.675

SAT02 0.790

SAT03 0.820

Techno-Overload (TO) TO01 0.913 5.010 1.088 0.816 1.003 0.860 0.610

TO02 0.768

TO03 0.665

TO04 0.757

Note: SD=Standard deviation; CA=Cronbach’s; AVE=Average variance extracted; CR=Composite reliability
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technology and achieve desirable outcomes, namely
favourable attitudes, high satisfaction, and clear usage inten-
tions with AI technology.

The results demonstrate that autonomy has a significant
positive effect on healthcare practitioners’ usage intention
with AI technology; beneficence is positively related to
healthcare practitioners’ usage intention with AI technology
and their attitudes toward AI; and explainability, justice, and
non-maleficence contribute to satisfaction with AI technology
in the workplace. Most importantly, the significant effects of
these five responsible AI signals – autonomy, beneficence,
explainability, justice, and non-maleficence on attitudes, sat-
isfaction, and usage intentions – are accelerated through
healthcare practitioner engagement. Furthermore, our findings
reveal that techno-overload is a significant moderator of the
mediation effects of employee engagement. When healthcare
practitioners perceive AI technology as adding extra work-
load, this will undermine the importance of AI justice and then
subsequently affect practitioners’ attitudes, satisfaction, and
usage intentions.

6.1 Theoretical Contributions

Our research makes several important theoretical contribu-
tions. Principally, we contribute to the responsible AI

literature by empirically documenting the effects of the five
key responsible AI principles. Consistent with Pavlou and
Dimoka (2006) and Gordon et al. (2010), positive signals
from the technology can generate desirable outcomes in the
healthcare industry. The findings confirm the benefits of the
five principles, and suggest that autonomy, beneficence,
explainability, justice, and non-maleficence in relation to AI
technology are taken by healthcare practitioners as positive
signals inducing their engagement.

Interestingly, among all five signals, beneficence has the
strongest positive effect on engagement with AI. Its use can be
perceived by practitioners as a means to demonstrate their
ability to deliver positive and pro-social impacts to patients.
Most importantly, AI technology should be able to inherently
improve well-being, to the betterment of human beings and
society in general (Martela & Ryan, 2016). Despite the desir-
able functional benefits of AI technology, healthcare practi-
tioners tend to engage with it when they perceive it can pre-
serve the dignity of both patients and practitioners (Floridi
et al., 2018). Further, extending Newman et al. (2020) and
Rai (2020), our findings support the important roles of justice
and explainability as they exert the strongest effects on
healthcare practitioner satisfaction with AI technology.
When healthcare practitioners perceive the technology is able
to help them avoid human bias and increase the level of infor-
mation accuracy provided to patients, they are more likely to
be satisfied. Similarly, healthcare practitioners tend to value
the importance of technological transparency. Their access to
sufficient detail and algorithmic reasoning also seems to de-
termine their satisfaction levels.

Our research also contributes to Signal-Mechanism-
Consequence (SMC) theory (Li & Wu, 2018; Pavlou and
Dimoka, 2006). Our results affirm that the five principles
serve as responsible AI signals that healthcare practitioners
rely on to decide whether to engage with AI technology.
Engagement is one of the key drivers of usage intentions,
favourable attitudes, and satisfaction with AI. This is consis-
tent with Brock and Von Wangenheim (2019), who note em-
ployee engagement may determine the success of hospital AI
implementations. Aligning with Harter et al. (2002),

Table 4 Discriminant validity

ATA AU BE ENG EXP JUS NM SAT UI

ATA 0.857

AU 0.187 0.760

BE 0.355 0.497 0.795

ENG 0.397 0.536 0.614 0.746

EXP 0.182 0.300 0.327 0.479 0.763

JUS 0.293 0.491 0.528 0.631 0.590 0.799

NM 0.227 0.250 0.248 0.421 0.470 0.470 0.859

SAT 0.266 0.408 0.403 0.614 0.478 0.586 0.417 0.821

UI 0.331 0.444 0.549 0.656 0.300 0.428 0.221 0.505 1.000

Note: The diagonal elements in bold denote the square root of the AVE;
the off-diagonal elements are the correlations between the factors. For
discriminant validity, diagonal elements should be larger than
off-diagonal elements.

Table 5 Construct measures

SRMR 0.062

Construct R2 R2Adjusted Q2

Attitude towards AI 0.190 0.177 0.129

Engagement 0.560 0.555 0.307

Satisfaction with AI 0.463 0.455 0.298

Usage intention 0.473 0.465 0.439

Table 6 The effects of responsible AI signals on engagement

Path β t statistics p-value f2

AU -> ENG 0.192 4.233 0.000 0.057

BE -> ENG 0.323 5.951 0.000 0.153

EXP -> ENG 0.115 2.354 0.019 0.018

JUS -> ENG 0.240 3.152 0.002 0.061

NM -> ENG 0.126 2.957 0.003 0.026

Note: AU autonomy, BE beneficence, EXP explainability, JUS justice,
NM non-maleficence, ENG engagement,ATA attitude towards AI, SAT
satisfaction with AI, UI usage intention.
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autonomy, beneficence, explainability, justice, and non-
maleficence tend to reflect the nature of healthcare practi-
tioners’ workplace activity and synchronize with their view
on what they need to do to perform well in the workplace. The
five responsible AI signals can provide sufficient guidance on
how to operate AI systems responsibly and ethically. This can
be disseminated through effective internal communication
and training. Commitment to such programs and an under-
standing of the technology will result in greater engagement,
and higher levels of satisfaction and usage.

Finally, techno-overload is an important techno-stressor,
which undermines the significant relationship between justice
and satisfaction, attitudes, and usage intentions. In particular,

it weakens the positive relationship between justice and
healthcare practitioner engagement with AI technology.
Extending Tarafdar et al. (2007), when healthcare practi-
tioners perceive their stated role to exceed their capacity in
terms of work quantity or difficulty, it tends to decrease their
engagement and undermine the importance of the AI justice
signal. Despite the benefits of using AI technology, techno-
overload is an affective event, that may result in negative
feelings, such as stress, exhaustion, anxiety, or upset (Cao &
Sun, 2018).

6.2 Implications for Practice

AI technology has the potential to transform the healthcare
industry, with powerful computational models that assist
healthcare practitioners’ job tasks with complex data aggrega-
tion (Keane & Topol, 2018). However, its adoption in this
industry is still in its infancy. This research has been driven
by a long overdue need to understand AI technology adoption
from the perspective of healthcare practitioner rather than pa-
tient (Yang et al., 2015; Tran et al., 2019; Nadarzynski et al.,
2019, 2020). Understanding the five key responsible AI sig-
nals tends to bring societal benefits and generate hope for

Table 7 Results of mediation analysis

Direct effect without mediator Direct effect with mediator Indirect effect via mediator Mediation
type

Path β T
statistics

5.00 % 95.00 % β T
statistics

5.00 % 95.00 % β T
statistics

5.00 % 95.00 %

AU -> ENG ->
ATA

-0.092 1.494 -0.188 0.014 -0.037 0.606 -0.132 0.067 0.055 2.932** 0.026 0.087 Full

AU -> ENG -> SAT 0.058 1.160 -0.027 0.135 0.126 2.610** 0.045 0.204 0.069 2.840** 0.035 0.115 Full

AU -> ENG -> UI 0.087 1.712* 0.003 0.169 0.186 3.365*** 0.094 0.275 0.100 3.808*** 0.060 0.146 Partial

BE -> ENG -> ATA 0.198 2.721** 0.080 0.320 0.291 4.394*** 0.182 0.399 0.093 3.137** 0.044 0.141 Partial

BE -> ENG -> SAT -0.030 0.526 -0.130 0.058 0.085 1.568 -0.008 0.170 0.115 3.431*** 0.066 0.176 Full

BE -> ENG -> UI 0.217 3.795*** 0.128 0.316 0.385 6.322*** 0.285 0.485 0.168 5.368*** 0.117 0.220 Partial

EXP -> ENG ->
ATA

-0.061 0.874 -0.169 0.060 -0.028 0.407 -0.136 0.089 0.033 1.947* 0.008 0.063 Full

EXP -> ENG ->
SAT

0.116 1.805* 0.011 0.222 0.157 2.565** 0.058 0.259 0.041 2.085* 0.012 0.076 Partial

EXP -> ENG -> UI -0.002 0.027 -0.096 0.096 0.058 1.039 -0.033 0.153 0.060 2.342* 0.019 0.104 Full

JUS -> ENG ->
ATA

0.048 0.631 -0.074 0.179 0.117 1.343 -0.023 0.263 0.069 1.987* 0.022 0.135 Full

JUS -> ENG ->
SAT

0.235 3.661*** 0.134 0.344 0.321 5.120*** 0.220 0.426 0.086 3.103** 0.042 0.134 Partial

JUS -> ENG -> UI -0.028 0.423 -0.148 0.074 0.096 1.220 -0.039 0.220 0.125 2.594** 0.056 0.213 Full

NM -> ENG ->
ATA

0.086 1.262 -0.031 0.188 0.122 1.794* 0.002 0.223 0.036 2.547** 0.014 0.060 Full

NM -> ENG ->
SAT

0.094 1.802* 0.009 0.181 0.139 2.568** 0.052 0.230 0.045 2.342* 0.018 0.081 Partial

NM -> ENG -> UI -0.059 1.224 -0.134 0.025 0.006 0.121 -0.073 0.094 0.065 2.891** 0.030 0.104 Full

Note: AU autonomy, BE beneficence, EXP explainability, JUS justice, NM non-maleficence, ENG engagement, ATA attitude towards AI, SAT satis-
faction with AI, UI usage intention.

***p < 0 0.001; **p < 0.01; *p < 0.05

Table 8 Results of moderation analysis

β t statistics p-
value

5.00% 95.00%

TO * JUS -> ENG -0.174 1.749* 0.040 -0.272 0.051

TO techno-overload. JUS justice. ENG engagement.

***p < 0 0.001; **p < 0.01; *p < 0.05
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practitioners. Hospitals should build responsible AI systems
by emphasizing autonomy, beneficence, and non-malefi-
cence, and perhaps more importantly, draw healthcare practi-
tioners’ attention to AI explainability and justice. This might
be done through internal communications or appropriate train-
ing with the aim of eliminating practitioners’ reticence with or
fear of AI technology.

Accordingly, hospital managers and AI developers should
ensure that algorithms are free from the potential for discrim-
ination, with practitioners able to eliminate treatment dispari-
ty, which will improve their engagement. They may need to
be instructed on the potential for AI to protect patient identi-
ties. Their inductions may include demonstrations on how it
assists rather than impairs their decision-making ability and

Table 9 Results of moderated
mediation analysis β t statistics p-

value
5.00% 95.00%

TO * JUS -> ENG -> ATA -0.050 1.486 0.069 -0.096 0.012

TO * JUS -> ENG -> SAT -0.062 1.792* 0.037 -0.093 0.020

TO * JUS -> ENG -> UI -0.091 1.692* 0.045 -0.149 0.025

Note: TO techno-overload. JUS justice. ENG engagement. ATA attitude towards AI. SAT satisfaction with AI. UI
usage intention.

***p < 0 0.001; **p < 0.01; *p < 0.05

Table 10 Results of hypotheses testing

Research Hypothesis Results

H1 Autonomy of AI is positively related to the healthcare practitioners’

H1(a) attitudes toward AI. Not supported

H1(b) satisfaction with AI. Not supported

H1(c) usage intention to AI. Supported

H2 Beneficence of AI is positively related to healthcare practitioners’

H2(a) attitudes toward AI. Supported

H2(b) satisfaction with AI. Not supported

H2(c) usage intention to AI. Supported

H3 Explainability of AI is positively related to healthcare practitioners’

H3(a) attitudes toward AI. Not supported

H3(b) satisfaction with AI. Supported

H3(c) usage intention to AI. Not supported

H4 Justice of AI is positively related to healthcare practitioners’

H4(a) attitudes toward AI. Not supported

H4(b) satisfaction with AI. Supported

H4(c) usage intention to AI. Not supported

H5 Non-maleficence of AI is positively related to healthcare practitioners’

H5(a) attitudes toward AI. Not supported

H5(b) satisfaction with AI. Supported

H5(c) usage intention to AI. Not supported

H6 Responsible AI signals (autonomy, beneficence, explainability, justice, and non-maleficence) are positively related to employee
engagement.

Supported

H7 Employee engagement mediates the relationship between responsible AI signals (autonomy, beneficence, explainability, justice,
and non-maleficence) and behavioral consequences (attitudes toward AI, satisfaction with AI, and usage intention to AI).

Supported

H8 Techno-overload moderates the relationship between Justice of AI and employee engagement, such that high techno-workload
weakens the effect of Justice of AI on employee engagement.

Supported

H9 Techno-overload moderates the mediating effect of engagement on the relationship between Justice of AI and behavioral and
attitudinal outcomes, such that the techno-overload weakens the indirect effect of Justice of AI on healthcare practitioner’s

H9(a) attitudes toward AI. Supported

H9(b) satisfaction with AI. Supported

H9(c) usage intention to AI. Supported
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power. At the technical level, AI developers should ensure all
mechanisms are as transparent as possible, to hospital manage-
ment as well as healthcare practitioners. At the administrative
level, hospital management should encourage honest and unre-
served information sharing among users and patients. Onlywhen
practitioners fully understand the ethical landscape behind the
development of AI technology, can they communicate clearly
with patients and properly exploit AI technology to transform the
patient experience positively. A useful starting point is simply to
understand the five key responsible AI principles as an important
foundation for all stakeholders to build consensus around the
benefits of this technology in the healthcare sector.

7 Conclusion, Limitations, and Future
Research Directions

Our research shows that healthcare practitioners’ attitudes to-
ward AI, satisfaction with AI, and usage intentions with AI
technology are affected by the five key responsible AI signals:
autonomy, beneficence, explainability, justice, and non-malef-
icence. Such significant effects are facilitated through
healthcare practitioners’ engagement with the technology.
Moreover, this research also yields interesting findings on the
pivotal role of techno-overload, in undermining the significant
effects of responsible AI signals on engagement.

This research has some limitations that might offer useful
future research directions. First of all, this study examines the
perspectives of healthcare practitioners who have used AI tech-
nology in Grade A tertiary hospitals in China. As this technol-
ogy is gradually transforming the healthcare industry, hospitals
in rural areas may be planning to implement AI technology.
Hence, future research could explore whether healthcare prac-
titioners in rural areas hold a different perspective in defining
responsible AI attributes. Secondly, the data in this study are
cross-sectional; thus, future research may explore the possibil-
ity of longitudinal approaches to examine whether healthcare
practitioner engagement varies over time as they experience
either technology fatigue or staged assimilation and familiari-
zation, for example. Finally, this research has only explored
techno-overload as a moderator significantly affecting the out-
comes of AI justice and attitudes, satisfaction, and usage inten-
tions. Future research may wish to explore other potential mod-
erators that either undermine or enhance the effects of respon-
sible AI attributes on healthcare practitioners’ attitudes, satis-
faction levels, and usage intentions.
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