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Abstract
Although lead scoring is an essential component of lead management, there is a lack of a comprehensive literature review 
and a classification framework dedicated to it. Lead scoring is an effective and efficient way of measuring the quality of 
leads. In addition, as a critical Information Technology tool, a proper lead scoring model acts as an alleviator to weaken the 
conflicts between sales and marketing functions. Yet, little is known regarding lead scoring models and their impact on sales 
performance. Lead scoring models are commonly categorized into two classes: traditional and predictive. While the former 
primarily relies on the experience and knowledge of salespeople and marketers, the latter utilizes data mining models and 
machine learning algorithms to support the scoring process. This study aims to review and analyze the existing literature on 
lead scoring models and their impact on sales performance. A systematic literature review was conducted to examine lead 
scoring models. A total of 44 studies have met the criteria and were included for analysis. Fourteen metrics were identified 
to measure the impact of lead scoring models on sales performance. With the increased use of data mining and machine 
learning techniques in the fourth industrial revolution, predictive lead scoring models are expected to replace traditional 
lead scoring models as they positively impact sales performance. Despite the relative cost of implementing and maintaining 
predictive lead scoring models, it is still beneficial to supersede traditional lead scoring models, given the higher effective-
ness and efficiency of predictive lead scoring models. This study reveals that classification is the most popular data mining 
model, while decision tree and logistic regression are the most applied algorithms among all the predictive lead scoring 
models. This study contributes by systematizing and recommending which machine learning method (i.e., supervised and/or 
unsupervised) shall be used to build predictive lead scoring models based on the integrity of different types of data sources. 
Additionally, this study offers both theoretical and practical research directions in the lead scoring field.

Keywords  Lead scoring model · Sales performance · Data mining model · Machine learning algorithm · Systematic 
literature review

1  Introduction

1.1 � Inside sales and lead scoring modeling

A lead is an essential raw material for sales organizations. 
Leads, being members of a target market segment, inten-
tionally or unintentionally signal an interest in a company’s 
product(s)/service(s), regardless of whether that particular 
interest comes from a new prospect or an existing customer 
[14, 44]. Companies invest significantly in advertisements, 
web campaigns, and marketing to generate new leads and 
allocate enormous resources to nurture and convert these 
leads into customers [56, 59]. Conventional, outside sales 
(also called field sales) that are primarily based on in-person 
interactions with leads have been giving up the leading role 
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to inside sales that mainly rely on remote sales conducted 
with the help of information and communication technolo-
gies (ICT) (e.g., phone, Internet) [49–51]. For some indus-
tries, inside sales became dominant and sometimes the 
only way to sell their products and services. The increasing 
cost of conventional sales, as well as advances in informa-
tion technology (IT) tools and buyers’ higher demands and 
expectations, have contributed to the rapid growth of inside 
sales [55, 62]. For the last two decades, we have observed a 
significant shift from conventional field sales to the domi-
nating inside sales enabled by ICT. The current COVID-19 
pandemic forced many organizations to reduce costs and 
eliminate unnecessary spending [75]. For this reason, it has 
become increasingly essential for organizations to maximize 
opportunities from new prospects and existing customers by 
taking advantage of inside sales.

Lead Management System (LMS), an integrated informa-
tion system of inside sales, became the“driving force”for 
operations with leads. LMS uses various IT tools to stream-
line and automate complicated lead management processes 
[49], for example, lead generation, lead nurturing, lead dis-
tribution, and lead scoring [28, 42, 43, 61, 66]. However, 
not only the way of selling (i.e., traditional vs. ICT-enabled 
inside sales) has evolved during the last decades, but inside 
sales have further benefited by shifting from list-based (man-
ually prioritizing and filtering of leads based on sales repre-
sentatives’ knowledge and experience) to queue-based LMSs 
(an approach for prioritizing leads when the most promising 
leads are served first) [49, 50]. The increased productivity, 
more efficient management control, and quicker response 
to leads have made queue-based LMSs the best solution for 
managing leads in inside sales [65].

Lead scoring has been widely acknowledged as the most 
effective and efficient way of qualifying the quality of a large 
number of leads for queue-based LMSs [11, 17, 20, 37, 39, 
44]. Lead scoring modeling is at the core of lead scoring, a 
qualification approach that assesses the leads’likelihood of 
making a purchase by ranking them against a scale to dif-
ferentiate and prioritize them by generating a queue-based 
list for sales [7, 20, 48]. A high-quality lead scoring model 
with superior predictive power could convince salespeople 
to contact more market-qualified leads (MQLs) and convert 
those“ready-to-buy” leads to customers in a short time [25, 
56]. From a long-term perspective, having a high-quality 
lead-scoring model can also improve the internal collabora-
tion between the marketing and sales functions [56].

1.2 � Problem and motivation

Lead qualification and conversion to sales are the most crit-
ical success components of the inside sales process [54]. 
Without an appropriate inside sales lead management strat-
egy, qualified leads that do not result in short-term sales 

often slip through and become lost revenue opportunities 
[42, 43]. The average conversion rate of prospects to quali-
fied leads is approximately 10%, and only 1-6% of leads 
ultimately become customers [16, 17, 21]. Such low conver-
sion rates of leads to customers are mostly associated with 
the low quality of leads in queues that sales teams work 
with [39, 48]. Sales teams spend valuable and limited time 
resources on low-quality leads that will never be converted 
[20]. The likelihood of conversion directly influences sales 
performance [51]. There is an overall challenge - to find a 
better way to increase sales performance and improve con-
version rates in inside sales [20, 39]. In addition, some deter-
minants of sales success are stronger when selling remotely 
(i.e., when engaging in inside sales) [51].

Effective lead management in inside sales can reduce 
budgets and maximize revenue by focusing on the quality 
and not the number of leads [42, 43]. Lead scoring has been 
widely acknowledged as a promising way to assist with the 
low conversion challenge [17, 20, 37, 39, 44]. Companies 
that employ lead scoring in their LMSs can potentially ben-
efit from up to 70% increase in lead generation return on 
investment compared to companies that do not use lead scor-
ing [39]. In addition, the conversion rate from prospects to 
qualified leads increases to 15-20% which means that even-
tually, more leads will convert to sales [17, 20]. According 
to a 2018 report from GEM (Global Entrepreneurship Moni-
tor), on average, three new companies are created every sec-
ond [29]. This means that at least 0.8 million new companies 
are created over one night. A salesperson needs to contact 
approximately 800 leads per day, even if only 1% of the 0.8 
million prospects are relevant to the company. Despite the 
number of leads, being able to differentiate between high-
quality and low-quality leads in such a rapidly growing mar-
ket is challenging.

Lead scoring models are emerging as a solution to that 
challenge but still little is known about how and what lead 
scoring models need to be employed for inside sales. Despite 
the importance of lead scoring models in inside sales and 
the call to find out how these models can address the chal-
lenge of inside sales performance, no study summarized 
the knowledge about existing lead scoring models and their 
impact on sales performance. Although a few studies have 
been dedicated to the subject [6, 21, 48], little is known 
regarding existing lead scoring models, their types, advan-
tages and disadvantages; what algorithms have been used 
in building lead scoring models; which of them are more 
appropriate and efficient for specific conditions (i.e., data 
sources), and how lead scoring models influence sales per-
formance. This paper aims to address this challenge. From 
a theoretical perspective, our motivation is to conduct a sys-
tematic literature review in the field of lead scoring models 
to identify research areas that require further investigation.
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By knowing what lead scoring models exist and their 
corresponding suitability, we could choose which one to 
use, given the availability of data sources. As more efficient 
and effective machine learning (ML) algorithms are intro-
duced, marketing teams can implement more sophisticated 
lead scoring models by integrating the more advanced algo-
rithms to handle datasets with higher degrees of complexity. 
Because large datasets with higher degrees of complexity 
normally contain more hidden signals of good potential 
customers [15, 29]. Therefore, it is imperative to grasp the 
knowledge of algorithms that have been applied to build lead 
scoring models. With more hidden signals extracted from 
datasets, more profitable leads could be identified, thus, sales 
performance could eventually increase.

1.3 � Scope and contribution

To foster our understanding of how to improve inside sales 
performance, what role lead scoring models play in this 
improvement, and how different types of such models can 
influence sales performance, it is essential to summarize the 
existing knowledge on the domain. Because it is important 
to investigate the existing types of lead scoring models and 
their impact on sales performance, we argue that a frame-
work is needed to classify existing lead scoring models. A 
systematic literature review (SLR) on lead scoring models 
should help fill the above-mentioned gaps. Hence this study 
proposed and addressed the following research questions 
(RQs):

RQ1. What are the advantages and disadvantages of the 
existing lead scoring models?
RQ2. What is the preferred model for which data source?
RQ3. How do lead scoring models influence sales per-
formance?

The main contributions of this study to academic research 
and sales practice are: 

1.	 This study identifies, evaluates, and analyzes various 
lead scoring models. In particular, it focuses on summa-
rizing conventional methods, data mining (DM) models, 
and ML algorithms applied to lead scoring to uncover 
future research avenues.

2.	 Furthermore, this study proposes a classification frame-
work and uses it to classify all the identified lead scor-
ing models, summarize modeling processes, examine the 
models’impact on sales performance, and compare mod-
els’ impact to suggest lead scoring models. Additionally, 
this study suggests ways of improving sales performance 
in lead scoring models.

3.	 Moreover, since predictive lead scoring has become the 
trend, this study investigates the reason why the predic-
tive approach is better than the traditional approach.

4.	 Most importantly, this study recommends which learn-
ing methods (i.e., supervised and/or unsupervised) 
should be used when building predictive lead scoring 
models, given the availability of data sources.

The rest of the paper is structured as follows. Section 2 
describes the methodology employed in this study, fol-
lowed by Sect. 3, which discusses the proposed classifica-
tion framework and shows the results of the literature review. 
Section 4 expatiates answers to the research questions and 
the limitations of this study. Finally, Sect. 5 presents the 
discussion, conclusions, and implications of this study.

2 � Methodology

In this review, we followed Kitchenham’s SLR approach 
[34], which consists of three main steps, namely planning 
the review, conducting the review, and reporting on the 
review. We defined the review’s objectives (see Sect. 2.1) 
and developed a review protocol in the planning step. In 
the conducting review step (see Sect. 2.2), we executed 
search queries, selected studies, and assessed their quality. 
Finally, we extracted and synthesized the data in the report-
ing step (see Sect. 2.3). In addition, we validated, analyzed, 
and described the results and tabulated them in quantitative 
summaries. The entire process is detailed below.

2.1 � Planning the review

Search strategy After defining research questions as shown 
in Sect. 1.3, we identified the concepts in the two research 
questions involving two disciplines: (1) computer science 
and (2) business management. Therefore, an interdiscipli-
nary literature search needed to be carried out for this SLR. 
Hence, we used synthetic databases such as Scopus and Web 
of Science to account for the interdisciplinary nature of the 
study. Furthermore, the technology and science-focused 
Institute of Electrical and Electronics Engineers (IEEE) 
Xplore library and business-focused databases such as 
Business Source Complete and ABI/INFORM Global were 
scanned for relevant studies. Moreover, since lead scoring 
systems have been employed in the industry, we searched 
grey literature to ensure complete coverage of industrial 
technical reports, research papers, project reports, and 
white papers. Typically, a grey literature scan is necessary 
to address publication bias in SLRs. For the grey literature 
search, we searched the OpenGrey database the same way 
we searched traditional literature databases.
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To define the search queries, first, the research questions 
were decomposed into four concepts: (1) Lead Scoring, (2) 
Modeling, (3) Sales, and (4) Performance. Second, key-
words were generated for each concept by using relevant 
background knowledge in the fields, the pearl growing tech-
nique [52], and brainstorming (see Table 1).

Third, we conducted a keyword search on the aforemen-
tioned databases. The final search queries were applied to 
the article title, abstract, and keywords fields. There was no 
need to include“full-text”in the search field since this would 
have led to many false positives at this search stage.

Inclusion/Exclusion criteria In the evaluation stage, the 
retrieved results were evaluated against the following inclu-
sion criteria:

•	 Peer-reviewed journal articles and conference proceeding 
papers that focus on lead scoring models, or applying 
DM models or ML algorithms to lead scoring;

•	 Relevant papers on lead scoring models that are identified 
by the snowballing technique [12];

•	 Grey literature: industrial technical reports, project 
reports, and white papers on lead scoring models.

Next, the included studies were evaluated against the follow-
ing exclusion criteria:

•	 Language: not in English;
•	 Subject area: not in the business management domain;
•	 Primary focus: not related to lead scoring;
•	 Study form: studies in the form of abstracts or posters.

Quality criteria Each included study must meet all the fol-
lowing quality assessment criteria:

•	 A study focuses on a lead scoring technique within the 
business scope;

•	 A study addresses the impact of the proposed lead scor-
ing model(s) on sales;

•	 A study includes a performance evaluation scheme for 
evaluating the alleged lead scoring model(s);

•	 Grey literature articles must address both traditional and 
predictive lead scoring for comparison purposes. Evalu-
ation metrics can be left out in grey literature. Because it 

is an uncommon practice to include model performance 
evaluation schemes in grey literature.

2.2 � Conducting the review

Identification After locating a few key papers by entering 
the preliminary search queries into the databases [7, 17, 20, 
48, 60], a pearl growing technique (i.e., using keywords and 
index terms of key papers) [52] was executed to optimize 
search terms in the initial search queries. The subject head-
ings and keywords of these key papers were used to opti-
mize search terms and refine the preliminary search queries. 
Eventually, the final search queries were run in six data-
bases. Additionally, a backward snowballing technique [3, 
12] was adopted to complement literature database searches. 
Table 2 shows the number of articles retrieved from each 
source.

Screening Then, we removed duplicates from a total of 
1150 records. After excluding 345 duplicated records, we 
ended up with 805 papers. Figure 1 shows the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) diagram for visualizing each stage’s selection 
process and results [36].

A total of 685 records were excluded, leaving 120 arti-
cles for full-text quality assessment (see Fig. 1). We used 
the inclusion/exclusion criteria (see Sect.  2.1), so articles 
fulfilling any of the exclusion criteria were disqualified. Spe-
cifically, we read each study’s title, abstract, and keywords.

Eligibility and inclusion After a full read of the 120 arti-
cles, a total of 44 studies were retained for qualitative syn-
thesis using the quality criteria (see Sect. 2.1). The reasons 

Table 1   Concepts and keywords Concepts Keywords

Lead scoring Lead scoring; lead ranking; lead prioritization; prospect scoring; prospect ranking; 
prospect prioritization; customer acquisition; customer identification

Modeling Modeling; approach; concept; algorithm; data mining; machine learning; prediction
Sales Sales; business; commerce; marketing; selling; b2b; b2c
Performance Performance; outcome; output; result; lead conversion; conversion rate

Table 2   Number of retrieved articles from each database

Database names Num-
ber of 
articles

Scopus 450
IEEE Xplore 234
ABI/INFORM Global 168
Web of Science 150
Business Source Complete 105
OpenGrey 43
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for excluding articles during the full-text assessment phase 
were ineligible areas of focus, not addressing the impact 
on sales, retracted articles, and missing model evaluation 
scheme. For example, Hou and Yang [27] presented a clas-
sification model for potential customer identification and 
prioritization via the 80-20 principle. However, they omit-
ted to address the evaluation metrics for assessing the pro-
posed model. Thus, this study was not included in the final 
list of qualified studies. Xiaowen et al. [70] established a 
traditional lead scoring system of a three-layer value assess-
ment structure via the analytic hierarchy process to locate 
potential government and corporate customers. However, 
this study lacked an evaluation of the proposed system and 
measurement of sales performance.

Some studies failed to meet the focused area crite-
rion. For instance, Nguyen et al. [47] introduced a new 
model to identify the characteristics of customers using 
the rough set theory. However, their study mainly focused 
on distinguishing customers’characteristics while staying 
away from applying the lead scoring process. Therefore, 
this study was excluded from the final list. Furthermore, 
studies by Baecke and Van Den Poel [4, 5] focused on 

incorporating spatial interdependence feature with auto-
correlation and regression techniques to improve existing 
customer acquisition models instead of building a lead 
scoring model and analyzing its impact on sales. Hence 
these studies were excluded. Moreover, a qualitative case 
study by Jarvinen and Taiminen [28] demonstrated the use 
of marketing automation tools to generate high-quality 
sales leads through behavioral targeting and personalizing 
content without discussing lead scoring. Thus, this study 
was excluded.

2.3 � Reporting on the review

All lead scoring models in the qualified studies were 
extracted and categorized to make the review unambigu-
ous and comprehensive to address the research questions. 
Each study was thoroughly reviewed and classified accord-
ing to the two lead scoring approaches and six classes of 
models (see Fig. 2). We validated the result and perfor-
mance of each lead scoring model by assessing the pro-
posed evaluation metrics and sales performance measure-
ments. Additionally, we extracted all impact/influences of 
lead scoring models on sales performance. In the end, we 
analyzed how lead scoring models influence/impact sales 
performance.

The data extracted from the qualified studies (see 
Appendix 1) includes:

•	 Title, authors, and year of the paper;
•	 Suggested methods/models/algorithms;
•	 Approach (traditional or predictive) of the proposed lead 

scoring models;
•	 Evaluation metrics applied to the proposed lead scoring 

models;
•	 Metrics used to measure sales performance;
•	 A summary of lead scoring models’ impact on sales.

The results of the literature analysis are presented in the 
search results section (see Sect.  3).

Fig. 1   PRISMA

Fig. 2   Classification framework
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3 � Search results

We developed a classification framework for traditional 
and predictive lead scoring models to summarize the exist-
ing models (Fig. 2). This framework is based on a com-
prehensive review of the academic and grey literature on 
lead scoring models in LMSs. According to the studies 
conducted by Duncan and Elkan [20] and McDonnell [39], 
lead scoring can be split into two approaches: traditional 
and predictive. Additionally, Chorianopoulos [15] and 
Ahmed [2] described the major types of DM models in 
Customer Relationship Management (CRM), namely clas-
sification, clustering, and regression. Given the flexibility 
of this classification framework, it can be expanded as 
more traditional techniques or DM models are applied to 
lead scoring. In the following paragraphs, a short descrip-
tion of two lead scoring approaches, as well as traditional 
techniques and DM models are provided with some refer-
ences for more details.

According to Duncan and Elkan [20] and McDonnell 
[39], lead scoring consists of two approaches, traditional 
and predictive. These two approaches have been studied 
by academics and practitioners. They share a common goal 
of scoring and prioritizing leads according to their likeli-
hood of purchase. In traditional lead scoring, marketers 
attempt to quantify the quality of a lead to determine when 
it should be passed to salespeople [39].

In traditional lead scoring, marketers usually analyze 
explicit (e.g., industry type, job role, company size, and 
revenue) and implicit (e.g., website visits, email opens, 
clicks, form completions, and online behaviors) informa-
tion on leads. They assign scores to leads based on criteria/
rules and track them. Traditional lead scoring is usually 
supported by marketing automation software, such as Ora-
cle Eloqua [37]. There are three main models in the tra-
ditional lead scoring segment, which are Lamb or Spam 
[11], rules/points-based [11, 29, 39], and scorecard [44, 
67]. The Lamb or Spam model filters out low-quality leads 
and surfaces relatively high-quality ones by assessing 
their attributes (e.g., email domain, company size) [11]. 
Rules-based or points-based lead scoring assigns points to 
leads’demographic and behavioral characteristics accord-
ing to specific rules. These rules are stipulated based on 
human experience and intuition [29]. As a result, the lead 
score is the outcome of a weighted function of these attrib-
utes. The scorecard model is similar to the rules/points-
based model, except for one major difference: the score 
is calculated by statistical and mathematical approaches 
based on the different factors’importance levels [67].

Predictive lead scoring uses advanced data-driven pre-
dictive analytics to discover insights within “cold”leads/
prospects data, uncover hidden/non-linear relationships 

between various predictors and target/outcome events, and 
finally estimate a propensity score for each new prospect 
[11, 15, 39, 48]. Within the context of predictive lead scor-
ing, DM and ML techniques can be leveraged to identify 
various data patterns, filter out the most influential attrib-
utes, and generate predictive models based on historical 
data [15]. They can be leveraged to guide the decision-
making process and predict decisions’effects [46]. Pre-
dictive lead scoring is supported by different DM models, 
including classification, clustering, and regression.

Classification is commonly used in DM [2, 15, 46]. Its 
goal is to build a model to predict the outcome of an event by 
classifying new records to the predefined classes [2, 15]. The 
algorithms commonly used for classification are decision 
trees, logistic regression, and neural networks. Clustering 
segments a heterogeneous population into a few homogene-
ous clusters [2, 46]. The major difference between clustering 
and classification is that the number of clusters is unknown 
in clustering. The commonly applied clustering algorithm is 
k-means. Regression is a frequently used statistical estima-
tion technique for predicting the value of a continuous output 
based on the inputs [15, 46]. Regression has been applied to 
test the significance of relationships between variables, fit 
curves, and predict continuous outcomes. Linear regression 
is the most common technique.

Table 3 shows the 44 qualified studies according to the 
proposed classification framework (see Fig. 2). The number 
of lead scoring studies has increased in the last few years. 
Figure 3 shows a trend against the timeline of the qualified 
lead scoring studies covered in this SLR.

Out of the 44 selected studies, 39 are journal or confer-
ence papers, while 5 are grey literature (see Table 4). From 
Table 4, we can observe that the selected studies emphasize 
predictive lead scoring more than traditional lead scoring, 
showing the current trend in the research field.

We analyzed predictive lead scoring models in all the 
qualified predictive studies. The literature analysis reveals 
that there are 18 different predictive lead scoring models. 
Table 5 shows that the most popular models are decision tree 
classification and logistic regression.

Fig. 3   Trend of studies on lead scoring models
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Table 6 shows the number of traditional lead scoring 
models in the qualified studies. The most popular one is the 
rules/points-based model.

Table 7 shows various metrics used to measure sales per-
formance after applying the proposed lead scoring model(s) 
in all the qualified studies. As Table 7 shows, the lead con-
version rate is the most popular metric.

4 � State of lead scoring models

As an IT tool in LMSs, a lead scoring model prioritizes 
sales and marketing efforts towards leads that are more 
likely to convert into customers [7, 20, 48]. Marketing and 
sales usually collaborate to build lead scoring models by 
defining what constitutes a good lead to pursue. There are 

two approaches to lead scoring: the traditional lead rank-
ing method and the more advanced data-driven predictive 
approach [20, 39]. Traditional lead scoring endeavors to 
quantify the quality of a lead [39, 42, 44]. Its goals are to 
prioritize leads to sales and develop scalable approaches if 
leads meet the minimum qualification requirements. Tradi-
tional lead scoring is based on salespeople’s experience and 
judgment, while the data-driven predictive approach prom-
ises to be more objective and efficient. Various DM models 
and ML algorithms have been applied to build predictive 
lead scoring models that assess the likelihood of converting 
leads to customers [11, 15, 39, 48]. Recently, the sales indus-
try has been leaning more towards predictive lead scoring 
approaches [11, 29]. Moreover, with an increasing number 
of studies published on lead scoring models in the last few 
years, one can claim that this field has been gaining attention 
from academic research, especially predictive lead scoring. 
We first discuss lead scoring models in academic literature. 
As mentioned earlier, lead scoring can be divided into two 
categories, namely traditional and predictive.

4.1 � Traditional lead scoring models

In traditional lead scoring, rules/points-based and score-
card models were frequently used a decade ago. Monat [44] 
proposed a practical qualitative modeling tool that predicts 
the probability of an industrial sales lead converting to a 

Table 3   Distribution of studies according to the proposed classification framework

Lead scoring approach Lead scoring model Algorithm References

Predictive Classification model Decision tree (13) [1, 6, 17, 18, 21–23, 31, 38, 45, 48, 53, 73]
Logistic regression (13) [6, 17–19, 22, 23, 45, 48, 57, 60, 63, 68, 72]
Random forest (9) [6, 9, 10, 21, 23, 35, 41, 45, 48]
Gradient boosted trees (8) [6, 20–23, 30, 45, 58]
Neural network (7) [17, 22, 23, 32, 48, 71, 74]
Bayesian network (4) [6, 7, 64, 73]
K nearest neighbour (2) [6, 17]
Fuzzy logic (1) [33]
Support vector machine (1) [21]

Clustering model K-means (3) [35, 38, 69]
Self-organizing.maps (1) [69]
Expectation maximization (1) [63]
Spherical (1) [19]
Fuzzy (1) [19]

Regression model Linear /exponential (2) [35, 71]
Correlation analysis (1) [53]
Seasonal ARIMA (1) [71]
Weighted average (1) [40]

Traditional Rules/points-based (7) N/A [11, 13, 24, 26, 29, 39, 44]
Scorecard (3) N/A [37, 44, 67]
Lamb or Spam (1) N/A [11]

Table 4   Types and approaches of the qualified lead scoring studies

Approach

Predictive lead 
scoring

Traditional lead 
scoring

Type of study Peer-reviewed 
Papers

34 5

Grey Literature 5 5
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customer based on observable lead characteristics. The 
author claimed that this is the first lead characterization 
model that is theoretically based. A rules/points-based sales 

lead evaluation scorecard was provided to assess leads from 
eight determinants of sixteen manifest characteristics. In 
addition, details of points assignment, scoring procedure, 
and accuracy measures on a real company dataset were pro-
vided in this study. Furthermore, a couple of studies devel-
oped simple linear lead scoring models by combining points 
from several factors [24, 26]. However, none of these studies 
have been field-validated.

Another conventional way to calculate a lead score is 
to use a scorecard model. An analytical hierarchy process-
based (AHP-based) framework helps companies rank and 
prioritize prospective leads based on the different factors’ 
importance levels [67]. More specifically, input statistics 

Table 5   Predictive lead scoring 
models

Algorithms Count References

Decision tree classification 13 [1, 6, 17, 18, 21–23, 31, 38, 45, 48, 53, 73]
Logistic regression 13 [6, 17–19, 22, 23, 45, 48, 57, 60, 63, 68, 72]
Random forest classification 9 [6, 9, 10, 21, 23, 35, 41, 45, 48]
Gradient boosted trees classification 8 [6, 20–23, 30, 45, 58]
Neural network classification 7 [17, 22, 23, 32, 48, 71, 74]
Bayesian network classification 4 [6, 7, 64, 73]
K-means clustering 3 [35, 38, 69]
K-nearest-neighbour classification 2 [6, 17]
Linear/exponential regression 2 [35, 71]
Fuzzy logic classification 1 [33]
Support vector machine classification 1 [21]
Self-organizing maps clustering 1 [69]
Expectation maximization clustering 1 [63]
Spherical clustering 1 [19]
Fuzzy clustering 1 [19]
Correlation analysis 1 [53]
Seasonal ARIMA time series model 1 [71]
Weighted average formulas/functions 1 [40]

Table 6   Traditional lead scoring models

Traditional lead scoring models Count References

Rules/points-based 7 [11, 13, 24, 
26, 29, 39, 
44]

Scorecard 3 [37, 44, 67]
Lamb or Spam 1 [11]

Table 7   Metrics used to 
measure sales performance in 
all qualified studies

Sales performance metrics Count References

Lead conversion rate 12 [17–20, 22, 35, 37, 39, 40, 42, 44, 71]
Cost reduction/monetary savings 10 [11, 13, 22, 31, 35, 37, 42, 53, 57, 64, 68]
Number of qualified leads 9 [6, 23, 26, 29, 30, 41, 58, 60, 74]
Hit rate on number of customers who buy 8 [9, 10, 21, 32, 44, 45, 68, 73]
Annual revenue 7 [1, 13, 20, 38, 42, 58, 71]
Profit/financial gains 7 [18, 24, 24, 31, 33, 38, 41]
Density of profitable customers in the list 2 [38, 63]
Response percentage 2 [41, 68]
Customer value matrix 1 [69]
Customer overall satisfaction 1 [38]
Average time needed to qualify a lead 1 [20]
Activity level (e.g., website visits, log-ins) 1 [48]
Equilibrium percentage 1 [35]
Gain curve/score 1 [72]
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are normalized on a relative scale for each criterion. On the 
first row of the scorecard are the weights of all criteria. The 
remaining rows are leads. The total score of a lead is the sum 
of all weighted factors in that row [67]. The lead scorecard 
model enables companies to assess the factors for acquir-
ing potential leads. For instance, Lindahl [37] qualitatively 
examined traditional lead scoring in the Business-to-Busi-
ness (B2B) marketing automation domain by exploring how 
lead scoring contributes to a more efficient and effective 
marketing process for a B2B service company. The results of 
this study indicated that the examined scorecard lead scoring 
model can be used in multiple ways in marketing automa-
tion. Indeed, Lindahl [37] presented a complete lead profile 
scorecard and an intact lead engagement scorecard with a 
lead score matrix that specifies lead score value thresholds. 
Additionally, this study recommended corresponding mar-
keting actions for lead score values.

In traditional lead scoring systems, the decision to pursue 
a lead typically relies on personal experience, intuition, and 
cognitive capability [23, 29]. These approaches can result 
in company resources being used inefficiently by dedicating 
them to the wrong leads [17]. Also, traditional lead scoring 
models could be error-prone due to the manual selection of 
values and human intervention [11, 20, 29]. Therefore, some 
of the results generated by traditional lead scoring could be 
inaccurate and biased. Moreover, traditional lead scoring 
models may fail to capture nonlinear effects and heavily rely 
on behavioral data [20].

4.2 � Predictive lead scoring models

As various DM and ML techniques started to re-emerge, 
using advanced data-driven predictive analytics to discover 
insights within leads data and predicting lead scores have 
become the solution of choice in lead scoring [11, 20, 29, 
39]. These techniques can be leveraged to generate predic-
tive models based on historical data to identify various data 
patterns, filter out the most influencing attributes of leads, 
and calculate lead scores [15, 29]. As mentioned earlier, we 
adopted Chorianopoulos [15], Ahmed [2], and Ngai et al.’s 
[46] classification of DM models. DM models used to build 
predictive lead scoring models can be categorized into clas-
sification, clustering, and regression.

4.2.1 � Classification

Under the classification category, we unidentified the fol-
lowing common algorithms used for lead scoring models: 
decision tree, random forest, neural network, and logistic 
regression.

Decision tree: aims to identify and classify the factors for 
turning potential customers into“real”customers [31]. Spe-
cifically, decision trees can deal with both continuous and 
discrete attributes for extracting valuable hidden knowledge 
from leads data. The decision tree consists of rules which 
can be automatically employed to predict the conversion of 
leads into customers [38]. Peng and Xu [53] proposed a pre-
dictive lead scoring model to identify potential and sustain-
able leads. This model adopts correlation analysis to detect 
relationships between variables and decision trees to find 
rules for identifying leads. As a supervised learning model 
[15], decision trees have been used to optimize and stabilize 
the predictive lead scoring model based on feedback infor-
mation from the previous phase in the sales process [17]. 
With regards to the application of decision trees in the sales 
industry, the same success has been observed. GE Capital 
built a financing lead triggers system to automate the col-
lection and aggregation of information on companies, which 
was then mined to identify actionable sales leads by using 
an embedded decision tree algorithm [1]. More specifically, 
a two-class decision tree was used to identify combinations 
of financial metrics and values over time that depict patterns 
common across the positive cases while not present in the 
negative cases. GE Capital announced that the productivity 
of salespeople had been improved by 30–50% in terms of 
phone calls and meetings after deploying the new system 
[1]. The salesforce’s increased productivity and effectiveness 
have led to a growth in the total volume of deals as approved 
by GE Capital.

As an ensemble method based on decision trees, bagged 
decision trees have been used in predicting potential custom-
ers during the acquisition process and have shown a decent 
prediction accuracy [18]. Moreover, as an improvement over 
the bagging technique, the gradient boosted trees algorithm 
has been used to prioritize leads based on the probability of 
conversion to sales opportunities [20]. Duncan and Elkan 
[20] used the three-class gradient boosted trees algorithm 
to classify leads with different characteristics into three 
classes in the lead qualification model. Gokhale and Joshi 
[23] showed that the two-class boosted decision tree has the 
best performance in an experiment of a set of ML models 
when modeling a lead identification and qualification pro-
cess. A group of Microsoft researchers presented a generic 
automated lead ranking system based on a boosted decision 
tree with Bayesian optimization on hyperparameter tuning 
[30]. A dynamic CRM system integrates a special feature 
which enables human inputs into the loop for feature engi-
neering and selection. Furthermore, a data mashup approach 
combining high-scale mobile consumer data with online 
food company data was introduced to acquire high-value 
potential customers [58]. A gradient boosted tree was used 
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as a prediction classifier with an RFM (recency, frequency, 
and monetary value) model to label customers.

Random forest: is considered an all-sided classifica-
tion algorithm built on the concept of decision trees. As an 
ensemble learning technique, random forest builds multi-
ple decision trees on different bootstrap data samples [9]. It 
has been applied to perform classification on textual data. 
Meire et al. [41] used the random forest model to classify 
prospects with social media data as input. The random forest 
has also been used with explanation models for qualifying 
and classifying prospects based on a set of predefined fea-
tures and historical data about existing customers [9, 10]. 
The random forest is considered a“black-box”algorithm, 
making it challenging to interpret the generated results 
and their implications [9]. Despite the superior capability 
of analyzing large datasets with complicated relationships 
between variables,“black-box”algorithms cannot generally 
provide business practitioners with understandable insights 
that can help decision-making [17]. A couple of explana-
tion methods, namely EXPLAIN and the Interactions-based 
Method for Explanation (IME) methods, were used to help 
comprehend how the output was achieved by a given input 
in “black-box”algorithms [10]. A social CRM analytics 
framework was introduced to improve customer acquisition, 
conversion, and retention [35]. In this framework, customer 
acquisition is an optimization task relying on a linear opti-
mization model with random forest for lead classification, 
and a Latent Dirichlet Allocation (LDA) [8] to uncover the 
topics mentioned by customers on social media.

Neural network: another common problem in DM is the 
imbalanced number of outcomes in each target class. Imbal-
anced distribution of class labels in a dataset can have a neg-
ative impact on the prediction results of lead scoring models 
(i.e., the rate of false positives would be high since many 
minority labels would be classified as majority labels) [15]. 
Neural network algorithms can extract information about 
similar customers from related domains to handle the imbal-
ance of minority class labels in a target domain [74]. Neural 
networks have been implemented not only to deal with the 
imbalanced class labels issue before building the lead scor-
ing models, but also to reveal the typical buying patterns of 
customers in the dataset [32]. In a case study conducted in 
a telecommunications company, a lead qualification model 
based on ensemble neural networks was implemented to esti-
mate the conversion probability of each lead [22]. The model 
integrates regression and principal component analysis to 
select significant variables before building the propensity 
model.

Logistic regression: was found to be a popular classifica-
tion modeling algorithm for scoring and prioritizing leads. 

Logistic regression was used to predict the lead conversion 
probability after an initial list of features was extracted from 
a given customer dataset using a forward stepwise regres-
sion algorithm [60]. Moreover, Yan et al. [72] proposed a 
predictive lead scoring model to forecast the win propensity 
of sales leads over a period. They applied logistic regres-
sion to capture and estimate the impact of a salesperson’s 
daily activities and lead information on the sales outcomes 
(i.e., won or lost). Additionally, a logistic regression model 
was built based on the concepts extracted from existing 
customers’websites to predict the probabilities of new 
profitable leads [63]. Furthermore, a predictive lead scor-
ing model was trained by using logistic regression to dis-
cover which concepts (i.e., words concurrently appearing 
across leads’websites are grouped into“concepts”) are more 
related to converted than unconverted leads [19]. The results 
of spherical clustering, latent semantic analysis, and expert 
knowledge are the input sources of the proposed model. As 
a common supervised learning algorithm, D’Haen and Van 
den Poel [17] used logistic regression to optimize a predic-
tive lead scoring model by applying a step-wise selection to 
avoid possible model overfitting. In a case study on target-
ing potential customers of an energy service, a classification 
prediction model based on logistic regression was presented 
to accurately identify and prioritize target customers [68]. 
The features are selected from four dimensions by using a 
customer evaluation index system. In another case study on 
recruiting businesses for a building retrofit project, logistic 
regression was applied to find prospective leads, then screen 
and prioritize them for targeting [57].

In addition, companies can use the nearest neighbor algo-
rithm to find similarities among prospects and construct a 
profiling model to group prospects of similar characteristics 
into the same group [17]. The nearest neighbor algorithm 
can be run when there is only available data on the current 
customer base and a list of prospects. The most significant 
advantage of the nearest neighbor algorithm is that it does 
not require prior knowledge of the distribution [17]. Benhad-
dou and Leray [7] applied the Bayesian network algorithm, 
a supervised learning that focuses on building probabilistic 
models to estimate the probabilities of leads belonging to 
target classes.

Furthermore, an empirical study was conducted to evalu-
ate the feasibility and performance of four algorithms for 
automating lead scoring by using several assessment metrics 
[48]. The logistic regression model achieved the highest sen-
sitivity but the lowest specificity. In other words, this model 
was more capable of identifying a positive class than a nega-
tive class. Overall, the random forest model was selected as 
the best-performing model. Nygård and Mezei [48] showed 
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that automated lead scoring could improve the sales process 
by revealing insights into sales. A couple of studies [21, 
45] agreed on the performance of random forest by demon-
strating its superior ability in predicting the probability of 
a lead conversion or a sales deal. Eitle and Buxmann [21] 
also extolled the predictive performance of CatBoost after 
comparing it with decision trees, support vector machine, 
and XGBoost. In a case study on bank customer acquisi-
tion, Başarslan and Argun [6] built multiple classifiers to 
estimate potential customers. Using k-fold cross-validation 
and holdout methods, they found that the best classifier to be 
random forest with an overall balanced performance among 
all evaluation metrics.

4.2.2 � Clustering

With respect to the clustering DM model, k-means has been 
used to cluster potential customers into various groups for 
scoring purposes and to develop different marketing strate-
gies accordingly [69]. Additionally, the application of the 
k-means clustering algorithm helps segment large amounts 
of customer data into groups and extracts hidden relation-
ships from them [38]. The results of k-means clustering 
provide subjective segmentation, making the data more 
applicable and informative for further analysis. Self-organ-
izing maps form another clustering approach identified by 
our review. They have been applied to customers’ data to 
determine the number of clusters prior to cluster analysis 
[69]. Each cluster contains potential customers with similar 
behavioral and demographic characteristics.

An Expectation-Maximization (EM) clustering algorithm 
was used to cluster potential prospects’ websites based on 
prevalent terminologies from the concepts that mainly occur 
on the websites of profitable business prospects and that 
seldom occur on the websites of non-profitable customers 
[63]. Consequently, the results of this clustering analysis 
can help companies identify profitable leads. D’Haen et al. 
[19] developed a lead qualification system that integrates 
expert knowledge and web crawling data to improve lead 
conversion rate. Specifically, the spherical clustering algo-
rithm was applied to classify documents into a few groups 
based on a certain similarity measure and discover latent 
concepts in unstructured text documents. Prospects were 
clustered according to a spherical clustering. Since each 
document contains multiple concepts, assigning documents 
to a single cluster was problematic. Thus, a fuzzy clustering 
algorithm was also utilized to assist the clustering process 
[19]. For instance, Wei et al. [69] applied cluster analysis to 
identify the characteristics of loyal customers, which can be 
utilized with the RFM model for analyzing customers’values 
to determine potential customers with a higher profit.

4.2.3 � Regression

Given the categorical/discrete outcomes of lead scoring (i.e., 
qualified or not qualified), applications of regression models 
have been scarce on this subject. Xu et al. [71] proposed a 
data-driven system by applying linear, exponential regres-
sion, and time series seasonal ARIMA model, as well as 
neural networks to forecast lead conversion rates and esti-
mate sales revenue from opportunities. They claimed their 
proposed model is applicable to different sales patterns, 
products, and sales teams.

In summary of the current state of traditional and pre-
dictive lead scoring studies, we note that formal validation 
using statistical means is absent from the traditional lead 
scoring research stream [26, 44, 67]. Moreover, existing 
studies on predictive lead scoring only focus on conversion 
steps in the marketing-sales funnel [17] from the perspec-
tives of selling organizations [7, 17, 20, 48], hence neglect-
ing insights in the buying decision-making process from the 
leads’perspectives.

4.3 � Lead scoring models in grey literature

Regarding the reviewed grey literature, a report by the Aber-
deen Group [42] identified the best practices in lead scoring 
and prioritization by analyzing the top-performing compa-
nies’ processes, models, capabilities, and performances. 
Lead scoring and prioritization is the path to higher conver-
sion, ultimately increasing companies’annual revenue and 
sales figures while reducing the cost spent per lead [42]. 
Additionally, Jaskaran [29] compared the rules-based model 
to predictive lead scoring and explained why the rules-based 
approach is not popular. The conclusion was that the impact 
exerted by traditional rules-based models on sales was not 
significant. Furthermore, Lattice’guide, which considers the 
integration of predictive lead scoring, statistically showed 
that predictive lead scoring models enhance sales [39]. Also, 
Brown [13] proposed a traditional rules/points-based model 
to score and segment B2B sales leads and showed the ben-
efits of lead scoring applications in the financial services 
industry. Finally, Boogar [11] discussed the three stages of 
lead scoring and concluded that lead scoring models evolve 
as marketing and sales departments grow. The positive 
impact imposed by traditional lead scoring on sales was not 
as significant as those exerted by predictive lead scoring.

4.4 � The preferred model: supervised vs. 
unsupervised

Despite the broad choices offered by predictive lead scoring 
models, the literature is short of knowledge on the decision 
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of which to use given different data sources (i.e., situations). 
This paper provides a way to classify these predictive lead 
scoring models and insights on when to use them. The clas-
sification and regression models are considered supervised 
learning models, while clustering is considered an unsuper-
vised learning model. Supervised learning models can esti-
mate the relationship between various prospects’attributes 
and the identified purchase behaviors (i.e., purchased, not 
purchased, and hesitation on purchase) [15]. Lead scoring 
models built using supervised learning models can score 
prospects based on the propensity to achieve the targeted 
purchase behaviors. On the other hand, unsupervised learn-
ing models can identify similar cases without target output; 
the pattern recognition is undirected [15]. Unsupervised 
learning models aim to uncover data patterns in a set of 
prospects’attributes.

Data identification is key in deciding which learning 
model to use for building a predictive lead scoring model. 
Data can be categorized into: commercial data and internet 
textual data [19, 41, 63]. Commercial data includes profile 
data (i.e., demographic information), account profile data 
(i.e., firmographic attributes), prospect intent data, and activ-
ity data.

When commercial data is available, supervised learn-
ing models shall be applied to build predictive lead scor-
ing models. However, it can be challenging to establish 
commercial data integrity due to the normality of miss-
ing information [19]. Thus, internet textual data extracted 
from prospects’websites can be used to remedy the lack of 
satisfactory commercial data quality. Internet textual data 
includes website crawling data and social media data of 
prospects [19, 41, 63]. Given the nature of the unstructured 
and textual format of prospect data, directly applying any 
supervised classification modeling is unpractical. Instead, 
unsupervised learning models (i.e., clustering algorithms) 
with textual data transformation techniques shall be applied 
to find clusters consisting of similar textual information [15, 
19]. Then, latent semantic concepts extracted from each 
cluster along with expert knowledge (i.e., a set of binary var-
iables about prospects) can be used as input for supervised 
learning models to estimate the likelihood of lead conversion 
and profitability of new potential customers [19, 41, 63].

In conclusion, if commercial data is available and mostly 
complete, then the direct application of supervised learning 
models is the recommended option to build predictive lead 
scoring models. However, when the quality of existing com-
mercial data is low (i.e., too much missing data), then the 
recommended option is first to apply unsupervised learning 
models on internet textual data to identify key latent seman-
tic concepts. The next step is to utilize supervised learning 

models with latent semantic concepts and incomplete com-
mercial data as input to build predictive lead scoring models.

4.5 � Impact of lead scoring models on sales 
performance

After investigating all lead scoring models found during the 
search, we examined the impact of lead scoring models on 
sales performance by studying each case further. We identi-
fied several metrics for assessing the impact of lead scoring 
models on sales performance. The most used performance 
metric is the lead conversion rate (see Table 7). It is calcu-
lated as the total number of conversions divided by the total 
number of leads [19].

In predictive lead scoring, D’Haen and Van den Poel [17] 
proposed a model consisting of three iterative phases, which 
produced a ranked list of high-quality prospects. After test-
ing the proposed model on a telecom service company’s 
dataset, the model had a lead conversion rate (from prospects 
to qualified leads) of 15.73%, which was higher than the 
average conversion rate of 10% [17]. A higher conversion 
rate indicated a specific increase in sales. Also, the proposed 
sales force automation tool was designed to be implemented 
in a web application; users only need to pay a small member-
ship fee to access the application instead of paying for the 
entire database of prospects. Thus, costs can be reduced. 
Three years later, D’Haen et al. [19] proposed a lead scoring 
system to integrate text mining on web data. The lead con-
version rate (i.e., from prospect to customer) of the experi-
ment was 6.4%, better than the previous result (i.e., 3.5%) 
[17] without text mining. We noticed a scarcity of studies 
regarding text mining in lead scoring models during our 
search. As text mining techniques become more mature in 
data science applications, more textual data sources become 
freely available, and because lead conversion rates can be 
improved, we call on future research to consider various 
text mining techniques when building lead scoring models.

Furthermore, the probabilistic lead scoring models sug-
gested by Duncan and Elkan [20] increased the lead conver-
sion rate from 8% to 17% in a three-month experimental 
period. The experimental results showed that the models 
in question have additional benefits, including the reduced 
average time needed to qualify leads, reduced number of 
calls placed to schedule a product demo, increased number 
of successful sales, as well as increased total revenue [20]. 
The prospective lead scoring models discovered high-qual-
ity leads at an early stage in the sales process because they 
focused on features that measure the fit of leads with the 
products being sold, in addition to leads’behaviors.
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The customer acquisition process using a data mashup 
approach (i.e., high scale mobile consumer data and 
customers’online food ordering transactional data) improves 
business performance from two aspects [58]. First, the new 
customers are twice as likely to be high-impact potential 
customers than before. Second, the correctly predicted 
high-impact potential customers have 21.41% higher aver-
age revenue per user than the overall value. This reveals the 
importance of targeting the right group of consumers for 
acquisition over randomly picking them.

In traditional lead scoring, Lindahl’s study [37] showed 
that lead scoring could contribute to a more efficient mar-
keting process by saving time for the sales and marketing 
departments, improving the lead conversion rate, reducing 
cost per lead, and enabling the automatization and person-
alization in digital markets. Monat [44] demonstrated that 
using a lead characterization model could significantly 
increase sales effectiveness and the accuracy of sales projec-
tions by increasing lead conversion rates and the total num-
ber of leads converted into sales. The research conducted by 
the Aberdeen Group revealed that companies that success-
fully implement effective lead scoring models deliver excel-
lent performance in lead conversion rates (i.e., 26% average 
increase), annual revenue (i.e., 50% average increase), and 
cost per lead (i.e., 25% average decrease) [42]. These three 
metrics reflect the improvement in sales performance after 
deploying suitable lead scoring models. The improvements 
in sales performance indicate that lead scoring models can 
improve the effectiveness of lead management and sales and 
marketing efficiency. It is essential for companies to incorpo-
rate both implicit (i.e., behavioral information of leads) and 
explicit (i.e., manifest information of leads) attributes in the 
lead scoring model in order to influence sales performance 
significantly [42, 43]. Thus, we propose that:

Proposition 1  The use of lead scoring models improves the 
lead conversion rate.

Cost reductions/monetary savings stand for money that 
can be saved per lead conversion. Kazemi et al. [31] pro-
posed a predictive lead scoring model considering effective 
identification factors to increase sales and customer satisfac-
tion by using a decision tree and a basket purchase technique 
to analyze which potential customers were the“real” ones. 
The suggested model was tested on data from a furniture 
producer. In the post-performance evaluation, administrative 
costs were reduced by 8%, and the profit was increased by 
15% [31]. These results indicated that the proposed model 
positively affects sales in terms of cost reduction and profit 
growth. Additionally, Peng and Xu [53] integrated the rules 

generated from correlation analysis and decision trees to 
identify potential and sustainable customers for mobile com-
munication companies. As results showed, marketing effec-
tiveness has increased to 16.1%, compared to 2.1% without 
the model. Also, cost savings have been reached. Moreover, 
Meire et al. [41] showed the economic value of the advised 
customer acquisition decision support system by integrating 
social media data into the monetary savings and financial 
gains. They tested the system during a real-life field study at 
Coca-Cola Refreshments USA. The results showed that, on 
average, an increased lead response percentage of 4.75% can 
be achieved, which equaled 2376 extra leads that were likely 
to convert into customers without extra cost or an additional 
financial gain of 11 million dollars [41]. The above-men-
tioned studies showed that marketing and sales effectiveness 
could be enhanced if appropriate predictive lead scoring 
models were applied. Therefore, sales performance could 
be improved. For instance, Meire et al. [41] showed that 
using social media data in lead scoring within a B2B sales 
context can improve sales effectiveness. However, we did not 
find any literature in a Business-to-Customer (B2C) context 
in this regard. Thus, we call on further research to consider 
the application of predictive lead scoring models in a B2C 
context by using social media data and studying its impact 
on marketing and sales effectiveness.

Proposition 2  The use of lead scoring models reduces costs 
spent on converting leads.

Another metric to estimate sales performance is the cus-
tomer value matrix. It was employed to analyze customer 
value by classifying potential customers and developing dif-
ferent marketing strategies accordingly [69]. This approach 
can enhance efficiency and effectiveness when prioritiz-
ing potential customers, and positively influencing sales. 
Furthermore, activity statistics (e.g., website visits, email 
click-throughs, form submits, etc.) were measured before 
and after implementing lead scoring models to measure 
leads’ purchase likelihood [48]. Outputs such as median 
activity amount per purchase probability group enabled 
sales to further understand trends and insights on customer 
groups. Moreover, a hybrid customer prediction system that 
combined forward step-wise and multiple logistic regres-
sion was proposed by Soroush et al. [60] to identify the top 
20% of potential customers. This system was tested on an 
insurance company’s dataset. The results showed that the 
system selected 50% of the original features, reducing the 
computational cost and complexity [60]. Also, the number of 
insurance purchasers, the percentage of total purchases and 
predicted customers all increased, which proved that using 
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the alleged system can improve prediction. They also dem-
onstrated that as the prediction accuracy of the lead scor-
ing models increases, sales performance improves. In other 
words, model prediction accuracy directly influences sales 
performance positively. This finding highlights the impor-
tance of checking the prediction accuracy of lead scoring 
models during the evaluation before model deployment.

In Luk et al.’s study [38], surveys were conducted to com-
pare customer satisfaction before and after implementing an 
intelligent customer identification model (ICIM) for a com-
pany in the e-commerce logistics industry. Specifically, after 
adopting the ICIM, which integrated k-means clustering and 
decision tree classification, a 36.4% increase in overall sat-
isfaction, a 50% increase in the number of customers who 
are willing to establish a close relationship, a 60% increase 
in the expected order frequency, and a 300% increase in the 
expected order spending amount have been observed [38]. 
With the potential customer classification rules produced 
by ICIM, the company can classify and prioritize potential 
customers with minimum time and resources. Because the 
model consisted of a historical view and analysis of all the 
existing customers, it can help companies prioritize leads 
based on the most valued attributes, maximizing profits and 
increasing sales. Thus, we propose that:

Proposition 3  The use of lead scoring models increases 
profits and revenue.

Thorleuchter et al. [63] proposed a content-based lead 
scoring model to support a mail-order company’s customer 
acquisition process. They compared the success rate of the 
traditional customer acquisition process and the suggested 
strategy to measure the improvement in sales performance. 
The results showed refinements in both profitable customer 
acquisition success rate and sales while reducing the cost of 
paying for brokers’provided list of potential customers. Also, 
the density of profitable customers (18%) in the prioritized 
list of potential customers generated by this approach out-
performed the density in brokers’lists (5%) [63]. For a cus-
tomer acquisition process in a queue-based LMS, marketing 
and sales teams collaborate to increase the density of profit-
able customers as one of the goals in lead scoring. Because 
an acquisition process is both time and cost-consuming and 
budgets are usually limited, identifying profitable custom-
ers in the top 20%-30% of a list is essential when assessing 
the excellence of a lead scoring model [60, 63]. Being able 
to identify more profitable customers in a more significant 
portion of a list can increase sales performance. However, 
as an inevitable result, more company and human resources 
will be spent, increasing costs. Apparently, there is a trade-
off. Maintaining the balance between the two while steadily 

enhancing sales performance is an intriguing future research 
topic.

In addition to the metrics mentioned above, Kim et al. 
[32] used the hit rate on the actual number of customers who 
purchased recreational vehicle insurance to scale the impact 
on sales performance. The results showed that the advised 
Evolutionary Local Selection Algorithm & Artificial Neural 
Networks (ELSA/ANN) model has the highest hit rate in 
training and testing datasets. Additionally, the small number 
of features provided by the ELSA/ANN model implied that 
companies could reduce data collection and storage costs 
considerably. In a case study, Bohanec et al. [9] applied 
post-results analysis using various visualization tools on 
their proposed predictive lead scoring model. The hit rate 
on the“won”deals was around 45% [9]. However, a year 
later, they integrated a more advanced explanation method 
(i.e., IME and EXPLAIN) with the same lead scoring model 
to better interpret and understand the results. After adjust-
ing according to the what-if analysis and discovering more 
customers’ insights, they increased the hit rate up to 60% 
[10]. Thus, we argue for a better way to improve sales per-
formance by applying explanation methods to analyze lead 
scoring results and modify attributes’weights in the model 
accordingly. Thus, we propose that:

Proposition 4  The use of lead scoring models increases the 
number of high-quality leads.

The four abovementioned propositions summarize the 
major sales performance metrics that are directly and posi-
tively influenced by the application of lead scoring models, 
and answer RQ3 (i.e., how do lead scoring models influ-
ence sales performance?) Using lead scoring models when 
scoring, prioritizing, and managing leads is expected to 
enhance sales performance from various dimensionalities 
while reducing cost.

As another interesting sales performance measure in a 
real business case, the Gain curve/score [15] examined the 
distribution of won cases on the ranked prediction output 
list. Yan et al. [72] applied the Gain curve/score as the sales 
performance metric to compare the performance within a 
period. The results indicated that using data-driven pre-
dictive models is a promising way to drive better sales 
performance.

After analyzing sales performance in the selected stud-
ies, we can conclude that predictive lead scoring models 
impact sales performance positively in various ways. How-
ever, the impact posed by traditional lead scoring on sales 
performance may not be as significantly positive as predic-
tive lead scoring. For example, the typical conversion rate 
from leads to customers is only 5% on average in traditional 
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lead scoring systems, whereas the average conversion rate 
is 15% in predictive lead scoring systems [20]. Addition-
ally, some results generated by traditional lead scoring can 
be inaccurate, which exerts a minimum positive impact on 
sales performance [39, 42]. For instance, in traditional lead 
scoring systems, salespeople spend too much time deal-
ing with a large volume of low-quality MQLs that will not 
become sales-qualified leads (SQLs) [20, 39]. Instead of hir-
ing more salespeople, which is expensive, prediction lead 
scoring models can produce a much-refined list of MQLs for 
sales to contact so that efforts can be focused on leads that 
are most likely to convert. Predictive lead scoring models 
are especially beneficial to small-medium-sized businesses 
(SMB). By concentrating the limited inside sales resources 
on leads with the highest conversion probability in SMBs, 
marketing could forward fewer MQLs to sales but yield 
higher lead conversion rates.

Another factor is the limited capability of processing a 
large amount of data [39]. A successful prediction of lead 
conversion relies on vast amounts of data for analysis. Tra-
ditional lead scoring does not have the ability to analyze vast 
amounts of lead data due to the lack of computational power. 
However, using predictive lead scoring is the right solution 
for forecasting the likelihood of leads converting to custom-
ers, given its high computational and analytical ability.

Meanwhile, traditional lead scoring models may fail to 
capture nonlinear effects between independent and depend-
ent variables or complicated interactions between features 
[20]. These disadvantages mean spending resources on con-
verting low-quality leads who are unlikely to convert at the 
end, which may degrade sales performance. However, pre-
dictive lead scoring can find various patterns and relation-
ships between variables as well as identify trends and the 
most determinant features in the leads’data [15].

Finally, traditional lead scorecards are heavily reliant on 
behavioral data while negligent on demographic data, which 
may prevent the early discovery of high-quality leads [20]. A 
reliable predictive result of the likelihood that leads convert 
into customers should consider both the demographic and 
behavioral data of leads at different stages of the conversion 
process, not to mention that data on existing customers, old 
leads, and new leads should also be analyzed in calculating 
a lead score. In conclusion, predictive lead scoring is better 
than traditional lead scoring as it exerts more of a positive 
impact on sales performance.

4.6 � Limitations

This study has limitations. The first one is the restricted year 
range of publications, as we only considered studies pub-
lished between 2005 and 2022. In addition, the studies were 

extracted based on concepts and search keywords, as shown 
in Table 1. Hence, publications investigating lead scoring 
models without a keyword index could have been missed 
during the search phase. Indeed, there might be a threat to 
the completeness and adequacy of the selected studies. As 
a second limitation, the search for papers was limited to 
six online databases. However, there might be more articles 
related to lead scoring models in other academic journals or 
grey literature databases. Finally, this review only included 
studies that were published in English. We believe that stud-
ies regarding lead scoring models might have been discussed 
and published in other languages as well.

5 � Discussion and conclusions

Lead scoring is critical to a successful inside sales process, 
as it helps sales teams to prioritize their efforts and iden-
tify which prospects are most likely to convert [7, 20, 48]. 
However, implementing an effective lead scoring model into 
LMS can be challenging.

The first issue is that lead scoring models can be too time-
consuming [20, 39]. With so many leads to review and pri-
oritize, it can be difficult for sales representatives to properly 
assess and score each lead in a timely manner. To address 
this issue, organizations should look for ways to automate 
the lead scoring process and consider artificial intelligence 
(AI)-based lead scoring models. By leveraging AI-based 
technologies, organizations can reduce the time it takes to 
score leads and ensure that each lead receives the attention 
it deserves [11, 29, 39]. Our study reviews all existing lead 
scoring models, summarizes benefits, and recommends what 
AI-driven models can be implemented and when.

The second issue with lead scoring models is that they 
can be ineffective since they are too simplistic [17, 20, 29]. 
Many organizations rely on basic metrics such as firmo-
graphics and demographics to prioritize leads [29]. While 
these metrics can be essential in providing a broad overview 
of a lead’s potential value, they can be limited and often fail 
to capture the nuances of an individual lead’s situation and 
preferences [20]. As a result, leads may be incorrectly scored 
and not given the attention they deserve. Additionally, exist-
ing studies on predictive lead scoring only focus on conver-
sion steps in the marketing-sales funnel from the perspective 
of selling organizations [7, 17, 20, 48], hence neglecting 
insights in the purchase decision-making process from the 
buyer’s perspective. To address this problem, our study rec-
ommends employing more sophisticated lead-scoring mod-
els that consider a wider range of factors including both the 
seller’s and buyer’s perspectives that will help understand 
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what phase of purchasing journey buyers are in and what 
their preferences are.

The third issue with lead scoring models is companies 
can be too resistant to change. Many organizations rely on 
predetermined criteria to assign scores to leads, which can 
lead to leads being incorrectly scored or overlooked. To 
address this issue, we recommend creating scoring models 
that are dynamic/flexible and allow adjusting models on the 
fly taking into account new coming data and sales repre-
sentatives’ inputs.

The last issue with lead scoring models is that they are 
mostly built based on low-quality data or insufficient, imbal-
anced datasets [22, 32, 74]. Organizations often build their 
scoring models based on historical data from previous sales 
cycles, which may not be reflective of the current market 
conditions. As a result, leads may be incorrectly scored or 
overlooked altogether. Our study recommends using industry 
and company-specific data up-to-date sources and provides 
recommendations when it is to deploying specific models 
considering data specifications.

There has been a growing body of literature on lead 
scoring models published in the past few years (see Fig. 3). 
There are many reasons for this phenomenon, such as the 
advancement of computational capabilities, the introduction 
of various LMSs that implement lead scoring models, and 
the availability of large sales datasets. In addition, trends in 
applications and development of DM, ML, and AI-based 
approaches for business in general and sales in particular, 
are other factors. Also, the COVID-19 pandemic accelerated 
the adoption of remote selling through LMSs. As a result, 
the importance and urgency of implementing suitable lead 
scoring models skyrocketed.

More studies appear to focus on building data-driven 
predictive lead scoring models to predict the probability of 
lead conversion to prioritize leads for further steps in the 
sales process. Indeed, predictive lead scoring models have 
attracted the attention of academics and practitioners. An 
array of DM and ML techniques have been used to discover 
trends, find insights, detect relationships between variables 
within data, and predict lead conversion outcomes. Even-
tually, these help decision-makers optimize business pro-
cesses and enhance sales performance. This study conducted 
a comprehensive review of lead scoring models and their 
impact on sales performance. During our review of exist-
ing lead scoring models, we found few studies that examine 
the performance of a small number of supervised learning 
algorithms on estimating the purchase probabilities of leads 
[6, 21, 48]. In addition to the small number of supervised 

learning algorithms examined, these studies did not address 
the impact of lead scoring models on sales performance.

This review paper has identified 44 published studies 
between 2005 and 2022 relevant to lead scoring models in 
LMSs. Our goal is to provide a research summary on the 
lead scoring models, their impact on sales performance, and 
their applications in the CRM domain. The qualified studies 
in this review test different lead scoring models on various 
experimental and real datasets (i.e., company-provided data-
sets). The qualified studies use multiple metrics to measure 
the impact of the proposed models on sales performance. 
The results show that lead scoring models positively impact 
companies’sales performance in various ways. Notably, 
predictive lead scoring is more effective and efficient than 
traditional lead scoring in many aspects, which results in a 
more positive impact on sales performance.

The results of this study carry the following significant 
implications:

•	 Based on increasing interest and past publication ratio 
in the area of lead scoring models, research in this area 
will increase significantly in the future, particularly, in 
the area of predictive lead scoring.

•	 Most of the reviewed papers are in the predictive lead 
scoring domain (i.e., 85%, 39 articles). This number 
indicates the rising importance of predictive lead scor-
ing models as tools in LMSs. In addition, these studies 
provide insights to decision-makers on the common DM 
and ML practices adopted in the process of customer 
acquisition.

•	 Among all the DM models, classification is the most used 
model for predicting a lead’s propensity to make a pur-
chase.

•	 Among the 44 studies, it is surprising that neural net-
work is not the most popular algorithm (i.e., seven stud-
ies). Neural networks can be applied to classification, 
regression, and clustering tasks given their flexibility and 
capability of studying complicated relationships [17]. 
Maybe this is due to the hardship of interpreting results 
generated by neural networks since they are“black-
box”algorithms. However, the EXPLAIN and IME expla-
nation methods can be applied to interpret complicated 
modeling processes in “black-box”algorithms and their 
generated results [10]. Thus, more research could be con-
ducted on lead scoring models by using neural networks 
coupled with explanation methods.

•	 Decision tree and logistic regression are tied as the most 
applied algorithms in lead scoring studies. The modeling 
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processes of both algorithms are easier to understand 
than any “black-box”algorithms such as neural networks. 
In addition, the results of these two techniques can be 
interpreted easily. Hence, these two algorithms might be 
preferable to non-DM experts in the business field.

•	 The most used metric to measure the impact of lead scor-
ing models on sales performance is lead conversion rate. 
A growth in lead conversion rates shows that the applica-
tion of lead scoring models indeed converts more leads 
into customers [56]. Furthermore, companies examined 
in this review (e.g., GE Capital and DocuSign Inc.) [1, 
39] indicated that the productivity and effectiveness of 
sales and marketing functions have improved after the 
deployment of lead scoring models. This underlines the 
role of lead scoring models in improving the internal 
collaboration between the marketing and sales functions 
[56].

•	 There is not enough research discussing traditional lead 
scoring models. This implies that as DM models and ML 
algorithms become increasingly powerful in analyzing 
lead and customer data, the traditional way of scoring 
and prioritizing will probably be in decline.

From a theoretical perspective, the results of this review 
point to a few potential future work items: 

1.	 Future research on lead scoring should be extended to 
study the methodology in each lead scoring model. An 
interesting research direction is to review methodologies 
in the lead scoring studies and their practical, real-life 
applications. Specifically, researchers should focus on 
analysis techniques in the lead scoring studies, research 
approaches and frameworks, and data collection steps. 
Discussion of the pros and cons of each methodology 
should be highlighted.

2.	 Additionally, various IT drivers can impact sales per-
formance, such as automated lead generation, lead dis-
tribution, lead nurturing tools, and lead scoring models. 
Another possible research direction is exploring these 
IT drivers’impact on sales performance and their intra-
relationships. To be specific, relevant survey questions 
could be sent out to participants. For data (i.e., survey 
question responses) analysis, statistical tools should be 
used to calculate and analyze correlation, T-Test, and 
regression.

3.	 Many factors influence the result of lead scoring, for 
example, customer characteristics, salesperson traits, 
organization types, and environmental attributes. A 
meta-analysis review could be carried out to examine 
the relationship between these factors and lead scoring 
outcomes. This could help identify the key determinants 

of lead scoring success in a B2B inside sales context. 
Another future research direction is use meta-analysis to 
validate the formulated propositions with regards to lead 
scoring models’impact on sales performance proposed 
in Sect. 4.

4.	 As marketing has become increasingly customer-centric, 
another possible research avenue is to integrate insights 
from the buyers’perspective into building lead scoring 
models. This will likely bring more insights into the 
implementation of sophisticated lead scoring models.

From a practical perspective, the results of this review sug-
gest the following future work items: 

1.	 Deep learning methods have appeared and proved to be 
powerful enough when handling large data sets with a 
high degree of complexity. With the availability of larger 
data sets across industries, the application of deep learn-
ing models to improve sales performance seems feasi-
ble. Furthermore, with the help of explanation methods, 
the interpretation difficulty of predictions generated by 
“black-box”models, such as deep learning, should be 
reduced.

2.	 Moreover, another interesting research question could 
be measuring and comparing various lead scoring 
models under the same environment/setting to find 
the most effective DM model and ML algorithm. The 
evaluation and comparison could be executed in two 
phases, pre-campaign, and post-campaign. In the pre-
campaign phase, researchers should focus on compar-
ing confusion matrices and evaluation graphs (i.e., 
Gains, Response, Lift charts, ROC curves) to estimate 
models’performances. After deploying models on mar-
keting campaign datasets, the actual performances are 
evaluated and compared by using measures such as lead 
conversion rate and revenue gained in the post-campaign 
phase.

3.	 Finally, as lead scoring models have been widely 
adopted across industries, future research should inves-
tigate the application of various lead scoring models to 
different types/sizes of companies, and how to adjust 
these models to adapt to different industries. Investigat-
ing how to improve the suitability and practicability 
of lead scoring models in an industry-wide context is 
another research direction.

Appendix Table of extracted data

See Table 8
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