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Abstract

Hospitals’ Emergency Departments (ED) have a great relevance in the health of the pop-
ulation. Properly managing the ED department requires to optimise the service, while
maintaining a high quality care. This trade-off implies to properly arrange the schedule
for the personnel, so the service can duly attend all patients. In this regard, a key point is to
know in advance how many patients will arrive to the service and the number that should be
derived to hospitalisation. To provide such information, we present the results of applying
different algorithms for forecasting ED admissions and hospitalisations for both seven days
and four months ahead. To do this, we have employed the ED admissions and inpatients
series from a Spanish civil and military hospital. The ED admissions have been aggregated
on a daily basis and on the official workers’ shifts, while the hospitalisations series have been
considered daily. Over that data we employ two algorithms types: time series (AR, H-W,
SARIMA and Prophet) and feature matrix (LR, EN, XGBoost and GLM). In addition, we
create all possible ensembles among the models in order to find the best forecasting method.
The findings of our study demonstrate that the ensembles can be beneficial in obtaining the
best possible model.

Keywords Emergency department - ED forecasting - ED management - Machine learning -
Military - Civil hospital

1 Introduction

The Emergency Department (ED) is a strategic service in hospitals and plays a critical role
in patients’ healthcare. In countries like Spain, where the health care is a public service,
patients arrive to the ED without appointment. This poses a challenge for managing the
human force and resources of the hospital, so the service provides quality care without cost
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overrun, when, at the same time, the population has a good perception of the health care
system. There are two main aspects to evaluate the ED service: quality and efficiency. On
the one hand, quality refers to the time each patient spends in the ED. The patients’ waiting
time is a sensible factor because of its relationship with potentially fatal consequences. The
assistance pressure is related to the mortal rate of the patients Cowan and Trzeciak (2004);
Richardson (2006); Guttman et al. (2011), and hence the service management should prevent
the collapse of the department by reducing the number of readmissions Mardini and Ras
(2019); Ras (2002) or adjusting the resources of the service. On the other hand, efficiency
involves the economical cost of the service operation. Therefore, the hospital’s administration
tries to optimally deal with resources; otherwise, the hospital’s viability could be adversely
affected.

Service managers should plan the resources required based on the patients’ attendance at
any specific time. However, forecasting the influx of patients usually depends on the expe-
rience and knowledge of the staff. This knowledge may be biased and contradictory among
different workers and hospitals, which may introduce errors in the planning process. Fur-
thermore, this planning should be considered in advance to arrange the hospital personnel’s
schedule. Usually, managers work with two planning horizons: long-term and short-term.
The long-term planning establishes a baseline of required resources months in advance that
could later be modified in the short term (daily or weekly).

In this work, we aim to model the flow of patients arriving at the ED and inpatients
from the service. For this purpose, we will use three years of anonymised data from the
emergency department of the Hospital Central de la Defensa Gomez Ulla (HCDGU) located
in Madrid, Spain. Our dataset contains a total of 207, 416 patient records from January 2015
to December 2017. To model the patients flow we use the most common approaches in the
literature (Gul and Celik, 2020; Wargon et al., 2009), i.e. time-series and feature-matrix, and
the most appropriate time frame for the ED planning. In our case, the selected time frame will
be the official shifts to manage the service workers’ schedules (3 shifts of 8 hours each day:
morning, afternoon and night). Also, patients derived to hospitalisation are handled daily
(inpatients require resources from other services, which is beyond the scope of this paper), so
this aggregation is used as well. Thus, our study applies two aggregations to the admissions
series: shifts of the workers and daily. It is relevant to mention that our work presents the
results from a special context, such as a civil and military hospital, but also provides the
estimated number of patients for each work shift, which is not common in the literature but
very useful for the ED planning.

In order to satisfy the planning constraints for our hospital, we will implement two differ-
ent forecasting horizons. The long-term method will follow the standard hospital planning
requirement, which is four months in advance, while the short-term method would be used
to make corrections to long-term predictions, considering seven days ahead. In both meth-
ods, we use different Machine Learning (ML) and statistical models such as Autoregressive
(AR) (Hyndman and Athansopoulos, 2021), exponential Holt-Winters (H-W) (Hyndman
and Athansopoulos, 2021), Seasonal AutoRegressive Integrated Moving Average (SARIMA)
(Hyndman and Athansopoulos, 2021), Prophet (Taylor and Letham, 2018), Linear Regres-
sion (LR) (Yan and Su, 2009), ElasticNet (EN) (Zou and Hastie, 2005), eXtreme Gradient
Boosting (XGBoost) (Chen et al., 2017), Generalized Linear Models (GLM) (McCullagh
and Nelder, 2019), and ensembles among them.

The paper has been organised in the following way: Section 2 provides an overview of
the related literature. Section 3 details the dataset for the study and its preprocessing in order
to adapt to our methodology, which is explained in Section 4. The experimental results are

@ Springer



Journal of Intelligent Information Systems (2023) 61:881-900 883

presented in Section 5 and discussed in Section 6. Finally, Section 7 outlines the conclusions
extracted from this work.

2 Literature review

The use of data for the ED service forecast is a popular research topic (Wargon et al., 2009;
Gul and Celik, 2020). In recent years, most relevant studies are focused on ML methods
following different approaches based on time series or feature matrix.

The time-series approach has been highly considered in the ED forecast. In 1988, Mil-
ner (1998) implements an ARIMA method for modelling the ED admissions. Since then,
many studies used ARIMA or its variants (such as ARMA, SARMA, SARIMA, or SARI-
MAX). More recently, works are focused on Exponential Smoothing, AR models or Prophet
(Boyle et al., 2012; Hertzum, 2017; Whitt and Zhang, 2019; Gul and Celik, 2020; Choud-
hury and Urena, 2020; Rocha and Rodrigues, 2021; Park, 2019). In addition to these classical
techniques, Deep Learning (DL) has emerged in order to solve the ED forecasting problem.
Rocha and Rodrigues (2021) use Long Short-Term Memory Neural Networks (LSTM), while
Sharafat and Bayati (2021) created the network called PatientFlowNet in order to forecast
the patients’ flow in the ED services, including arrivals, treatment and discharges.

The feature-matrix approach appeared in order to adapt some ML methods, such as GLMs
(Wargon et al., 2010; Xu et al., 2016) or XGBoost (Rocha and Rodrigues, 2021; Petsis,
2022), to the time series data from the ED. Rocha and Rodrigues (2021) decomposed some
characteristics of the admissions series such as year, month, day of the week, or some previous
admissions values so they can add exogenous variables to the patients’ time series (McCarthy
et al., 2008; Wargon et al., 2010; Marcilio et al., 2013; Ekstrom et al., 2015; Alvarez-Chaves
etal.,2021). In this way, McCarthy et al. (2008) concluded that some calendar variables could
be useful for modelling. Wargon et al. (2010) applied GLMs with also some calendar variables
such as holidays or days of the week. Marcilio et al. (2013) employed weather conditions in
addition to calendar variables. Ekstrom et al. (2015) made use of the region medical website
visits in order to forecast ED attendance for the following day. These exogenous variables
affect in different ways among distinct hospitals due to the localisation. Other studies used
Gradient Boosted Machines (GBM), logistic regressions or decision trees (Poole et al., 2016;
Graham et al., 2018) but over historical records for each patient, which in some countries is
infeasible due to privacy regulations.

Other studies try to merge both approaches. Xu et al. (2016) presented a hybrid model that
sequentially combines ARIMA with LR or Artificial Neural Networks (ANN) to improve the
accuracy of a single forecasting model for two and a half years of data. Yucesan et al. (2020)
applied a similar methodology over another dataset with only one year of data, concluding that
ARIMA-ANN is the most accurate model. Therefore, the combination of different approaches
and models may outperform the accuracy of a single algorithm.

The ED forecasting studies often cover other topics, being one of them the inpatients
forecasting (Gul and Celik, 2020). Abraham et al. (2009) concluded that it is possible to
forecast the occupancy of the wards in the short term (a week ahead), and Peck et al. (2012)
implemented a methodology using the information from triage and the number of patients
hospitalised from the ED, using GLM with a logit link function and comparing it with
expert knowledge. He et al. (2021) set the focus on the inpatients’ Length Of Stay (LOS)
and developed an ANN-based Multi-task Learning model (ANNML) to predict the inpatient
flow and LOS. Bertsimas et al. (2021) made use of interpretable ML methods (regressions
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and tree-based) to forecast the LOS of the patients and the discharge destination, including
hospitalisation.

Privacy restrictions make data collection a challenge. A large number of works in this
field use aggregated records by time on the scale of days, weeks, months, or years (Gul and
Celik, 2020). However, the number of studies with a fine-grained scale is reduced. Boyle
et al. (2012) took five years of data from two Australian hospitals for training and more than
twenty hospitals for testing and found a lower ED attendance in regional areas than urban
areas. Similarly, Hertzum (2017) employed three years of data from four Danish hospitals
and Rocha and Rodrigues (2021) used ten years of a Portuguese ED service achieving the best
performance results on an hourly scale. An objective and reliable comparison among different
studies would be difficult to perform because of the distinct data used and the differences in
people’s habits from different geographical locations.

Considering the forecasting for different time horizons, we can cite the work of Jilani
etal. (2019). They implemented a short-term forecasting (four weeks ahead) by making daily
aggregations and splitting the series by days of the week, and a long-term predictor (four
months ahead) by using monthly aggregations. Boyle et al. (2012) or Rocha and Rodrigues
(2021) employed similar aggregations (four or eight hours) but providing only long-term
predictions.

This work differs from existing studies on several points. First, we focus on both the
admissions and inpatients series. Second, we use the official shifts of the service workers
for aggregations for the admissions series. Third, time-series and feature-matrix approaches
are used in our work and combined to generate hybrid models (ensembles), finding the best
possible model for both series, allowing for an accurate evaluation of the performance of all
the models used in the same context. Fourth, this study performs long and short term forecasts
based on hospital requirements with the same time aggregations. Finally, our dataset comes
from a civil and military hospital, providing a new context to the field.

3 Data description

The historical records of the ED is the starting point for any patient influx forecasting.
Our study uses data from the HCDGU located in Madrid, Spain. It has the peculiarity of
being a military hospital, but some departments also admit civilian patients, such as the ED.
Therefore, we are dealing with a context where civilians arrive as in a public hospital but it
retains the military designation and organization.

Our dataset contains three years of admissions and hospitalisations, from January 1, 2015,
until December 30, 2017. In that period, the number of patients attended by the ED service
was 207.416, being each admission a record in our dataset. In the following subsections we
detail how we adapt the data for its use on time-series and feature-matrix techniques. Also,
Section 3.3 provides an insight of the distributions when splitting the dataset by shifts.

3.1 Time series

Our dataset has time-series format so preprocessing was not necessary. We rely on three
different time series based on the time aggregation used: two for the admissions and one for
the inpatients. For the patients admissions we consider daily aggregations, i.e., the number
of all the patients’ arrivals on one specific day, and the official shifts aggregations. The
official shifts of the service staff are: from 8:00 a.m. to 3:00 p.m., known as the first shift or
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morning shift; from 3:00 p.m. to 10:00 p.m., named second shift or afternoon shift; and from
10:00 p.m. to 08:00 a.m., called third shift or night shift. Regarding the inpatients series, we
only consider daily aggregations as our goal is to help the ED managers in their planning
(hospitalizations are handled in a different way by other services).

Performing an additive decomposition of each series into trend, seasonality and residuals,
allows us to observe a strong seasonality pattern by weeks and days. Figure 1 shows the
additive decomposition for admissions series aggregated by days, where an upward trend
is observed, but which decreases during certain periods of the year, such as in the summer.
We decided to keep the raw series in order to maintain the original data due to the absence
of pronounced outliers. The weekly seasonality can be better appreciated in Fig. 2, where
the seasonal component is presented for the admissions and inpatients series using daily
aggregations. The seasonality component for inpatients series has less variability, with about
four-patient difference between high and low peaks hence these series seems less stable than
admissions series. In addition to the weekly seasonality, we also perceive a remarkable daily
seasonality for admissions series aggregated by shifts. The autocorrelation plot displaying
the daily seasonality can be seen in Fig. 3 (bottom), where there is a strong correlation
between the same shift on previous days. It should be noted that the series also have a yearly
seasonality because we observe that registers decrease in the summer and increase in the last
quarter of the year. Nevertheless, this seasonality could not be proved because our dataset only
contains three years of data. We will employ the seasonality information extracted from our
exploratory analysis for those time-series algorithms which implement seasonal components.
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Fig. 1 Additive decomposition for the admissions series aggregated by days. Top plot the raw patients’
admissions series and (from top to bottom) its additive decomposition in trend, seasonality and residuals
components. The trend component could indicate a yearly seasonality which decreases in during the summer
and increases at the end of the year. The seasonal pattern shows a strong weekly seasonality
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Seasonality daily series
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Fig.2 Seasonal component for admissions and inpatients series, both in daily aggregations. The plot shows a
weekly pattern that will be used to modelling the time series
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Fig.3 Partial correlation for the admissions series in daily aggregations (top). There is a significant correlation
until the lag 70 (selected value for the feature-matrix approach). Autocorrelation plot for the admission series
in shift aggregations (bottom). There is a strong correlation between the same shift on previous days
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3.2 Feature matrix

Feature-matrix approaches employ the same data described in the previous section, but these
algorithms cannot extract the time-series relations by themselves. Therefore, the data con-
version is necessary to maintain the temporal relationship. For our purpose, we apply a
transformation similar to the one performed in Alvarez-Chaves et al. (2021).

The dataset transformation process uses the previous time series values as the description
feature for the current value. Thus, the target variable is represented by the time series value
at a concrete instant in time for this approach. Then, we obtain the feature by shifting the
values of the time series, thus the target variable at a specific point in time is used as a feature
variable for the following time values. Therefore, the feature matrix consists of the current
value and a defined number of shifting movements of the previous records in the time series.
The number of movements selected was 70 days since we have found a significant correlation
until this lag (see Fig. 3). For applying this process we need to remove the first 70 rows due
to the undefined values in their previous values, being inconsistent with most of the applied
algorithms, as can be seen in Fig. 4.

3.3 Distributions

One of the objectives of this study is to obtain the best possible forecasting method among
those used. Having this in mind, we analyse the data distributions. Splitting the series by
shifts, we can appreciate some differences among shifts distributions. Morning and afternoon
shifts present a stable behaviour in the admissions series with a wide range of values in the
distributions. In contrast, the night shift values are around a lower range with two peaks in
the distribution. Figure 5 shows the Probability Density Function (PDF) by using Kernel
Density Estimation (KDE) with Gaussian kernels and the Scott’s Rule (Scott, 2010) for each
shift with data normalised to O-1 range.
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Fig.4 Time-series to feature-matrix dataset conversion process. We select 70 days for the movements. There-
fore the first 70 rows need to be removed
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Fig. 5 PDF of the admission series divided by shifts and normalized to 0-1. It is observed the morning shift
concentrates the highest patient influx and the highest peak (reason why higher values close to 1 are found). In
contrast, the night shift shows the minimum mean of number of patients and has two peaks in its distribution

This finding may be interesting to be used in our implementation. In addition to the
entire series, we use the division of the admissions series by shifts to see if we can improve
forecasting accuracy.

4 Methodology

For forecasting the patients influx to the ED department we use time-series and feature-
matrix approaches. On the one side, the time-series algorithms make use of the time-series
data extracting time relationships among values. On the other side, the feature-matrix data
is used for classical ML algorithms. Both approaches require different steps, so we divide
our methodology into a time-series approach and a feature-matrix approach. While the time-
series approach requires few steps to get the best possibles results, the one using classical ML
algorithms requires more efforts to fit the algorithms to improve the accuracy. The algorithms
employed in our study are AR, exponential H-W, SARIMA, and Prophet for the time-series
approach, and LR, EN, XGBoost, and GLM for the feature-matrix approach. With all models
fitted, the last step is to create ensembles in order to try to improve each model’s single results.

Although they are two different approaches, both aim to make long-term and short-term
predictions. To this end, we split our dataset into 86% of the time series for training (from
January 1, 2015, to August 7, 2017) and the other 14% for testing (from August 8, 2017,
to December 30, 2017). We make this partition in order to meet the requirements of the
hospital for long-term planing (more than four months) by forecasting the entire test period.
In addition, some algorithms require a hyperparameter tuning, such as SARIMA, Prophet,
EN, XGBoost, and GLM. In those cases, we use a subset from April 8, 2017 to August
7, 2017 of the training set for validation. To select the best hyperparameters we used the
hyperopt optimization (Bergstra et al., 2013) with TPE algorithm (Bergstra et al., 2011) for
a maximum of 1.000 iterations.

For short-term predictions, the hospital requires weekly forecasts. In this case, we make
use of a process known as walk forward (Kaastra and Boyd, 1996) in order to simulate the
performance of the model when new data arrives. Our walk forward implementation uses an
extensible window (instead of a sliding window), so the training set grows in each iteration
of the process. We train the model each step to forecast the following week and, when the
process ends, compute the metrics for all the test set. Algorithm 1 depicts our walk forward
implementation.

In the following subsections we detail the time series and features-matrix approaches used,
concluding the section with the creation of the ensembles.
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Algorithm 1 Pseudocode of the walk forward algorithm implemented in the evaluation
process of short-term modelling.

period < 7 days

forecasts < list()

copytest < copy(testser)

set model hyperparams

while testser is not empty do
model.training(trainingser)
forecast < model. forecasting(period)
forecasts.append(forecast)
trainingser.append (testser (dataperiod))
testser.remove(dataperiod)

end while

computeperrics (CopYrest, forecasts)

4.1 Time-series approach

Time-series methods use the raw historical records and are able to take advantage of the time
relationship among values. In this approach, we apply the more common models in ED time
series modelling (Gul and Celik, 2020). The selected algorithms are: AR, exponential H-W,
SARIMA, and Prophet. Furthermore, a Naive algorithm is implemented to set a baseline for
our study.

4.1.1 Naive

The Naive modelling is based on the weekly seasonality of the time series. Thus, the latest
weekly values are used to forecast the following week for short term predictions. Therefore,
we replicated every week in order to get the next week’s forecasts, so every forecast value is
similar to the same time one week before. As our study also faces long-term forecasting, the
baseline model employs the yearly seasonality detected. In this way, we replicate the value
from the same day of the week of the previous year, corresponding to 364 days before.

4.1.2 Autoregresive and exponential Holt-Winters

The first time-series model employed is AR (Hyndman and Athansopoulos, 2021). The AR
algorithm uses consecutive values to model the time series. This algorithm finds the best
linear regressor by using previous consecutive values to forecast the next value.

Exponential models are also popular in time-series modelling. Among these types of
models, we selected Holt-Winters (H-W) (Hyndman and Athansopoulos, 2021) due to the
characteristics of our dataset. H-W 1is able to fit the seasonality and the trend of a time
series, which is our case. This algorithm can be used in two different forms; additive or
multiplicative. In our case, we selected the additive form because it obtains the best accuracy
in the experiments.

4.1.3 SARIMA

The third time-series algorithm applied is SARIMA (Hyndman and Athansopoulos, 2021).
This algorithm combines AR and Mean Average (MA) models and allows us to exploit
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cyclical patterns detected due to its seasonal part. For all series, we use the weekly seasonality
for the algorithm.

Prior to utilising SARIMA models, it is necessary to establish its components. In our
work, we tried the auto.arima algorithm (Hyndman and Khandakar, 2008) by using the step-
wise process to select the best model, but it could not find good models (it falls in local
minima, stopping the process early). Therefore, the models were selected by testing a large
number of combinations until we achieve an acceptable accuracy. Among all the possible
SARIMA models for each time series, we selected SARIMA(6,1,1)(3,0,5)[7] for the admis-
sions series using daily aggregations, and SARIMA(18,0,5)(2,0,1)[21] for the admissions
series using shifts aggregations. Splitting admissions series by shifts, the chosen models were
SARIMA(6,1,1)(3,0,5)[7] for morning and afternoon shifts, and SARIMA(6,1,1)(3,0,3)[7]
for the night shift. At last, the model selected for the inpatient series in daily aggregations
was SARIMA(6,1,1)(1,0,2)[7].

SARIMA models can also handle exogenous data. In this way, we introduced some descrip-
tion features of the date to the model, such as the day of the week, day of the month, month
of the year, week of the year, day of the year, days in the month, and week of the month.

4.1.4 Prophet

Prophet (Taylor and Letham, 2018) is the last time-series algorithm selected in our study.
Prophet decomposes the time series into trend, seasonality and holidays or special events.
In our study, the holidays component is not used in order to enable the comparison with
the other algorithms. Moreover, the Prophet library does not contain the Spanish holidays.
Nevertheless, we added the same description features of the date to the model as in SARIMA.

In the case of Prophet algorithm, we have to set the hyperparameters before its application.
The hyperparameters space are presented in Table 1. We decided this search space because
of the impact on the modelling task and the algorithm author recommendations. In addition,
a daily, weekly and yearly seasonality is set to the algorithm.

4.2 Feature-matrix approach

Feature-matrix enables to model our problem selecting only those previous values with the
most substantial influence for each series. Therefore, we implemented a procedure, based on
forward feature selection, that only chooses the variables that provide useful information for
those algorithms that need it. We use three classical regression models: Linear Regression
(LR), ElasticNet (EN) and Generalized Linear Model (GLM). We also use a tree-based
regressive model, eXtreme Gradient Boosting (XGBoost).

Table 1 Hyperopt space for

Prophet algorithm Hyperparameters Range of values
Hyperparameters Range of values
changepoint prior scale [0.001 - 0.5]
changepoint range [0.8-0.95]
seasonality mode additive or multiplicative
number of changepoints [25-30]
seasonality prior scale [0.001-0.1]
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The feature-matrix models selected can handle exogenous data. For this reason, we also
introduce the same date description features as in SARIMA and Prophet (day of the week,
day of the month, month of the year, week of the year, day of the year, days in the month,
and week of the month).

In the following subsections, we explain the steps required to adapt the algorithms for the
feature selection task.

4.2.1 Linear regression

The LR (Yan and Su, 2009) model is not able to select features by itself. For this reason, we
define an iterative process similar to the one performed in Alvarez-Chaves et al. (2021) and
depicted in Algorithm 2. We use a threshold of 0.001 and the R? score to evaluate and decide
the addition of variables. After using the process, no further steps are required.

Algorithm 2 Feature-matrix linear regression approach pseudocode (Alvarez-Chaves et al.,
2021).

unselected_features <list of all features
selected_features < list()
threshold < 0.001
selected_features.append(previous_time_series_value)
baseline <— 10 fold_CV (selected_features, train)
while unselected_ features is not empty do
impact_list < list()
for each unselected_feature in unselected_features do
test_feature_list < list(selected_features, unselected_feature)
value < 10 fold_CV (test_feature_list,train)
impact_list.append(value)
end for
best_feature < best_value(impact_list)
if best_feature > (baseline + threshold) then
selected_features.append(best_feature)
baseline <— 10 fold_CV (selected_features, train)
else
break
end if
end while
fit_model(selected_features, train)

4.2.2 ElasticNet
The EN regression model (Zou and Hastie, 2005) can detect unhelpful variables by setting its
model parameters to zero. The EN model has three different hyperparameters and the search

space for the hyperopt optimization is presented in Table 2. We decided this search space
because of the impact on the modelling task based on our experience.

4.2.3 XGBoost

The XGBoost model (Chen et al., 2017) is able to not select useless variables by itself in
its construction process. The algorithm builds trees by selecting the most relevant variables
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Table 2 Hyperopt space for EN

algorithm Hyperparameters Range of values
alpha [0.0001-100]
11 ratio [0.1-1.0]
number of iterations [0-1000]

in order to make the best forecasts. XGBoost has numerous hyperparameters; the chosen
search space is presented in Table 3. We chose these hyperparameters due to the impact on
the performance of the model in our experience and for our specific problem. Furthermore, we
decided to set gbtree (instead of dart) as the booster employed as it gets the better performance
in our tests.

4.2.4 GLM

The GLM models (McCullagh and Nelder, 2019) generalise the linear models and fit better
to the independent variables whose distribution differs from the normal. They use a function
over the regression, called link function. The link function is the hyperparameter for this
algorithm, thus we search it among logit, probit, cauchy, log, cloglog, power, inverse power,
identity, nbinom, sqrt, and inverse squared by testing all of them and selecting the one with
the best accuracy. When the search of the hyperparameter is performed, then we use the same
process as for LR and described in Algorithm 2.

4.3 Ensembles

The models mentioned above have different characteristics in terms of data fitting. Ensem-
bling different algorithms to create a more complex model may improve the predictions of
every single model. Initially, the ensemble approach was to combine the models with the
lowest correlation in order to balance their performance. However, after conducting multiple
experiments and verifying that the computational cost was small, we opted to combine all
models to test all possible combinations. This approach allows us to not only test the models
with the lowest correlation, but also those that may have a non-linear or monotonic relation-
ships. Thus, the methodology implemented to make these ensembles consists of combining
each one of the models with the rest of them, using subsets from two to all the models. Each

Table 3 Hyperopt space for

XGBoost algorithm Hyperparameters Range of values
eta [0.01-1.0]
gamma [0-9]
max detph [3-18]
subsample [0.5-1.0]
number of estimators [10-100]
columns sample by tree [0.3-1.0]
min child weight [1-10]
reg alpha [40-180]
reg lambda [0.0-1.0]
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ensemble averages the forecasts of its component models, giving the same weight to the
forecasts of all of them.

Additionally to the ensembles by models, our dataset allows to make a different type of
ensemble. We focus the new ensemble on the admission series of shifts taken independently,
i.e. creating a new series for each shift as we detailed in Section 3.3 (morning, afternoon,
and night series). Then, we fit every single model, and also perform all the ensembles to
get the best forecasting method for each shift series. Finally, we merge the predictions in
order to recreate the forecasts for the original shift series. This aims to obtain the best model
considering the differences in the shift distributions.

5 Experimental results

This section presents the results of applying the different algorithms to our ED admission
dataset to forecast the patients influx in two temporal horizons. In this regard, to ease the
assessment, we provide each forecast (short and long-term) in a dedicate section. The results
are discussed in Section 6.

The metrics for the models’ evaluation are the most used in the literature: MAPE, MAE
and RZ. In addition, we compute the Pearson correlation (p) in order to check the linear
correlation between the forecasts and real data.

5.1 Long-term forecast

Table 4 provides the metrics for forecasting the test set for the long-term predictions. Only the
best models of each approach (time series, feature-matrix and ensembles) and the baseline

Table 4 Long-term metrics for the best models for time series, features-matrix and ensembles

Series Aggregation Model MAPE MAE R? p
Admissions Daily Baseline 11.26 23.84 0.05 0.67
Prophet 7.96 17.17 0.48 0.85
EN 11.28 24.37 0.08 0.82
Ensemble 7.96 17.17 0.48 0.85
Shifts Baseline 16.33 10.94 0.64 0.84
Prophet 12.40 8.17 0.80 0.91
LR 15.16 10.63 0.67 0.91
Ensemble 12.40 8.17 0.80 0.91
IN Ensemble 11.54 7.52 0.82 0.92
Inpatients Daily Baseline 23.95 4.37 -0.14 0.38
Prophet 20.74 4.07 -0.01 0.43
EN 20.46 3.83 0.12 0.46
Ensemble 20.16 3.82 0.11 0.47

IS aggregation corresponds to the ensemble model by shifts. All Pearson correlations are significant (pygjye <
0.05). Highlighted in bold the best result for each aggregation
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model for all the series and aggregations analysed are presented. We can see that each
approach overcomes the baseline results for almost all cases.

Considering the admissions series in daily aggregations, our baseline gets a value of R?
near zero, although the Pearson correlation shows a positive correlation of 0.67. The best
time-series method is Prophet; its results improves significantly the baseline, getting an MAE
of 17.17, MAPE of 7.96, R? of 0.48 and a high p value of 0.85. This model is able to fit
better to the trend and seasonality of the data than the others algorithms. The combination of
Prophet and ARIMA through ensembles resulted in the best performance for this approach,
but it did not surpass the results obtained by the Prophet model alone, decaying to 20.11 of
MAE, 9.27 of MAPE, 0.32 of RZ, and 0.84 of p. In this case, the time-series approach has
the better accuracy.

Regarding the admissions series in shifts aggregations, the comparison between approaches
is similar to the daily aggregations. The best results are also obtained by the Prophet model,
being selected as the only model for the ensemble again. Prophet obtains 12.40, 8.17, 0.80
and 0.91 for the MAPE, MAE, R? and p respectively. In this case, the best feature-matrix
algorithm is the LR, slightly improving the metrics of the baseline, but obtaining a p value
similar to the Prophet model. In this case, the ensemble consists of Prophet and LR models,
but its metrics do not succeed in enhancing the Prophet model, even though they maintain a
similar p value. Nevertheless, the ensemble created by using different models for each shift
improves the results with a MAPE of 11.54, MAE of 7.52, R? of 0.82, and p of 0.92. The
ensemble in this case is composed by the Prophet model for each single shift. The addition
of other models to this ensemble does not improve the forecasts.

Our algorithms obtains better predictions for the inpatients series than for the admissions
series; this can be seen in all metrics with the exception of the MAE, which is better since the
inpatients series has lower values. The baseline presents the characteristic of getting a value
of —0.14 for R? and 0.38 for p. Analysing our baseline forecasts, they follow the yearly trend
of the series (which is consistent with the model definition and the exploratory analysis), but
the weekly pattern does not seem to be as pronounced as in the admissions series. All the
models improve the baseline, being the EN model the best single model for this case with
metric values of 20.46, 3.83, 0.12, and 0.46 for MAPE, MAE, R? and p respectively. The
Prophet model is still the best time-series model, but in this case the R? decays until —0.01
value. The ensemble model for the inpatients is composed by the AR, LR and EN models,
slightly improving the results for the single models.

5.2 Short-term forecast

We computed the metrics for the short-term forecast using the walk forward algorithm pre-
sented in Section 4. Table 5 shows the best metrics for each series, aggregation and approach.
In this case, all baselines are outperformed by both approaches, being the best results obtained
by the time-series.

Regarding the admissions series aggregated by days, time-series models improve from
an MAE of 17.17 in the long-term to 14.53 in the short-term, remaining the Prophet model
as the best among those that follow this approach. Nevertheless, in this case the Ensemble
model is composed of averaging SARIMA and Prophet, achieving the best result with an
MAE of 13.73 and R? of 0.67 (p remains almost constant). For the feature-matrix models,
EN highly outperforms its results in comparison to the long-term approach improving from
an MAE value of 24.37, and R? of 0.08 to 14.70, and 0.65 respectively.
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Table 5 Short-term metrics for the best models for time series, features-matrix and ensembles

Series Aggregation Model MAPE MAE R? p
Admissions Daily Baseline 9.04 18.33 0.47 0.73
Prophet 6.84 14.53 0.63 0.85
EN 7.10 14.70 0.65 0.82
Ensemble 6.58 13.73 0.67 0.84
Shifts Baseline 15.08 9.63 0.72 0.86
SARIMA 11.60 7.61 0.82 0.92
GLM 12.26 7.78 0.82 0.91
Ensemble 11.39 7.36 0.83 0.92
IS Ensemble 11.23 7.25 0.84 0.92
Inpatients Daily Baseline 27.68 5.01 -0.54 0.21
H-W 20.01 3.74 0.17 0.46
GLM 20.47 3.77 0.17 0.46
Ensemble 20.03 3.70 0.18 0.46

IS aggregation corresponds to the ensemble model by shifts. All Pearson correlations are significant (pygiye <
0.05). Highlighted in bold the best result for each aggregation

For the admissions series in shift aggregations, the ensemble of H-W, SARIMA, Prophet
and GLM obtains the best predictions with a MAPE of 11.39, MAE of 7.36 and R? of
0.83. Nevertheless, the accuracy among all approaches are very similar. Focusing on each
approach, SARIMA is the best model for time-series approach and GLM for the feature-
matrix approach. In addition, a relevant result is obtained in the case of the combination of
a model for each single shift. In this case, the ensemble slightly improves the best result
for the entire shift series model, achieving MAPE of 11.23, MAE of 7.25, R? of 0.84 and
p of 0.92. This ensemble is composed by the average of Prophet and LR for the morning
shift; H-W, SARIMA, Prophet, and LR for the afternoon shift; and Prophet and EN for the
night shift.

Concerning the inpatients series, the baseline obtains worse results for short-term com-
pared to the long-term: with R? from —0.14 to —0.54 and MAE from 4.37 to 5.01. In contrast,
the rest of the models improve their results. We get the H-W as the best single model with
a MAPE of 20.01, MAE of 3.74, R? of 0.17 and p of 0.46. In this case, the feature-matrix
model selected is GLM, obtaining similar results to H-W. The best ensemble is obtained by
merging AR, H-W, and GLM models, achieving a MAPE of 20.03, MAE of 3.70, R of 0.18
and p of 0.46.

6 Discussion

Considering the results presented in the previous section, we will discuss how we can use
the proposed algorithms’ predictions to manage our reference hospital.

Modelling the hospitalisation data is a challenging task, as it reflects the stochastic nature
of the arrival of the most critical patients. These patients require urgent care and immediate
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attention, unlike those who seek the service due to the unavailability of primary care appoint-
ments. This is consistent with the exploratory analysis presented above that shows a low
degree of seasonality in this series. Therefore, the models derived from hospitalisations
would have limited applicability for the service management. Nevertheless, we obtain better
predictions for the admissions series, likely due to strong patterns observed in the exploratory
analysis. The prediction algorithms have a direct utility to assist the service managers to bet-
ter understand the patients influx, so they can arrange the ED hospital resources more than
four months in advance.

We can exploit the good predictions obtained by the admission series aggregated by shifts
to enhance the long term service personnel schedule. Considering that the holidays calendar
is known in advance, ED managers can use such forecast to easily allocate the personnel in
the most demanded shifts, so it also improve work-life balance of the workers. In this regard,
the forecasts adapt to the intraday patterns of the service, which are the most defined, as
shown in Fig. 6.

Using the two time horizons for the admissions series in daily aggregation is specially
relevant as the forecast achieves the better accuracy. As shown in Fig. 7, the corrections
made by the short-term forecasts facilitate a better adaptation to the trend of the series.
This enables the managers to adjust the initial long-term forecasts. For the series of shifts,
we achieve similar results for both long and short term, with a slight improvement, which
indicates that the algorithms used might be more susceptible to noise despite they better
capture the trend.

Technically, the outcomes of the long-term baselines confirm the presence of an yearly
seasonal pattern in the admissions series, confirming our intuition. Another interesting aspect
is that the feature matrix methods are outperformed by the time series methods in all cases
except for the long-term inpatients series. The main reason behind this could be the weak sea-
sonality of the inpatients series, causing that the time series models could not take advantage
of its main characteristic, i.e., time patterns. For this case, a model that can select its variables,
and use the date description, finds better patterns to fit. Conversely, in the short-term horizon
the time series models obtain similar results overcoming the difficulties they face for the
long term.

We also notice that the best overall metrics are achieved by the ensemble aggregated by
shifts. Despite sacrificing the continuity of the series by modelling each shift independently,
it improves with respect to each single model. This may have its foundation in the difference

Patients admissions

Real data i — 120

Forecast

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
Day of October 2017

Fig.6 October forecasts of the ensemble model by independent shifts for the admission series in the long term
(best overall model). The mean is shown to compare the forecasting matching to the uptrend of the series
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Patients admissions

Real data - 300
Long-term forecast
Short-term forecast

mean

September October November December

Month of 2017

Fig. 7 Forecasts obtained by the best models for the admissions series in a daily aggregation (Prophet in the
long term and ensemble in the short term). The mean is shown to compare the forecasting matching to the
uptrend of the series

of the shifts distributions discussed in the exploratory analysis. Modelling each distribution
independently could simplifies how the general model captures the internal patterns of the
shifts.

It is significant to mention that the emergency attendance depends on the health system
and the habits of the people in a particular society. These factors are reflected in the patterns
that we have seen in our series, mostly in the admissions one. Furthermore, we have employed
data that come from a civil and military hospital, so we are dealing with a rather special case.

After discussing with ED service experts about how to deploy the models for supporting
the decision making, we are developing an application that shows two planning scenarios.
The first one would display the evolution of patient influx for the long term (four months
in advance), where the service managers could assign the fixed resources they consider
necessary for that period (nurses per shift and hospital equipment). The second one provides
short-term planning (seven days in advance), where the managers can reallocate non-fixed
staff and consumable resources to avoid reducing the quality of the service in unexpected
situations. To facilitate the usability of the models without requiring expert knowledge from
the managers, the best way is to deploy a user-friendly web application. It displays the
different predictions and sends alerts to notify of a sudden change in the patient forecast,
indicating to the manager the recommendation to re-evaluate the situation.

7 Conclusions

Our study describes an analysis of the ED forecasting for a Spanish civil and military hospital
by using different algorithms based on time series and feature matrix approaches, and creating
ensembles among them. In order to optimise the applicability of the study for the hospital
managers, we have analysed the series of patients who were admitted to the ED (admissions
series), and the patients who were transferred to the hospital wards after arriving to the ED
(inpatients series). With the first series, we have achieved satisfactory predictions, which can
be used to improve the ED’s resources allocation on a daily basis, as well as to better schedule
the personnel’s shifts. In contrast, the models applied to the inpatients series did not attain
such satisfactory forecasts due to the reduced seasonality of the series. Nevertheless, the low
mean error in the inpatients forecasting should be considered for further studies considering
the patients referral between departments.
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Through modelling the two time horizons, we have noticed that applying the long-term
corrections using the short-term forecasts improves the prediction, so the ED managers can
better react to unexpected high demand. However, with long-term planning, the tasks such
as procuring material or setting the schedules for the permanent staff would be feasible,
while requiring auxiliary staff when the corrected forecast indicates so. This also improves
work-life balance of the workers.

Considering that we only have 3 years of historical data (for both training and testing), we
have applied the feasible methods having in mind this issue. We aimed to exploit the daily,
weekly and yearly seasonality that we discerned through the exploratory analysis. For this
task, the best individual algorithm was Prophet. Nevertheless, the combination of different
models by generating ensembles can lead to better outcomes in certain cases. While not all
the cases may see improvement, the creation of ensembles presents an intriguing avenue for
achieving the best possible model.

The conclusions drawn in this study are contingent on our data set and its origin, in this
case the HCDGU, Madrid, Spain. The outcomes of the modelling task and its applicability
relies heavily on this context. In spite of this statement, the methodology employed, as well
as the identification of the features of our context, can provide a foundation for other studies
or analogous applications with other data.
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