
1 

A New Path Planning Algorithm Using a GNSS Localization Error Map for UAVs in an 1 

Urban Area 2 

3 

Guohao Zhang and Li-Ta Hsu 4 

Interdisciplinary Division of Aeronautical and Aviation Engineering, The Hong Kong 5 

Polytechnic University, Hong Kong 6 

7 

ABSTRACT 8 

The mission of future parcel delivery will be performed by unmanned aerial vehicles (UAVs). 9 

However, the localization of global navigation satellite systems (GNSS) in urban areas experiences 10 

the notorious multipath effect and non-line-of-sight (NLOS) reception, which could potentially 11 

generate approximately 50 meters of positioning error. This misleading localization result can be 12 

hazardous for UAV applications in GNSS-challenged areas. Due to multipath complexity, there is 13 

no general solution to eliminate this effect. A solution to guide UAV operation is to plan an optimal 14 

route that smartly avoids the area with a strong multipath effect. To achieve this goal, the impact 15 

of the multipath effect in terms of positioning error at different locations must be predicted. This 16 

paper proposes to simulate the reflection route by a ray-tracing technique, aided by predicted 17 

satellite positions and the widely available 3D building model. Thus, the multipath effect in the 18 

pseudorange domain can be simulated using the reflection route and multipath noise envelope, 19 

according to specific correlator designs. By reconstructing the multipath-biased pseudorange 20 

domain, the predicted positioning error can be obtained using a least square positioning method. 21 

Finally, the predicted GNSS error distribution of a target area can be further constructed. A new 22 

A* path planning algorithm is developed to combine with the GNSS error distribution. This paper 23 

designs a new cost function to consider both the distance to the destination and the positioning 24 

error at each grid. By comparing the conventional and the proposed path planning algorithms, the 25 

planned paths of the proposed methods experienced fewer positioning errors, which can lead to 26 

safer routes for UAVs in urban areas. 27 

28 
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1. Introduction 30 

Unmanned aerial vehicles (UAV) are widely used in military and civilian applications, such 31 

as military reconnaissance, disaster search and rescue [1] and future package delivery [2]. In recent 32 

years, the development of multi-rotor UAV provides a carrier of high controllability and flexibility. 33 

These characteristics allow employing UAVs to enable many potential civilian applications. The 34 

operation of a UAV is highly dependent on its positioning sensors. The sensors provide an accurate 35 

position of the UAV to facilitate the UAV’s navigation throughout the operation. The most 36 

common sensor is the global navigation satellite system (GNSS) receiver. By receiving satellite 37 

signals and calculating the distance between the satellite and receiver, the location of the UAV is 38 

able to be determined. As UAVs become more employable for civilian applications, they are 39 

required to operate in areas closer to the public, including urban areas. Urban areas are surrounded 40 

by a large number of buildings, which are obstacles for UAVs. Operating UAVs in these areas is 41 

highly restricted for the purpose of assuring safety. The precision of the localization closely 42 

influences the performance and safety of UAVs in urban areas. However, the conventional 43 

localization method of GNSS is not reliable for urban applications [3]. The accuracy of GNSS 44 

positioning is highly affected by satellite signal blockage and the multipath effect. Since more 45 

satellites from different constellations have been recently launched, the total number of satellites 46 

could become sufficient in an urban area. The major challenge for GNSS localization is still the 47 

multipath effect. It occurs when a user device receives signal reflections, resulting in the aggregate 48 

signals deceiving the receiver tracking loop to induce an additional signal delay [4]. Especially 49 

when the number of clean measurements is limited, the GNSS positioning result will be highly 50 

deteriorated by the multipath signal [5]. Currently, the multipath error has no complete solution 51 

but only remedies that mitigate such effects. 52 

To improve the localization accuracy in urban areas, a general approach is to implement 53 

additional sensors to compensate for inaccurate GNSS solutions. A popular method is to integrate 54 

an inertial measurement unit (IMU) and GNSS to form a complementary integration system to 55 

obtain accurate and stable positioning performance [6]. Recent research also uses a light detection 56 

and ranging (LiDAR) scanner to detect the surrounding obstacles and achieve localization via 57 

simultaneous localization and mapping (SLAM) technology [7]. SLAM can also improve the 58 

performance of localization in urban areas [8]. These methods are able to obtain an accurate 59 

localization result, but extra devices add weight to the UAV. This is could be excessive for a UAV 60 
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with a limited payload. In addition, high computation loads shorten the operation time. Researchers 61 

also employ on-board stereo vision systems to conduct visual SLAM to achieve localization and 62 

obstacle avoidance in GPS-denied areas [9]. However, without the initialization by a GNSS 63 

solution, the visual SLAM can only provide the relative position information instead of an absolute 64 

position. However, GNSS is still the only sensor system that can provide the absolute positioning 65 

result. To ensure that the safety of the UAV will not be affected by the misleading localization in 66 

an urban area, this paper proposes a new path planning algorithm to avoid having it fly in the areas 67 

with an erroneous GNSS localization result. 68 

There are different approaches of path planning to determine the optimal path [10]. One 69 

approach is to use a grid method to divide the environment into serval grids and then calculate the 70 

cost of each step and select the lowest cost. Thus, the shortest path to the destination can be found. 71 

This path planning method is well-known as the Dijkstra algorithm [11]. By further utilizing the 72 

heuristic searching process, the A* algorithm was developed and achieved higher efficiency 73 

compared to the Dijkstra algorithm [12-15]. The A* method has been applied in an urban area, 74 

avoiding the problem of quadcopters crashing into buildings by constructing constraints of 75 

obstacles [16]. Many improved path planning algorithms are developed based on the A* algorithm. 76 

Considering the physical characteristics of aircraft, the A* algorithm is improved with extra 77 

constraints such as heading [17] and turning [18], resulting in a more appropriate route for aircraft. 78 

The A* path planning method is also capable of including extra information from the environment 79 

to determine the optimal path. A cost map of the environment can be designed to evaluate different 80 

factors during the flight, such as the operating risk [19, 20] and signal strength [21, 22]. By merging 81 

the cost map into the A* cost function, an ideal path can be determined, adapting to the operating 82 

requirements for different environments. Since A* normally requires high computation, a light-83 

assisting method is proposed to aid A* by searching fewer grids [23]. In addition, its dynamic 84 

searching speed is improved in [24, 25]. The A* algorithm is efficient for searching a global 85 

optimized path and convenient for adapting to the requirements for different environments by 86 

adjusting the cost function. The major limitation is the computer load and memory usage when 87 

addressing large environments [26]. Another popular path planning approach is to build artificial 88 

potential fields in the environment as attractive and repulsive fields for destinations and obstacles, 89 

respectively. The path will be planned by the displacement due to the overall force. This algorithm 90 

has been used to avoid obstacles with a low computational load, enabling it to be more likely to 91 
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operate in real-time [27]. Its improvements are also developed by different researchers. New 92 

potential field methods are developed to improve controllability for complex environments [28] 93 

and to cooperate with sensor detection for real-time indoor operation [29]. However, the potential 94 

field method greatly suffers from the local minimal issue [10]. The cancellation of the force results 95 

in the aircraft failing to reach the destination and becoming trapped in the middle [30]. Another 96 

path planning approach such as the genetic algorithm [31] is developed based on genetic 97 

characteristics to determine the optimal path. The genetic algorithm is a nondeterministic 98 

algorithm that is able to cope with the ill-behaved path planning problem, especially for a dynamic 99 

or gradient information-lacking environment [32]. Although it has robust performance, the genetic 100 

algorithm is time-consuming with a high computational load [33]. The genetic algorithm may even 101 

be unable to obtain the global optimal solution on time because of the premature convergence issue 102 

[34]. Performance analysis and review of the various path planning methods can be found at [35]. 103 

In this study, the path planning is based on a predicted positioning error map and does not require 104 

real-time onboard processing. The complex distribution of the positioning error level may easily 105 

cause the local minimal problem for a potential field method. Meanwhile, the positioning error 106 

prediction map is usually effective within an hour, which is suitable for a medium computation 107 

method. Based on the above comparison of different path planning approaches, the A* method is 108 

selected in this study due to its robustness and moderated computation load. 109 

The target application of this study is parcel delivery using autonomous quadcopters. A 110 

quadcopter has the advantages of flexibility of its movement and ease of control. In general, the 111 

flight route of a quadcopter is in a fixed altitude. This fixed-height route is able to simplify the 112 

mission and movement of a quadcopter. In this paper, as shown in Fig. 1, the process of a 113 

quadcopter flying to the destination from the starting point will be planned as follows: 1) take-off 114 

and climb to a certain height; 2) fly based on a pre-planned route at the selected height; and 3) 115 

reach the destination horizontally and land vertically. The vertical movement of the UAV is usually 116 

based on a standalone barometer [36, 37]. In the other words, the GPS positioning error will only 117 

slightly influence the UAV in the operation of take-off and landing. Moreover, the UAV altitude is 118 

commonly measured by multi-sensor integrated solutions such as the barometer aided attitude and 119 

heading reference system (AHRS), which is able to achieve 2 meters of nominal height accuracy 120 

[38]. Therefore, the path planning will be processed on a 2D map with a selected height. 121 

 122 
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 123 
Fig. 1. Proposed flight procedure to deliver a parcel by an autonomous quadcopter. 124 

 125 

Regarding the 2D path planning, this paper uses A* path planning cooperating with a predicted 126 

GNSS localization error map and building model to plan an optimal path in an urban area. The 127 

first result is reported in [39]. By predicting the satellites’ positions through almanac data and 128 

simulating signal reflection paths by a 3D building model and ray-tracing technique, the multipath 129 

effect and non-line-of-sight (NLOS) reception can be modeled. After processing the predicted line-130 

of-sight (LOS) and the multipath signals of a specified location, its positioning error can also be 131 

predicted. By processing all locations within the target area, the positioning error map can be 132 

generated. Because the error map is based on prediction, an offline planning method is preferred. 133 

We hence propose a new A* algorithm to take advantage of the predicted error distribution. The 134 

positioning error on each grid is used as an additional factor in the cost function. It means the 135 

higher positioning error denotes the larger traveling cost. By considering the positioning error, the 136 

UAV is able to find a path between a start point and destination that avoids both the obstacles 137 

(building in urban areas) and hazardous GPS-biased area at the same time. By comparing the result 138 

with the conventional A* algorithm and the conventional potential field method, the proposed A* 139 

path planning can plan a path that experiences less GPS error, namely, a path that is safer with a 140 

relatively short traveling distance for the UAV. 141 

This paper is composed of 5 sections. In section 2, the generation of the predicted positioning 142 

error map is introduced. In section 3, the details of the proposed A* path planning algorithm based 143 
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on the error map are presented. In section 4, the verification of the multipath prediction model is 144 

shown. The result of the proposed path planning algorithm is evaluated. Finally, conclusions are 145 

drawn in section 5.  146 

 147 

2. Prediction of GPS Positioning Error in an Urban Canyon 148 

GPS positioning performance is affected by several factors, including satellite clock/orbit bias, 149 

atmospheric delays, receiver thermal noise and multipath delays [40]. The measurement errors 150 

originate from time delays due to the effect of the error sources mentioned above. The equation is 151 

given as follows:  152 

 153 
𝛿𝛿𝑡𝑡𝐷𝐷 = 𝛿𝛿𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛿𝛿𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + 𝛿𝛿𝑡𝑡𝑚𝑚𝑚𝑚 + 𝛿𝛿𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠    (1) 154 

 155 

The overall time offset 𝛿𝛿𝑡𝑡𝐷𝐷 is the sum of different delays, including the atmosphere errors 𝛿𝛿𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎, 156 

the receiver thermal noise 𝛿𝛿𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, multipath offset 𝛿𝛿𝑡𝑡𝑚𝑚𝑚𝑚 and satellite clock and orbit bias 𝛿𝛿𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠. 157 

There are several models to mitigate or eliminate the errors above. The atmospheric delay is caused 158 

from the signal traveling through the ionosphere and troposphere layers, where the satellite signals 159 

are influenced by free electrons and free-propagation effects. Fortunately, these errors can be 160 

eliminated by a differential GPS technique (DGPS) [41]. In general, the receiver thermal noise in 161 

the current device is less than the order of a decimeter, which is negligible compared to other errors. 162 

The multipath error is caused by receiving the reflected signals. Due to the extra traveling distance 163 

from reflection, the signal experiences a transporting time error, which further influences the 164 

correctness of the pseudorange measurement. The multipath effect is highly dependent on the 165 

surrounding environment; hence, DGPS cannot mitigate it. There are several methods to coarsely 166 

mitigate multipath effects, such as sophisticated discriminator designs and hardware enhanced 167 

antennas [42]. However, there is still no complete solution to eliminate this effect. When the UAV 168 

operation area is settled in an urban area with many high surrounding buildings, the multipath 169 

effect will be very severe, resulting in it becoming the dominant factor for GPS positioning 170 

accuracy. In this study, we focus on the positioning error introduced by the multipath effect. The 171 

first goal of this paper is to construct a predicted GPS positioning error map in a target area. To 172 

accomplish this, we were inspired by a previously developed 3D map aided by GPS positioning 173 
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methods [43]. The 3D building model used is constructed via Google Earth. We create the outline 174 

of the building to fit in the 3D model in Google Earth. For complicated building structures with 175 

different outlines along their height, the building is separated into different polygons. The 176 

simulated area selected is an urban area in Kowloon, Hong Kong, which is demonstrated in Fig. 2. 177 

 178 

Fig. 2 Constructed 3-dimensional building model and ray-tracing simulation. 179 

 180 

We use the building model and ray-tracing simulation to track the signal transmission path through 181 

a direct and reflection path. The position of the satellite can be predicted by the broadcast almanac. 182 

Given the satellite and receiver location, the direct signal transmission path can be easily 183 

determined. The reflection path is simulated by the ray-tracking technique. We assume that 184 

reflection follows the law of reflection. If we can find a valid reflection point on the 3D building 185 

model, then the reflection path can be simulated as shown in Fig. 2. If there are multiple reflection 186 

paths that are identified for a single satellite, then the path with the shortest transporting distance 187 

is regarded as the main multipath effect. This paper not only simulates the multipath but also NLOS 188 

effects. For the NLOS, its simulation is relatively simple. It is modeled as the reflection path 189 

𝑅𝑅n
refl(i) that subtracts the direct path 𝑅𝑅𝑛𝑛

(𝑖𝑖) as below:  190 

 191 

 𝜀𝜀𝑛𝑛
refl(𝑖𝑖) = 𝑅𝑅n

refl(i) −  𝑅𝑅𝑛𝑛
(𝑖𝑖), 𝜀𝜀𝑛𝑛

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑖𝑖) ∈ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁   (2) 192 

 193 

𝑅𝑅𝑛𝑛
𝑛𝑛

𝑅𝑅n
refl(i)
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where the superscript (i) denotes the index of the satellite and the subscript n denotes the index of 194 

grid points. It is interesting to note that the NLOS delay can also be modeled by the elevation angle 195 

[44]. In the other words, it is possible to model without the 3D building model. The multipath 196 

effect on the pseudorange domain is also determined by the design of the correlator in the receiver 197 

code tracking loop. Different correlator behaviors act differently in terms of the multipath noise 198 

envelope [45]. This paper selects a strobe correlator [46] to model its noise envelope NE, which is 199 

modeled based on correlator spacing and the relative signal strength of reflection compared to LOS. 200 

Heuristically, we assume that the multipath effect is approximately 6 dB weaker than the LOS 201 

signal, and the spacing of the strobe correlator is 0.2 chip. The multipath NE function based on this 202 

assumption is depicted in Fig. 3. The x-axis denotes the multipath relative delay, which is 𝑅𝑅n
refl(i) −203 

 𝑅𝑅𝑛𝑛
(𝑖𝑖), and the y-axis is the multipath delay in the pseudorange domain. 204 

 205 

 206 

Fig. 3. Assumed noise envelope function of the strobe correlator with 0.2 chip spacing for GPS 207 

L1 C/A signal. 208 

 209 

Thus, the multipath can be modeled as shown below. 210 

 211 

𝜀𝜀𝑛𝑛
refl(𝑖𝑖) = 𝑁𝑁𝑁𝑁 �𝑅𝑅n

refl(i) −  𝑅𝑅𝑛𝑛
(𝑖𝑖), 𝜃𝜃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑� , 𝜀𝜀𝑛𝑛

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑖𝑖) ∈ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ  (3) 212 
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where 𝜃𝜃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 denotes the carrier phase difference between the direct and reflected signal. It is very 213 

difficult to estimate the carrier difference by ray-tracing because it requires the building model at 214 

centimeter-level accuracy [Lau Lawance]. Thus, this method only considers the carrier difference 215 

of 0𝑜𝑜; in other words, the upper bound of the NE function to cover the multipath error. Comparing 216 

(2) and (3), the NLOS is solely based on the additional traveling distance. Thus, it would induce a 217 

larger positioning error compared to the multipath. By means of the strobe correlator, the multipath 218 

with a large reflecting distance will only induce a small pseudorange error [45]. Focusing on the 219 

multipath effect on positioning error and neglecting other errors, the simulated pseudorange is 220 

given as: 221 

  222 

𝜌𝜌𝑛𝑛
(𝑖𝑖) = 𝑅𝑅𝑛𝑛

(𝑖𝑖) + 𝜀𝜀𝑛𝑛
refl(𝑖𝑖)  (4) 223 

 224 

where 𝜌𝜌𝑛𝑛
(𝑖𝑖)is the predicted pseudorange, determined as the sum of the geometric distance 𝑅𝑅𝑛𝑛

(𝑖𝑖), 225 

which is determined via the ground reference location 𝑃𝑃𝑛𝑛
(𝑖𝑖),  the satellite position 𝑋𝑋𝑛𝑛

(𝑖𝑖)  and the 226 

multipath signal delay distance 𝜀𝜀𝑛𝑛
refl(𝑖𝑖). After simulating all the available satellites, the pseudorange 227 

can be used to calculate the predicted GPS positioning result. In this study, we assume the user 228 

device clock and the satellite clocks are perfectly synchronized, and hence, the positioning 229 

calculation is given as: 230 

 231 

∆𝜌𝜌𝑛𝑛
(𝑖𝑖) = 𝜌𝜌�𝑛𝑛

(𝑖𝑖) − 𝜌𝜌𝑛𝑛
(𝑖𝑖)   (5) 232 

∆𝑥𝑥𝑛𝑛 = (𝐻𝐻𝑛𝑛𝑇𝑇𝐻𝐻𝑛𝑛)−1𝐻𝐻𝑛𝑛𝑇𝑇∆𝜌𝜌𝑛𝑛
(𝑖𝑖)   (6) 233 

𝑥𝑥𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑥𝑥�𝑛𝑛 + ∆𝑥𝑥𝑛𝑛   (7) 234 

 235 

where the approximate receiver position location is assumed as 𝑥𝑥�(𝑖𝑖) with an unknown difference 236 

∆𝑥𝑥(𝑖𝑖) to the actual location. For the ith satellite, 𝜌𝜌�𝑛𝑛
(𝑖𝑖) denotes the geometric distance between the 237 

approximate location and the ith satellite. 𝜌𝜌𝑛𝑛
(𝑖𝑖) denotes the predicted pseudorange. The pseudorange 238 

difference ∆𝜌𝜌𝑛𝑛
(𝑖𝑖) can be calculated. With the direction cosine matrix of pseudorange 𝐻𝐻𝑛𝑛 and the 239 
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pseudorange differences, the difference ∆𝑥𝑥𝑛𝑛 can be solved via the iterative least square method. 240 

The predicted positioning solution 𝑥𝑥𝑛𝑛 can be determined by correcting the approximate location 241 

with ∆𝑥𝑥𝑛𝑛 . After obtaining 𝑥𝑥𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  for the nth grid point, the positioning error 𝜀𝜀𝑛𝑛
𝑝𝑝𝑝𝑝  due to the 242 

multipath effect can be calculated by comparing it with the real nth location 𝑥𝑥𝑛𝑛,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 as follows: 243 

 244 

𝜀𝜀𝑛𝑛
𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑥𝑥𝑛𝑛,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�     (8) 245 

 246 

where ‖∙‖ denotes norm calculation. Repeating the process for all the grids in the target area, the 247 

map of the predicted positioning error can be finally obtained as shown in Fig. 4 below. The color 248 

of the right panel of Fig. 4 denotes the 2D positioning error of each grid. It can be seen that the 249 

positioning error exceeds 20 meters in most of the places of our testing area. 250 

 251 

 252 

Fig. 4 Demonstration of the prediction of a 2D GPS positioning error map. 253 

 254 

3. Offline Path Planning Based on the Predicted Positioning Error Map 255 

To ensure the safety of the public, a path planning method that can identify the obstacles 256 

(buildings in our application) in the operation area is a minimum requirement. Furthermore, the 257 

path planning algorithm should also consider other factors, such as the shortest path that 258 

experiences a minimum GPS positioning error. The main process of the overall path planning is 259 
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shown in Fig. 5. The range of permitted height for the UAV is defined from h0 to hmax. After being 260 

provided with the starting take-off point, destination and h0, the previous predicted positioning 261 

error map is used to aid 2D path planning. The path planner will estimate an ideal path for each 262 

height until reaching the hmax, which is often restricted by governmental law. For example, UAV 263 

operation in Hong Kong is limited to under approximately 90 meters, as shown in Fig. 1. 264 

Afterwards, we can compare the performance of the optimal path on each height. Finally, the 265 

overall path of the selected height can be obtained and output as our planned ideal path for the 266 

UAV operation. The proposed 2D path planning algorithm is introduced in section 3.1. The height 267 

selection algorithm is detailed in section 3.2. 268 

 269 

 270 

Fig. 5 Flowchart of the proposed 3D path planning for a UAV based on a positioning error map. 271 

h represents the operating height. 272 

 273 

3.1 2D path planning based on A* algorithm 274 

The A* algorithm is a widely used path planning method to avoid obstacles and reach the 275 

destination. This method is a global scanning method to obtain a globally optimal path. The overall 276 

process of the A* algorithm is shown in Fig. 6. 277 
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 278 

Fig. 6 Flowchart of a conventional 2D A* path planning algorithm. 279 

 280 

The conventional A* algorithm constructs a group of nodes (grid points) on the operating map. 281 

From the starting node, the A* method identifies whether the neighboring node is available and 282 

places all available nodes into an ‘open’ list. Then, it calculates the cost of all available nodes in 283 

the ‘open’ list. The calculation is shown as: 284 

 285 

𝐹𝐹(𝑛𝑛) = 𝐺𝐺(𝑛𝑛) + 𝑀𝑀(𝑛𝑛)  (9) 286 

𝐺𝐺(𝑛𝑛) = 𝐺𝐺(𝑛𝑛 − 1) + ‖𝑥𝑥𝑛𝑛 − 𝑥𝑥𝑛𝑛−1‖          (10) 287 

 288 

where n denotes the nth predicted node. G(n) is the minimum traveling distance from the 289 

starting node to the current node, and M(n) is the Manhattan distance from the current node to the 290 

destination node. The A* algorithm collects all the available nearby nodes into an open list, and 291 

the nodes on obstacles will be considered unavailable nodes. By comparing the overall cost value 292 

F(n) for the nodes in the ‘open’ list, the lowest overall cost node will be selected as the next current 293 
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node and shifted from the ‘open’ to the ‘close’ list. By calculating the cost value again and selecting 294 

the next step until the current node reaches the destination, the ‘close’ list stores all the selected 295 

nodes when reaching the destination, and the ideal path can be obtained via extracting nodes from 296 

the destination node backwards in the ‘close’ list.  297 

With the aid of the predicted positioning error map, the positioning error for each node is 298 

included in the cost function of the A* algorithm. To ensure the safety of UAVs in an urban area, 299 

the major task is to avoid having UAVs crash into buildings. Due to the multipath effect, the UAV 300 

can still make contact with buildings by mistakenly recognizing their location. To decrease the 301 

potential contacts between UAVs and buildings, the number of contact points CP is defined. It is 302 

introduced as shown in Fig. 7. For a specific location, its predicted positioning error map is used 303 

as a radius of the blue circle, representing the potential GPS positioning error in that specific grid 304 

point. When the error circle overlaps with a building, it is considered as one contact point. The 305 

number of contact points for a specific location is summed up as CP. As shown in Fig. 7, the error 306 

circle contacts two neighboring buildings as indicated by the red arrow, namely, CP is 2 in this 307 

case. The algorithm of the CP calculation is described as follows. 308 

 309 

Algorithm 1: Calculation of the number of contact points (CP)  

STEP1: Input current location 𝑥𝑥𝑛𝑛 and the positioning error 
𝜀𝜀𝑛𝑛
𝑝𝑝𝑝𝑝 at this location 

STEP2: for the 𝑗𝑗𝑡𝑡ℎ building model in the target area 
STEP3: Initialize contact point number of the 𝑗𝑗𝑡𝑡ℎ building 

at 𝑛𝑛𝑡𝑡ℎ location 𝑐𝑐𝑐𝑐𝑛𝑛,𝑗𝑗 = 0. 
STEP4: Obtain all the corner locations of the 𝑗𝑗𝑡𝑡ℎ building 

and generate several points between two adjacent 
corner locations.  

STEP5: for the 𝑙𝑙𝑡𝑡ℎ generated points of the 𝑗𝑗𝑡𝑡ℎ building, 𝑥𝑥𝑗𝑗,𝑙𝑙 
STEP6:  if �𝑥𝑥𝑛𝑛 − 𝑥𝑥𝑗𝑗,𝑙𝑙� ≤ 𝜀𝜀𝑛𝑛

𝑝𝑝𝑝𝑝 then 
STEP7:  The contact point number of the 𝑗𝑗𝑡𝑡ℎ building at 

𝑛𝑛𝑡𝑡ℎ location 𝑐𝑐𝑐𝑐𝑛𝑛,𝑗𝑗 = 1. break; 
STEP8:  end if 
STEP9: end for of the 𝑙𝑙𝑡𝑡ℎ generated points 
 end for of the 𝑗𝑗𝑡𝑡ℎ building model  
STEP10: The total contact point number at the 𝑛𝑛𝑡𝑡ℎ location 

for J total buildings is 𝐶𝐶𝐶𝐶(𝑛𝑛) = ∑ 𝑐𝑐𝑐𝑐𝑛𝑛,𝑗𝑗
𝐽𝐽
𝑗𝑗=1  
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 310 

The same CP calculation can be performed for all locations within the simulated area. Thus, a 311 

distribution map of CP values can be obtained.  312 

 313 

 314 

Fig. 7 Contact point (indicated as red arrow) between buildings and error circle (blue circle) on a 315 

specific grid point. In this case, CP is 2. 316 

 317 

The contact number is incorporated into the A* path planning as a part of the cost function. 318 

The equation of the traveling cost value G(n) is given as: 319 

 320 

𝐺𝐺(𝑛𝑛) = [(1 − 𝑘𝑘𝑎𝑎) ∙ ‖𝑥𝑥𝑛𝑛 − 𝑥𝑥𝑛𝑛−1‖ + 𝑘𝑘𝑎𝑎 ∙ 𝜇𝜇𝑎𝑎 ∙ 𝐶𝐶𝐶𝐶(𝑛𝑛)] + 𝐺𝐺(𝑛𝑛 − 1)  (11) 321 

 322 

where ‖𝑥𝑥𝑛𝑛 − 𝑥𝑥𝑛𝑛−1‖ is the distance between the current node and the next available node and 𝜇𝜇𝑎𝑎 is 323 

a mapping constant to map the effect from the contact point into meters. In this paper, 𝜇𝜇𝑎𝑎  is 324 

heuristically set as 3.7. The weighting 𝑘𝑘𝑎𝑎 can balance the proportion between a shorter traveling 325 

distance and a lower contact number, which adapts to different flight requirements. The 326 

performance can further adapt to the flight requirements by tuning the weighting value. In this 327 

paper, we set ka as 0.7. 𝐺𝐺(𝑛𝑛 − 1) is the traveling cost of the parent node with regard to current nth 328 

node. To observe (11), the contact numbers can increase the cost value of each approaching 329 
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available node. Thus, the path with a large contact number will be avoided by the proposed A* 330 

algorithm. 𝐺𝐺(𝑛𝑛) will be further calculated into the overall cost 𝐹𝐹(𝑛𝑛) as (9) to determine the ideal 331 

path with the lowest cost. Using the proposed A* path planning algorithm, the ideal 2D path that 332 

avoids both the obstacles and the area with a large GPS positioning error can be planned.  333 

 334 

3.2 3D height selection 335 

To select the ideal height for the UAV operation, the proposed 2D A* path planning will first 336 

be applied to each height of the operating area, as shown in Fig. 5. Therefore, the optimal 2D path 337 

at each height can be obtained. The performance of the planned path of each height should be 338 

evaluated by both the total traveling distance and the total number of potential contact points. We 339 

define a cost function P(h), which is a function of height, to determine which height to at which to 340 

operate. Its definition is given as: 341 

 342 

𝑃𝑃(ℎ) = (1 − 𝑘𝑘𝑎𝑎) ∙ 𝑑𝑑(ℎ)
𝑑𝑑0

+ 𝑘𝑘𝑎𝑎 ∙ 𝜇𝜇𝑎𝑎 ∙ 𝐶𝐶𝐶𝐶����(ℎ)               (12) 343 

𝑑𝑑(ℎ) = ∑ �𝑥𝑥𝑛𝑛ℎ − 𝑥𝑥𝑛𝑛ℎ−1�
𝑁𝑁(ℎ)
𝑛𝑛ℎ=1 + ‖ℎ − ℎ𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠‖ + ‖ℎ − ℎ𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑‖   (13) 344 

𝑑𝑑0 = ‖𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑‖                                                 (14) 345 

𝐶𝐶𝐶𝐶����(ℎ) = 1
𝑁𝑁(ℎ)

∑ 𝐶𝐶𝐶𝐶(𝑛𝑛ℎ)𝑁𝑁(ℎ)
𝑛𝑛ℎ=1    (15) 346 

 347 

where 𝑑𝑑(ℎ) denotes the traveling distance including both the horizontal and vertical movement 348 

on the height h by following the planned path and 𝑑𝑑0  denotes the direct distance between the 349 

starting point and destination. We consider that the lower the cost function is, the better the 350 

performance that can be obtained. Good performance means the path can avoid crashing into 351 

buildings and reduces the traveling distance at the same time. Hence, we calculate the cost function 352 

for the planned path at each height, and then select the height with the lowest cost function as the 353 

ideal operating path for the UAV, as shown in (16).  354 

ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = arg min
ℎ
𝑃𝑃(ℎ)     (16) 355 
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 356 

Finally, the optimal path of the selected height and vertical movement for the selected height 357 

will be combined as the planned 3D path for UAV operation.  358 

 359 

4. Experimental Results and Discussions 360 

4.1 System architecture of the UAV applying the proposed path planning method  361 

The system architecture is shown in Fig. 8. The operations are divided into online and offline 362 

phases. In the offline phase, GNSS ephemeris data and the 3D building models of the operating 363 

periods and areas should be first prepared. By applying the ray-tracing algorithm, the predicted 364 

GNSS pseudorange can be simulated for the operating area with different heights during a specific 365 

time. The predicted measurements are processed with least square positioning. The predicted 366 

positioning solutions of all locations in the operating areas can be simulated. Afterward, the 367 

positioning errors for all locations are compared with the true position to generate a positioning 368 

error distribution map for different heights. Then, the proposed A* path planning algorithm is 369 

applied for the error map of each height to plan a path that optimizes both distance and safety 370 

(contact number) on each height. Finally, the optimal 2D + height path that fulfils the requirement 371 

is determined by the route with the lowest total cost. After planning the optimal path in the offline 372 

phase, the path is sent to the UAV to guide the online navigation.  373 

 374 

 375 

Fig. 8 System architecture of the UAV applying the proposed path planning method. 376 

 377 
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4.2 Verification of the prediction of GPS positioning error 378 

To verify the prediction of the GPS positioning error, experiments are conducted to collect real 379 

GPS data in the target area. In this study, we use u-blox NEO-M8T GNSS module as shown in Fig. 380 

9 to receive GPS positioning data. u-blox is a commercial grade receiver that is popular for UAV 381 

applications. 382 

 383 

 384 
Fig. 9 u-blox NEO M8T GNSS module with antenna. 385 

 386 

We selected 2 typical locations, intersection and canyon, in an urban canyon to collect data for 30 387 

minutes. The receiver is set at the height of 2 meters to avoid disturbance from pedestrians. The 388 

experiment and predicted positioning result are shown in Figs. 10 and 11, respectively. The 389 

intersection is in a relatively open area. As shown in Fig. 10, the result of the experiment shows 390 

the positioning error is smaller compared to that in the narrow canyon. The left side of Fig. 10 391 

shows that the predicted error is very similar to the actual positioning error. The narrow canyon is 392 

surrounded by high buildings, which resulted in a larger positioning error compared to the 393 

intersection one. The predicted error in the narrow canyon in also large, agreeing with the 394 

experimental result. The comparison between the real (experimental) and predicted GPS 395 

positioning error is listed in Table 2. While the device in the experiment could be disturbed by 396 

other factors such as foliage, our prediction only considers the multipath effect. Thus, it is 397 

reasonable that the experimental error may larger than the prediction error. In general, the overall 398 

tendency of the positioning error is similar between prediction and experiment. As a result, the 399 

predicted GPS error is verified to model the positioning error distribution. 400 

 401 
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 402 
Fig. 10 Experimental GPS positioning result for 30 minutes. The left and right panels show the 403 

results in the intersection and the narrow canyon, respectively. Red spots show the positioning 404 

result, and the blue balloon shows the real GPS location. 405 

 406 

 407 
Fig. 11 Predicted positioning error for the experiment location. The left and right panels show the 408 

results in the intersection and the narrow canyon, respectively. The color bar denotes the 409 

positioning error in meters. 410 

 411 

 412 

 413 

 414 
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Table 2 Comparison between actual and predicted GPS positioning error. 415 

 
Experiment Prediction 

Mean positioning error 
(m) 

Max positioning error 
(m) 

Mean positioning 
error (m) 

Intersection  
(in Fig. 10) 6.38 32.62 5.25 

Narrow canyon 1  
(in Fig. 10) 24.68 61.81 42.33 

Open-sky area  2.64 4.74 0.01 
Urban area 1 8.04 28.04 9.67 
Urban area 2 14.79 43.53 15.64 

Narrow canyon 2 43.05 137.85 42.34 
Narrow canyon 3 47.35 76.36 49.06 

 416 

4.3 Processing the predicted positioning error map 417 

Using the proposed UAV path planning algorithm, the 2D positioning error maps at different 418 

heights are acquired, as shown in Fig. 12. As the height increases, the overall positioning error is 419 

reduced. This is due to the lessened multipath effect and the increasing number of direct signals at 420 

higher altitude. When the height is over 50 meters, the predicted error for most of the area is 421 

reduced to almost zero since most of the buildings are built within the height of 50 meters in this 422 

experimental area. We select two grids to better demonstrate the decrease of GPS positioning error, 423 

as shown as Fig. 13. In the case of an open field (blue line), the multipath signal ratio is increased 424 

at the height of 25 meters. Then, it continues decreasing as the height increases. The positioning 425 

error also follows the same tendency. In the case of the grid nearing the buildings (red line), the 426 

positioning error is large on the ground. It starts to decrease after exceeding 22 meters in height. 427 

The error slightly increases between 37 and 47 meters in height due to the increase in the multipath 428 

ratio and total signal. When the height is increasing, the positioning error can increase in a few 429 

situations. This is due to the receiver receiving more NLOS signal at the lower altitude. Thus, the 430 

ratio of the multipath signal is increased, resulting in a larger error. Thus, the multipath effect 431 

cannot always be considered to decrease as the flying height increases. In the other words, it may 432 

not always follow the rule of the higher the better. This paper uses path planning performance to 433 

select the ideal height for operation, as described in section 3.3. 434 

 435 
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 436 
Fig. 12 2D positioning error map at heights between 14 and 62 meters. The resolution is 6 meters 437 

for each layer. The color in the figures denotes the predicted positioning error. 438 

 439 
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 440 
Fig. 13 Demonstration of the relationship between positioning and flight height. Blue and red 441 

lines indicate the results of locations at an open area and nearby buildings, respectively. 442 

 443 

4.4 Evaluation of the proposed 2D path planning methods. 444 

There are three algorithms that were compared: 445 

1. Conventional A* algorithm – using building information as an obstacle 446 

2. Conventional potential field method – using building information 447 

3. Proposed A* algorithm – using both building information and the predicted GPS positioning 448 

error map 449 

To apply the proposed path planning algorithm, the positioning error map is predicted for the 450 

operation area as shown in Fig. 14. The path planning result of the conventional A* algorithm is 451 

shown in Fig. 14. The flight route starts from the star node to the cross node as the dashed line. 452 

Without considering the GPS positioning error in path planning, the route is planned directly to 453 

the destination, avoiding buildings. The UAV following the planned route may fly through a 454 

hazardous zone, such as the red and yellow zones in Fig. 14. The red and yellow zones represent 455 

the area where the GPS error exceeded 60 meters. The UAV may mistakenly estimate its location 456 

and fly towards the obstacles, causing aircraft to crash when flying through these areas. For the 457 

case of the proposed A* algorithm, the path planning result is presented as the solid line in Fig. 14. 458 

The UAV can identify the high positioning error area and avoid passing through it. The planned 459 

path may experience a longer traveling distance, but it significantly reduces the experienced 460 

positioning error in its path. The comparison between the conventional and proposed A* 461 

algorithms is shown in Fig. 15. The number of contact points experienced and the positioning error 462 

of the proposed A* algorithm are significantly decreased compared with the conventional A*. In 463 
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brief, the proposed A* algorithm is able to plan a path with fewer multipath effects, which means 464 

traveling on a safer path for UAV operation in an urban area. The performance of each algorithm 465 

is listed in Table 3. 466 

 467 

 468 
Fig. 14 Conventional and proposed A* path planning algorithm based on a positioning error 469 

map. Obstacles (buildings) are constructed as the white area. The color bar denotes the 470 

positioning error in meters. 471 

 472 

 473 
Fig. 15 Contact point number and positioning error comparison between the conventional and 474 

the proposed A* algorithms. The x-axis denotes the percentage of the route finished.  475 
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Table 3 Performance comparison between different path planning algorithms 476 

 Traveling 
distance (m) 

Mean 
positioning 
error (m) 

Mean contacting 
point number  

A* 183.64 51.92 3.79 
Potential field 164.10 49.91 3.29 
Proposed A* 241.41 33.95 2.18 

 477 

The potential field method has a better performance than the A* algorithm in terms of traveling 478 

distance. From the point of view of safe operation, the proposed A* algorithm designed a route 479 

that experienced less GPS positioning error. It results indicate that the potential of contact with 480 

buildings (the probability of a crash) is also lower compared to other methods. However, the 481 

proposed method requires longer traveling distance to reach the destination. The potential field 482 

method has a major limitation, the local optimal problem. This phenomenon usually occurred 483 

where the complex geometry of buildings was encountered. Based on the reasons above, we 484 

concluded that the proposed A* algorithm is preferential for processing the off-line path planning 485 

in an urban area. 486 

 487 

4.5 Evaluation of 3D path planning result 488 

The 3D path planning means selecting a height layer with the best 2D planning, as introduced in 489 

Figs. 1 and 5. The conventional and proposed A* algorithms are evaluated in this subsection. A 490 

typical UAV urban transport scenario, with the UAV starting from a ground location and traveling 491 

to another ground destination, is tested. The results of the 2D path at different heights are listed in 492 

Table 4. 493 

 494 

Table 4 Performance of the 2D path at different height layers. 495 
Conventional A* 

Height (m) 15 25 35 40 45 50 60 70 80 90 
Traveling 

distance(m) 124.6 138.3 158.3 168.3 173.5 183.5 203.5 223.5 243.5 263.5 

Mean 
experienced 
positioning 
error (m) 

17.29 12.54 8.36 5.55 5.05 3.98 3.93 3.79 3.57 3.37 

Mean 
contact 
number 

1.073 0.921 0.461 0.427 0.360 0.348 0.348 0.326 0.281 0.281 

P(h) 3.300 2.927 1.729 1.667 1.498 1.497 1.557 1.555 1.492 1.552 
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Proposed A* 
Height (m) 15 25 35 40 45 50 60 70 80 90 
Traveling 

distance (m) 363.37 241.97 197.53 201.43 210.68 224.43 241.75 259.69 267.17 282.53 

Mean 
experienced 
positioning 
error (m) 

6.98 7.70 3.43 4.45 3.64 3.08 3.04 2.91 2.41 2.01 

Mean 
contact 
number 

0 0.106 0.062 0.026 0 0 0 0 0 0 

P(h) 1.082 1.009 0.757 0.671 0.627 0.668 0.720 0.773 0.796 0.841 
 496 

In regard to the observations in Table 4, the experienced positioning error and potential contact 497 

number decreased as the height increased. Namely, the risk is smaller when the UAV flies higher. 498 

Note that the positioning error during the vertical movement can be neglected because barometer-499 

aided AHRS are usually implemented for the estimation of the UAV’s flying altitude. On the other 500 

hand, the traveling distance is increased as the height is increased because the vertical traveling 501 

distance is also considered. By applying the defined cost function P(h), the compromise between 502 

the traveling distance (cost) and the potential contact number (risk) can be determined. The 503 

minimum P(h) of the conventional A* is 1.492, which occurred in the layer of 80 meters in height. 504 

The proposed A* achieves 0.627 of the minimum P(h), which occurred in the layer of 45 meters 505 

in height. It is important to note that there is no potential contact point if it flies the path planned 506 

by the proposed A* algorithm. Thus, the path planned by the proposed A* not only traveled less 507 

distance but also traveled more safely. The planned 2D paths at 80 and 45 meters are shown in the 508 

left and right panels of Fig. 16, respectively. In Fig. 16, if the height of a building is higher than 509 

the selected height of the planed path, the building will be plotted as a white one. Conversely, when 510 

a building is lower than the selected height, it will be plotted as a transparent one. As shown in Fig. 511 

16, there is a high building located on the right side of the planned route. This building reflects 512 

GPS signals, resulting in approximately 20 meters of multipath error in its vicinity. The path 513 

planned by the proposed method intelligently avoided the area. This capability is important, 514 

especially in flying UAVs in an urban area. It can reduce the risks of UAV operation.  515 

 516 
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 517 
Fig. 16 Results of an operation scenario where the UAV starts from the ground and lands on the 518 

ground. Left and right panels demonstrate the conventional A* and the proposed A* methods, 519 

respectively.  520 

 521 

Different UAV applications have different operating requirements. For example, an urgent 522 

medical delivery places more emphasis on distance or asset transportation considers the reliability 523 

of operations more than other features. The value of 𝐾𝐾𝑎𝑎 in the cost function indicates the weighting 524 

between travel cost and risk. The planning results using different values of 𝐾𝐾𝑎𝑎 are shown in Fig. 525 

17. The corresponding traveling distance, mean contact number and the cost 𝑃𝑃(ℎ) are shown in 526 

Table 5. In the case of 𝐾𝐾𝑎𝑎=0.7 (the default setting), the planned path is prone to focus on safety. 527 

As a result, it selects the height at 60 meters, which has a zero contact number. When reducing 𝐾𝐾𝑎𝑎 528 

to 0.6, the proposed method will determine a height with a balance between the traveling cost and 529 

risk. For the case of 𝐾𝐾𝑎𝑎 =0.5, the planned path is prone to focus on shortening the distance.  530 

 531 

 532 
Fig. 17 The planned path results when using different values of 𝑲𝑲𝒂𝒂. (a), (b) and (c) show the 533 

results with 𝑲𝑲𝒂𝒂 equal to 0.5, 0.6 and 0.7, respectively.  534 
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 535 

Table 5 Performance comparison between different 𝑲𝑲𝒂𝒂 used in the proposed A* path planning 536 
method. 537 

 538 

𝒉𝒉 (m) 𝒅𝒅(𝒉𝒉) (m) 𝑪𝑪𝑪𝑪����(𝒉𝒉) 𝑷𝑷(𝒉𝒉) 
𝑲𝑲𝒂𝒂 =0.5 𝑲𝑲𝒂𝒂=0.6 𝑲𝑲𝒂𝒂 =0.7 

15 112.45 0.14 1.404 1.224 1.043 
20 119.40 0.08 1.363 1.146 0.929 
25 113.29 0.11 1.373 1.183 0.993 
30 100.81 0.15 1.318 1.168 1.019 
35 106.86 0.18 1.435 1.284 1.133 
40 153.46 0.08 1.714 1.427 1.141 
45 126.29 0.09 1.463 1.238 1.012 
50 127.57 0.08 1.462 1.231 1.001 
55 130.77 0.07 1.476 1.235 0.994 
60 140.77 0 1.443 1.155 0.866 
65 150.77 0 1.546 1.237 0.989 

 539 

4.6 Verification of the proposed path planning algorithm with a real dataset 540 

The Hong Kong civil aviation department prohibits UAV operation in urban areas. A feasible 541 

approach to verify the proposed method is to conduct an experiment on the ground. In the other 542 

words, the quadcopter is carried by a pedestrian to collect the real data and use it to verify the 543 

approach. First, the starting position and the destination are selected. GNSS ephemeris is 544 

downloaded from the Internet to simulate the GNSS measurements using the 3D building model 545 

and the ray-tracing algorithm. The simulated GNSS measurements of different locations are 546 

applied with the least square positioning method to generate a positioning error distribution map. 547 

Based on the positioning error map, two different paths can be planned by both the conventional 548 

and the proposed A* algorithms. Afterward, two pedestrians carry two of the same type of devices 549 

and follow the planned paths from the two A* algorithms to collect the GNSS measurement. 550 

Finally, the collected data are analyzed to compare with the simulation results in terms of the mean 551 

positioning error along the two planned paths. The paths planned by the conventional and the 552 

proposed A* algorithms are shown in Fig. 18. The GNSS positioning results of the real dataset 553 

collected by following the planned paths are shown in Fig. 19. The comparison between the 554 

simulation and real experiment is provided in Table 6. 555 
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 556 
Fig. 18 The paths planned by (a) the conventional A* algorithm and (b) the proposed A* 557 

algorithm with the predicted GNSS positioning error map. 558 

 559 

 560 
Fig. 19 The real GNSS positioning result provided by the GNSS receiver embedded on the 561 

quadcopters. (a) and (b) show the GNSS solutions collected in the paths planned by (a) the 562 

conventional and (b) the proposed A* algorithm, respectively. 563 

 564 
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Table 6 Comparison of the mean predicted positioning error based on the proposed GNSS 565 

positioning error map and the mean real collected positioning error calculated by the GNSS 566 

receiver. 567 

Simulation Experiment 

Conventional A* Proposed A* Conventional A* Proposed A* 

19.43 meters 2.62 meters 17.52 meters 4.94 meters 

 568 

As shown in Fig. 18, the proposed A* algorithm can plan a safer path to avoid high GNSS 569 

error area compared with the direct path planned by the conventional A* algorithm. The mean 570 

experienced positioning errors are 2.62 and 19.43 meters for the proposed and conventional 571 

algorithms, respectively. By following the planned paths in the real field test, the GNSS solution 572 

with 4.94 meters of mean positioning error is collected in the path planned by the proposed A*, 573 

while 17.52 meters of that is collected in the path of the conventional A*. As a result, the predicted 574 

and collected positioning errors are very similar, which verifies the feasibility of the proposed A* 575 

algorithm in planning safer paths for UAV operation in urban areas. 576 

 577 

5. Conclusions 578 

In this study, the multipath effect of GPS positioning in an urban area is modeled and predicted 579 

using a 3D building model, ray-tracing simulation and the broadcast almanac. With these tools, the 580 

GPS positioning result can be predicted. The prediction is verified by comparing it with the actual 581 

GPS positioning error at an intersection and a narrow canyon in the urban area of Kowloon, Hong 582 

Kong. In the verification, the actual and predicted positioning errors have a similar level and 583 

tendency. This paper proposes a new A* path planning algorithm considering both the maps of the 584 

obstacle and the potential GPS positioning error. According to the experimental result, the 585 

proposed algorithm is able to determine an ideal path to avoid being positioned in a hazardous area. 586 

Thus, it is more preferable for the safety of an operation compared with other path planning 587 

algorithms, such as the conventional A* and the potential field methods. In the UAV mission, we 588 

suggest that the quadcopter first performs its take-offs vertically to a certain height. Then, it can 589 

fly horizontally to the 2D position of the destination. Finally, it lands vertical to the destination. 590 

Based on this idea, a new 3D path planning method is developed using the result of the 2D A* 591 

algorithm. Typical UAV transporting scenarios are tested. Comparing the results of the 592 
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conventional and proposed 3D A* algorithms, the latter approach achieves higher safety at a lower 593 

height. In other words, the proposed A* path planning method outperforms the conventional 594 

technique.  595 

However, the presented method still has the following drawbacks: 1) The high computational load 596 

for the GPS error prediction map required preprocessing before the flight; 2) The planned path 597 

may have had a sharp turning angle, which introduced an energy loss for the quadrotor. 598 

Additionally, other UAV platforms might not be valid for using the proposed path planning due to 599 

the sharp turning issue; and 3) The proposed method is an offline path planning approach. The 600 

online path planning method is still required to adjust to changes in the environment. Regarding 601 

the drawbacks, future work will endeavor to improve the trajectory smoothness in the path 602 

planning algorithm and to integrate sensors for dynamic detection. On the other hand, the lower 603 

bound of the positioning error for different GNSS receivers should also be different when applying 604 

the prediction of GNSS positioning error in an actual operation. The relationship between the 605 

positioning error lower bound and different GNSS receiver types is also worthy of additional 606 

investigation. Another interesting concept for future work is to develop a new path planning 607 

method to optimize the 3D flight path instead of the 2D + height approach proposed in this paper.  608 
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