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Abstract
The paper presents a security control scheme for unmanned aerial vehicles (UAVs) against desired trajectory attacks. The key
components of the proposed scheme are the attack detector, attack estimator, and integral sliding mode security controller
(ISMSC). We focus on malicious tampering of the desired trajectory sent by the ground control station (GCS) to the UAV
by attackers. Firstly, we model attacks by analyzing the characteristics of desired trajectory attacks. Secondly, an integrated
attack detection scheme based on an unknown input observer (UIO) and an interval observer is presented. Subsequently, a
robust adaptive observer (RAO) is employed to compensate for the impact of attacks on the control system. Thirdly, an ISMSC
with an attack compensation mechanism is established. Finally, simulation results are provided to verify the effectiveness
of the proposed scheme. The proposed detection scheme can not only detect desired trajectory attacks but also distinguish
them from abrupt unknown disturbances (AUDs). By utilizing ISMSC method, UAVs under desired trajectory attacks can fly
safely. The proposed comprehensive framework of detection, estimation and compensation provides a theoretical basis for
ensuring cyber security in UAVs.

Keywords Unmanned aerial vehicle · Desired trajectory attack · Attack detection · Integral sliding mode · Security controller

1 Introduction

Unmanned systems, such as unmanned aerial vehicles
(UAVs) [1, 2], unmanned marine vehicles [3–5], and indus-
trial control systems [6, 7], have been widely used in both
military and civilian fields. UAV is a typical unmanned sys-
tem, and the related technology is constantly improving.
However, with the development of network communication,

B Yang Lyu
lyu.yang0326@gmail.com

Kunpeng Pan
pankunpeng@mail.nwpu.edu.cn

Feisheng Yang
yangfeisheng@nwpu.edu.cn

Zheng Tan
tanzheng@mail.nwpu.edu.cn

Quan Pan
quanpan@nwpu.edu.cn

1 School of Automation, Northwestern Polytechnical
University, Xi’an 710129, Shaanxi, China

2 Innovation Center NPU Chongqing, Northwestern
Polytechnical University, Chongqing 400000, China

UAVs are also becoming the focus of cyber attackers. To
mention a few, the Iranian military successfully hijacked an
American RQ-170 UAV in 2011 by launching a global posi-
tion system (GPS) spoofing attack [8]. A U.S. UAV fleet at
Creech Air Force Base in Nevada is infected by the “keylog-
ging” virus (September 2011), which stole a lot of telemetry
and real-time reconnaissance intelligence data fromUAV [9].
A South Korean S-100 Camcopter suffered a GPS jamming
attack during a flight test, resulting in the death of an engi-
neer (2012) [10]. The above examples show that the research
of the past on UAVs risk identification and reinforcement is
far from sufficient.

Generally, UAVs consist of a base system, flight man-
agers, communication links, navigation systems, payloads,
and other units. The vulnerable points include (a) the chan-
nels from the GCS to the UAVs, (b) from the navigation
system to the UAVs, and (c) the communication link between
UAVs. Attackers steal system information from the ground
control station (GCS), such as desired trajectory and system
state. They then use this information to design attack signals
and inject them into the system, thereby affecting the flight
performance of UAVs [11]. This paper specifically focuses
on addressing tampering with the desired trajectory sent by
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GCS to UAVs. In the field of UAVs, malicious attackers gain
unauthorized access to a UAV system through network com-
munications which causes deviations from set trajectories.
An attack detector is designed to identify whether an attack
has occurred. Once an attack is detected, an attack estima-
tion and compensation unit is activated in order to achieve
integrated detection, estimation and compensation within the
UAV system for effective attack detection and security con-
trol measures. This provides strong theoretical support for
ensuring safe flights of UAVs under network security threats.

Attack detection is the most basic step of our proposed
scheme. Existing research results of attack detection can
be divided into data-driven and knowledge-based detection
methods. Model-free-based detection methods are widely
studied [12, 13]. Two kinds of data mining methods, arti-
ficial neural network and support vector machine, are used
for intrusion detection. However, this approach imposes a
heavy computation burden, and training a fully connected
network is very difficult. In addition to the above data-driven
approaches, some model-based ones have also been pro-
posed. A scheme based on state estimation is proposed to
achieve attack detection, such as the weighted least squares
method [14, 15]. Although this method can detect basic
attacks, it may fail to detect well-designed attacks. To solve
this problem, observer-based state estimation methods have
also been proposed, such as the Lunberger observer and slid-
ing mode observer [16]. Based on erroneous measurements,
χ2 detectors are given to detect bad data [17]. However,
this scheme is no longer applicable when the injected data
matches the historical distribution. To improve the accuracy
of attack detection, a new detector based on historical infor-
mation is proposed, that is, the summation detector [18].With
the help of traditional fault detection ideas, the attack detec-
tion scheme is also proposed based on the comparison of
residual and threshold [16, 19, 20]. However, the selection
of the threshold is difficult and is easy to affect the detection
accuracy.

Recently, important advances have been achieved in secu-
rity control. Security state estimation is a common method
to achieve security control [21–24]. Shaunak et al. [21] pro-
pose a secure state estimation method and give the maximum
number of sensor channels that could be attacked. Based on
prior information, a secure state estimation scheme under
malicious sensor attacks is designed in [22].Ao et al. [23] fur-
ther extend to interconnected systems, a distributed observer
is proposed to achieve secure state estimation. Nevertheless,
the above algorithms use all the information in batches, mak-
ing the calculation complex. To reduce the computational
complexity, an adaptive state observer with the switching
mechanism is introduced. This method can adaptively trun-
cate the attack channel, establish the attack tolerance strategy,
and realize the secure state estimation [24]. In addition,
security control schemes based on attack estimation and com-

pensation have been studied to ensure the safe flight of UAVs
[11, 25, 26]. Inspired by fault estimation, Su et al. [16] design
a sliding model observer for attack detection and reconstruc-
tion without security control. Inevitably, the upper bound of
the attack needs to be known in advance under such an esti-
mation scheme, and the condition of strictly positive realness
needs to be satisfied. These conditions are very strict, thus
greatly limiting its application. To address these issues, Gu
et al. propose a compensation scheme based on attack signal
reconstruction using disturbance observer [11]. In addition,
a combined learning observer and attack observer scheme is
proposed in [26], which effectively achieves attack estima-
tion and compensation. However, the design process of the
iterative learning observer is complicated and lacks general-
ity.

The proportional-integral-differential controller and the
linear quadratic regulation controller are developed forUAVs
in [27, 28], respectively. However, with the above methods,
external disturbances and uncertainties inevitably affect the
performance of the controllers. One of the most common
methods for dealing with disturbances and uncertainties is
the adaptive control approach [29]. Sliding mode control is
a good technique to handle uncertainties and disturbances
so that the system can reach the desired state in finite time.
The major advantage of sliding mode control is its ability
to effectively reject matched uncertainty. Later on, integral
sliding mode control technique has been extensively investi-
gated [30]. By using integral sliding mode control technique,
disturbances are eliminated and the system trajectory starts
on the sliding surface. To the best of our knowledge, there are
few conclusions regarding the detection and security prob-
lems associated with desired trajectory attacks. The research
on how to detect these attacks, distinguish them from abrupt
unknown disturbances (AUDs), estimate the attacks with-
out equality constraints, and design an integral sliding mode
security controller (ISMSC) in cases where the upper bound
of desired trajectory attacks is unknown remains open, which
motivates this article.

The motivation of this article is summarized as:

1. The existing work on desired trajectory attacks is insuf-
ficient, and it is worth studying how to detect, estimate,
and compensate for such attacks.

2. The schemes of [16, 19, 20] can achieve attack detection,
but they cannot differentiate attacks from AUDs. It is
worth investigating how to distinguish attacks fromAUD.

3. The sliding mode observer (SMO) [16] needs to deter-
mine the upper bound of the attack. Investigating how to
address this limitation is worthwhile.

In this article, a scheme for detecting attacks and control-
ling the security of UAVs under desired trajectory attacks
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is proposed. Compared to existing related works, the main
contributions of this article can be summarized as follows:

1. Different from false data injection attacks [11, 16],
desired trajectory attacks are considered in this paper,
which are converted to control input channels by ana-
lyzing the transmission mechanism and characteristics
of attacks. In other words, desired trajectory attacks are
translated into malicious tampering of the input signal.

2. The scheme [26] can realize attack detection and distin-
guish attacks from AUDs, but it is limited when attacks
and AUDs occur simultaneously. The proposed detec-
tion scheme based on unknown input observer (UIO) and
interval observer can avoid the missing detection caused
by the simultaneous occurrence of attacks and AUDs.

3. Compared with the SMO [16], a robust adaptive observer
(RAO) is proposed to estimate attackswithout an equality
constraint. Then, we present an ISMSC controller with
attack compensation that incorporates the desired posi-
tion information.

The mathematical model of UAVs and the desired tra-
jectory attack model are described in Section 2. Section 3
proposes the attack detection logic based on a UIO and an
interval observer. A RAO is employed with a performance
index to carry out attack estimation in Section 4. After attack
detection and reconstruction, an ISMSCstrategy is developed
to achieve UAV security control in Section 5. To demon-
strate the feasibility and superiority of the attack detection
and security control strategy, simulation results are provided
in Section 6. Finally, conclusions are drawn in Section 7.

The abbreviations in the Introduction are organized as in
Table 1.

Notation R
n denotes the n-dimensional Euclidean space.

The superscript T stands for matrix transposition, and
S > 0, S < 0 denote positive-definiteness and negative-
definiteness. λmax(A) and λmin(A) denote the largest and
smallest eigenvalues of A, respectively. C represents the set
of a complex number. Given a vector vi ∈ R

n , ‖vi‖ is the

Table 1 List of abbreviations

Abbreviations Definition

UAV Unmanned aerial vehicle

GCS Ground control station

UIO Unknown input observer

AUD Abrupt unknown disturbance

RAO Robust adaptive observer

GPS Global position system

SMO Sliding mode observer

ISMSC Integral sliding mode security controller

Euclidean norm of vi . a and a are the upper and lower bounds
of a. 0 and I denote a zero matrix and unit matrix with appro-
priate dimensions.

2 Preliminaries and Problem Formulation

In what follows, we first introduce models for the UAVs and
the desired trajectory attacks model. Then, we propose an
overall security control framework.

2.1 UAV SystemDescription

In this paper, the UAV is assumed to be a rigid body. In the
inertial reference frame FI , the position, velocity, and atti-
tude Euler angles of UAV are defined as p = [px , py, pz]T ,
v = [vx , vy, vz]T , and ξ = [φ, θ, ψ]T . φ, θ and ψ represent
the roll angles, pitch angles, and yaw angles that denote the
rotation around x−, y− and z− axes, respectively. The UAV
dynamic model is characterized as [11]:

ṗ = v,

mv̇ = F − G,

M(ξ)ξ̈ + N (ξ, ξ̇ )ξ̇ = ϑ,

(1)

where G = [0, 0,mg] is the gravity vector of the UAV.
m and g are the mass and gravitational acceleration. ϑ =
[ϑφ, ϑθ , ϑψ ]T are the magnitude of the torque of the pro-
peller. M(ξ) and N (ξ, ξ̇ ) denote the diagonal moment of
inertia tensor and centrifugal and Coriolis matrix, respec-
tively. Details can be founded in [11]. F = [Fx , Fy, Fz]T is
the equivalent control force input, which is described as

F = f

⎡
⎣
cosψ sin θ cosφ + sinψ sin φ

sinψ sin θ cosφ − cosψ sin φ

cosφ cos θ

⎤
⎦ . (2)

f is the magnitude of the thrust. Ixx , Iyy , and Izz denote the
moments of inertia. Let pd be the desired trajectory. It follows
from Eq. 2 that the desired attitude angles are derived as:

θd = arctan(
Fx cosψ + Fy sinψ

Fz
),

φd = arctan(cos θ
Fx sinψ − Fy cosψ

Fz
).

(3)

Notice that, the desired attitude ξd = [φd , θd , ψd ]T , where
the desired yaw angle ψd is assumed to be 0.

The errors of position, velocity, and attitude Euler angles
are defined as:

ep = p − pd , ev = v − ṗd , eξ = ξ − ξd . (4)
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Considering that there are no attack in the system, the con-
trollers based on PID can be designed as:

F = m(Kpep + Kvev + p̈d) + G, ϑ = Kξ eξ + Kωξ̇ , (5)

where Kp and Kv represent the controller gain of position
loop gain. Kξ and Kω are the controller gains in the attitude
loop.

2.2 Attack Analysis andModeling

The UAV needs to receive the GCS remote signal in real
time. It is important to ensure the safe transmission of desired
trajectory. However, UAVs are vulnerable when receiving
wireless data transmissions.Define pa as the attacked desired
trajectory. Inspired by [26, 31], bias attacks and hybrid
attacks are investigated in this paper.

2.2.1 Bias Attack

Define δba as the bias attack signal. The attacked desired
trajectory signal is represented as pba = pd + δba . The
asymptotic convergence attack model is employed as

δ̇ba = −�δba + �δb∞, (6)

where δba and δb∞ are transient components and desired
deviations with known upper bound. � is a known constant
and δba(0) = 0. The attack signal can be delivered to the
control channel along the desired trajectory, and the attack
model Fba

δ on the control channel can be expressed.

Fba
δ = m(Kpδba + Kvδ̇ba + δ̈ba), (7)

where Fba
δ = [Fba

δx , Fba
δy , Fba

δz ]T , δ̇ba and δ̈ba are the time
derivative.

2.2.2 Hybrid Attack

Define δha as hybrid attack signal. The desired trajectory
attacked is deceloped as pha = pd + δha , where

δha = δba + χha . (8)

χha is the periodic attack signal, which is described by the
following exogenous system model:

χha = Vhaϕha, ϕ̇ha = Whaϕha, (9)

where Vha andWha are known matrices. ϕha is intermediate
variable. The exogenous systemEq. 9 can not only describe a
periodic attack, but also be seen as a generalized bias attack.
In addition, many kinds of attacks can be described bymodel

Eq. 9, such as harmonic attack with unknown phase and
unknown amplitude [32].

It follows from Eq. 8 that the attack model is mapped to
the control input channel as Fha

δ , where

Fha
δ =m((Kpδba + Kv δ̇ba + δ̈ba) + Kpχha + Kvχ̇ha + χ̈ha), (10)

where Fha
δ = [Fha

δx , Fha
δy , Fha

δz ]T , χ̇ha and χ̈ha are the time
derivative.

According to the above analysis, the attack can bemapped
to the input channel. In the two types of attack cases, the input
channels under attacks are transformed into:

u f (t) = u0(t) + Fa
m

=

⎧⎪⎪⎨
⎪⎪⎩

u0(t) + Fba
δ

m
, Bias attacks

u0(t) + Fha
δ

m
, Hybrid attacks,

(11)

where

u0(t) = (F − G)/m. (12)

Assumption 1 The desired bias vector δb∞ satisfies the
bounded constraint of ‖δb∞‖ ≤ δ̄b.

Remark 1 The capability of attackers is limited [33]. There-
fore, the assumption that the attack is bounded is given.
Generally speaking, if the amplitude of the attack is too large,
it becomes easy to detect. To avoid detection, bias attacks
gradually increase towards the desired bias.

Property 1 Since δba converges asymptotically, it is bounded.
Referring to Eq. 7, both the norms of Fba

δ and its derivative
are bounded, that is,

‖Fba
δ ‖ = ‖m(Kpδba + (Kv� − � 2)(−δba + δb∞))‖

≤ δ̄b‖m‖(‖Kp‖ + 2‖Kv� − � 2‖),
‖Ḟba

δ ‖ = ‖m(−Kp� + Kv�
2 − � 3)(δba − δb∞)‖

≤ 2δ̄b‖m‖‖ − Kp� + Kv�
2 − � 3‖.

(13)

Property 2 According to Eqs. 8 and 9, one has

Fha
δ = Fba

δ + mϕha, Ḟ
ha
δ = Ḟba

δ + ṁϕha (14)

where ϕha = (KpVha + KvVhaWha + VhaW2
ha)ϕha,

̇ϕha = (KpVhaWha + KvVhaW2
ha + VhaW3

ha)ϕha and
ϕ̇ha = Whaϕha. ϕha represents the harmonic attack with
unknown phase and unknown amplitude in this paper. The
harmonic attack and its derivative is bounded, that is,
‖ϕha‖ < ̄ϕha and ‖ϕha‖ < ¯̇ϕha .
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Property 3 Due to K p, Kv,Wha,Vha are constant matrices,
K pVha +KvVhaWha +VhaW2

ha is a constant matrix, that is,
ϕha ≤ ̄ϕha . Accordingly, F

ha
δ and Ḟha

δ are bounded, that
is,

‖Fha
δ ‖ ≤ F̄ha

δ , ‖Ḟha
δ ‖ ≤ ¯̇Fha

δ
(15)

where F̄ha
δ = δ̄b‖m‖(‖Kp‖ + 2‖Kv� − � 2‖) + ‖m‖̄ϕha ,¯̇Fha

δ = 2δ̄b‖m‖‖ − Kp� + Kv�
2 − � 3‖ + ‖m‖ ¯̇ϕha .

Remark 2 Once the desired trajectory is compromised, the
security and performance of the UAVmay be reduced, poten-
tially leading to a crash. By analyzing injection attack
characteristics, attack models can be mapped onto the con-
trol channel, providing a basis for subsequent detection and
compensation.

Remark 3 The desired trajectory attacks are modeled as
attack signals on the control input channel, considering bias
attacks and hybrid attacks with unknown upper bounds.

2.3 Security Control Framework

The effects of the two types of attacks on the control input
channel are Fba

δ and Fha
δ , which are uniformly characterized

as Fa ∈ R
a . Define the system state x = [pT , vT ]T ∈ R

n .
Under attacks and AUDs, it has

ẋ(t) =Ax(t) + B(u f (t) + uc(t)) + D�d,

z(t) =Czx(t) + Dz(u f (t) + uc(t)),

y(t) =Cx(t),

(16)

where

A =
[
0 I
0 0

]
, B =

[
0
I

]
,

and uc(t) is the security controller with attack compensation
mechanism. y(t) ∈ R

p and z(t) ∈ R
z are measured out-

put and regulated output, respectively. �d ∈ R
q denotes

AUDs. p < n, A, B,C,Cz, Dz are the constant matri-
ces with appropriate dimensions. For convenience, here, we
assume that C = [Ip, 0p×(n−p)].

Let ω(t) = [FT
a ,�T d]T ∈ R

r , (r = a + q), , E =
[B, D], then the system Eq. 16 can be rewritten as

ẋ(t) =Ax(t) + B(u0(t) + uc(t)) + Eω(t),

z(t) =Czx(t) + Dz(u f (t) + uc(t)),

y(t) =Cx(t).

(17)

Regarding the overall security framework, all the input
signals are listed in Table 2.

Table 2 Input signals

Symbol Equation Definition

F Eq. 5 Equivalent control force input

Fba
δ Eq. 7 Equivalent input produced by bias attacks

Fha
δ Eq. 10 Equivalent input produced by hybrid attacks

u0(t) Eq. 12 Input signal without attacks effect

u f (t) Eq. 11 Input signal with attacks effect

uc(t) Eq. 39 Input signal with attack compensation

The main purpose of the presented paper is to test a secu-
rity scheme that is based on attack detection, estimation, and
compensation. The security control framework comprises
three subsystems: 1) the attack detection subsystem (ADs);
2) the attack estimation subsystem (AEs) based on a RAO;
and 3) the security control subsystem (SCs) with attack com-
pensation. The security control framework is illustrated in
Fig. 1.

The above subsystems are presented separately in the fol-
lowing sections. However, before these procedures, we need
to present some preliminaries as follows.

Assumption 2 The observer matching condition is

rank(CE) = rank(C).

Assumption 3

rank

[
s In − A E

C 0

]
= n + r ,∀s ∈ C, Re(s) � 0.

Assumption 4 The initial state x(0) has upper and lower
bounds, x̄(0) and x(0), that is, x(0) ≤ x(0) ≤ x̄(0). The
AUDs �d satisfies �d ≤ �d ≤ �̄d, where �d and �̄d are
known vectors.

Definition 1 A Metzler matrix is considered as a square
matrix in which all the off-diagonal components are non-
negative.

Definition 2 D+ and D− are defined as max(0, D) and
max(0,−D), where D is the constant matrix with appro-
priate dimensions.

Lemma 1 [34] Assume that three vector variables: x(t), x̄(t),
x(t) satisfy x(t) ≤ x(t) ≤ x̄(t). If there exist any constant
matrix Q, one has: Q+x(t)−Q− x̄(t) ≤ Qx(t) ≤ Q+ x̄(t)−
Q−x(t), where Q+ and Q− are defined under Definition 2.

Lemma 2 [34] Under Assumptions 2 and 3, the observer
gain matrix can be obtained by the following LMI

P A + AT P − WC − CTWT < 0,PE = CT FT
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Fig. 1 Block diagram of security control for the UAVs

where P is a symmetric positive definite matrix. L = P−1W
is a observer gain matrix. F is a parameter matrix.

Lemma 3 [35] The matrix V is both Metzler and Hurwitz in
the system ẋ(t) = V x(t) + d(t). If there satisfies d(t) > 0
and x(0) > 0, we have x(t) > 0 for all t > 0.

3 Attack Detection Subsystem

In practice, UAVs suffer from AUDs, which can lead to per-
formance degradation. Typical disturbances include wind
shear, turbulence, electromagnetic interference, and so on.
These disturbances, along with attacks, cause flight per-
formance degradation that makes it difficult to distinguish
between attacks and AUDs. In this section, a UIO and an
interval observer are employed to detect and differentiate
attacks from AUDs.

3.1 UIO Observer Design

Inspired by [26], an UIO is built for system Eq. 16 as:

żdec =RAx̂uio + LuioC(x − x̂uio),

x̂uio =zdec + Hx,
(18)

where x̂uio ∈ R
n is the state estimation. R ∈ R

n×n, H ∈
R
n×n and Luio ∈ R

n×n denote the observer gains to be
designed. zdec ∈ R

n is the auxiliary intermediate variable.
Let x̃ = x − x̂uio = [ p̃, ṽ]T . To get the observer gain, the
Theorem 1 is given.

Theorem 1 With respect of the UIO Eq. 18, if there exist
matrices P > 0 ∈ R

n×n, R ∈ R
n×n, H ∈ R

n×n and L ∈
R
n×n satisfying

R + H = I , RB = 0, (19)

the state estimation error is obtained as

x̃ = (RA − LuioC)x̃ + R�d, (20)

Further, Luio is chosen such that

P(RA − LuioC) + (RA − LuioC)T P < 0. (21)

It follows from Eq. 20 that if no AUDs is injected into UAV
(�d = 0), the state estimation error x̃(t) converges to 0
asymptotically.

Proof See Appendix A for details. ��

3.2 Interval Observer Design

An interval observer is designed for estimating the upper
and lower boundary of the measurement output y(t). The
estimation is robust to disturbance but sensitive to desired
trajectory attacks. The system matrices A, B, D and E into
block vectors or matrices as follows:

A =
[
A11 A12

A21 A22

]
, B=

[
B1

B2

]
, Dz=

[
D1

D2

]
, E=

[
E1

E2

]
,
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where A11 ∈ R
p×p,A12 ∈ R

p×(n−p), A21 ∈ R
(n−p)×p,

A22 ∈ R
(n−p)×(n−p), B1 ∈ R

p×m , B2 ∈ R
p×m , D1 ∈ R

p×r ,
D2 ∈ R

(n−p)×r , E1 ∈ R
p×r , E2 ∈ R

(p−r)×r . E1 =
[B1, D1], E2 = [B2, D2].

Define U =
[
Ip 0p×(n−p)

G In−p

]
, where G ∈ R

(n−p)×p is

the observer gain matrix to be designed later. By letting h =
[hT1 , hT2 ]T = Ux , the system Eq. 17 can be rewritten as

ḣ(t) = UAh(t) +UB(u0(t) + uc(t)) +UEω(t), (22)

where

UA =
[

A11 − A12G A12

GA11 + A21 − GA12G − A22G GA12 + A22

]
,

UB =
[

B1

GB1 + B2

]
,UE =

[
E1

GE1 + E2

]
.

Since y(t) = h1(t), we can obtain

ẏ(t) = (A11 − A12G)y(t) + A12ĥ2 + B1(uc(t)

+ u0(t) + Fa) + D1�d(t),
(23)

Based on Lemma 2, the matrices L, P are decomposed

into block matrix as L =
[
L1

L2

]
, P =

[
P11 P12
P21 P22

]
, where

L1 ∈ R
p×p, L2 ∈ R

(n−p)×p, P11 ∈ R
p×p, P12 ∈ R

p×(n−p),
P22 ∈ R

(n−p)×(n−p). Further, we have [P21, P22]E = 0. By
multiplying the left by P−1

22 , we get [P−1
22 P21, In−p]E = 0.

Let G = P−1
22 P21. The ḣ2 can be written as

ḣ2(t) =(GA12 + A22)h2 + (GB1 + B2)(u0(t) + uc(t) + Fa)

+ (GA11 + A21 − GA12G − A22G)y(t).
(24)

With respect of Eqs. 23 and 24, the interval observer is
employed as

˙̂̄y(t) = (A11 − A12G) ¯̂y(t) + A12ĥ2 + Lioēy

+ B1(u0(t) + uc(t)) + D+
1 �̄d − D−

1 �d.

˙̂y(t) = (A11 − A12G)ŷ(t) + A12ĥ2 + Lioey

+ B1(u0(t) + uc(t)) + D+
1 �̄d − D−

1 �d.

˙̂h2(t) =(GA12 + A22)ĥ2 + (GB1 + B2)(u0(t) + uc(t))

+ (GA11 + A21 − GA12G − A22G)y(t)

(25)

where Lio is the observer gain matrix. ¯̂y, ŷ are denoted
as the upper and lower bounded estimations of y(t). ēy =
¯̂y(t) − y(t) and ey = y(t) − ŷ(t) denote the upper and

lower bounded of estimation errors, respectively. D+
1 and

D−
1 are given by Definition 2. ĥ2 is the estimation of h2. Due

to Ux(t) = h(t), we obtain x(t) = [hT1 , hT2 − hT1 G
T ]T ,

which further implies x̂(t) = [yT , hT2 − yT GT ]T . Let
ex = x(t) − x̂(t), eh2 = h2 − ĥ2.

Theorem 2 With respect of the interval observer Eq. 24, if
the observer gainmatrix is chosen as Lio = A11−A12G−,
where  ∈ R

p×p is a known Hurwitz and Metzler matrix,
there exists a scalar tw > 0 such that y(t) ≤ y(t) ≤ ȳ(t)
holds when Fa = 0. Here, the initial values are set as

¯̂y(0)=C+ x̄(0)−C−x(0), ŷ(0)=C+x(0)−C− x̄(0) (26)

where C+ and C− are defined under Definition 2.

Proof See Appendix B for details. ��

3.3 Attack Detection Logic

This part proposes a comprehensive detection logic based
on the trajectory tracking error ep, the state estimation error
x̃(t), and the upper and lower bounds [ ¯̂y, ŷ(t)] of the output
estimation.

1) The trajectory tracking error ep is generated through
the GCS. When the UAV is in the presence of attacks, the
trajectory tracking error ep is not asymptotically stable. Simi-
larly,AUDswill lead to the decrease in tracking performance,
meaning that the tracking error ep does not converge to zero.

2) The state estimation error x̃(t) is generated by UIO,
which can converge to zero under attacks. Since the desired
trajectory attacks are mapped into the control input channel,
by special construction, the input channel ismasked such that
the state estimation error converges to zero under attacks.
However, the injection of AUDs causes the state estimation
error x̃(t) to be no longer asymptotically stable.

3) Notice that the interval observer contains the boundary
information of the �d. Thus, the interval observer is robust
to the AUDs but sensitive to attacks. In other words, when
no attack occurs, the output y(t) of the system is within the
range of interval estimation.

Based on the above analysis, the attack detection logic is
described as:

f lag =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, ep → 0 Safe
1, ep � 0&x̃ → 0 Under attacks
2, ep � 0&x̃ � 0&y(t) ∈ [ ¯̂y(t), ŷ(t)] Under AUDs
3, ep � 0&x̃ � 0&y(t) /∈ [ ¯̂y(t), ŷ(t)] Under AUDs

and attacks

(27)

where f lag = 0, f lag = 1, f lag = 2 and f lag = 3 denote
that theUAV is safe, under attacks, underAUDs, underAUDs
and attacks, respectively.

Remark 4 The proposed detection schemewill lead tomissed
detection when attacks and AUDs occur simultaneously if it
only considers both ep and x̃. When the system output signal
falls within the interval estimation range of the output vector,
it indicates that the system is free from attacks. Thus, the
proposed attack detection scheme can avoid the problem of
missed detection when attacks and AUDs occur together.
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Property 4 The detection logic Eq. 27 is not straightforward
for us to verify. Thus, an impoved logic is given based on
the above detection logic. Firstly, given a small positive con-
stant ε, we consider ep and x̃(t) to be asymptotically stable
if |ep| < ε, |x̃(t)| < ε is satisfied. Next, define the ˜̄ey(t) =
−ēy(t), ẽy(t) = −ey(t), and then define ˜̄emax

y (t), ẽmax
y (t) as

the maximal elements of ˜̄ey(t), ẽy(t). The residual estima-

tion function is given as r(t) = max{ ˜̄emax
y , ẽmax

y }. The attack
detection logic is rewritten as

f lag =

⎧⎪⎪⎨
⎪⎪⎩

0, |ep | ≤ ε Safe
1, |ep | > ε&|x̃ | ≤ ε Under attacks
2, |ep | > ε&|x̃ | > ε&r(t) ≤ 0 Under AUDs
3, |ep | > ε&|x̃ | > ε&r(t) > 0 Under AUDs and attacks.

(28)

The variables associated with attack detection are sum-
marized in Table 3.

Remark 5 The proposed detection logic is an integrated
scheme that contains trajectory tracking errors ep, state
estimation errors x̃ produced by UIO, and residual signals
produced by interval observer. However, the above logical
determination Eq. 27 is not straightforward for us to verify.
ε is chosen as the threshold to judge whether ep and x̃ are
approaching 0. If ep and x̃ are less than ε, we consider ep
and x̃ approaching 0. Thus, a new equivalent logical deter-
mination is given in Eq. 28.

Remark 6 The proposed scheme can realize attack detection,
when attack and disturbance occur simultaneously.However,
for the case that attack added into the same channel with the
disturbance, the detection logic is invalid.

4 Attack Estimation Subsystem

After the attack is detected, attack estimation is the key to
security control for UAV. According to Eq. 16, we obtain

˙̂xrao(t) =Ax̂rao + B(u0(t) + uc(t)) + Lraozy(t) + BF̂a(t),

F̂a(t) =�(H1 ż y(t) + H2zy(t)),

ŷrao(t) =Cx̂rao(t),

(29)

where x̂rao(t), ŷrao(t) and F̂a(t) are the estimation of sys-
tem state x(t), system output y(t) and attack signal Fa(t).
zy(t) = y(t) − ŷrao(t) is the output estimation error. The
matrix Lrao is the attack estimation observer gain to be
designed. � > 0 is the known adaptive learning rate. H1 and
H2 are the parameters matrices used to attack reconstruction.
Substituting Eqs. 16 and 29 into erao(t) = x(t) − x̂rao(t),
we obtain

ėrao(t) =(A − LraoC)erao + B(Fa(t) − F̂a(t))+D�d. (30)

Consider the robust performance index

J (t) =
∫ +∞

0
(zTy (t)zy(t) − γ 2�T d�d)dt . (31)

To achieve attack estimation accurately, the following the-
orem is given.

Lemma 4 [36] Given the symmetric matrix � ∈ R
n×n,

θ ∈ R
n×m, � ∈ R

m×m and ϕ ∈ R
m×n with the appropriate

dimensions, it has

� + θ�ϕ + ϕT�T θT < 0.

There is a necessary and sufficient condition for � to be true
for �T� ≤ I is that exist ε and satisfy

� + εθθT + ε−1ϕTϕ < 0.

Theorem 3 If there exists a symmetric matrix Q > 0 ∈ R
n

and matrices Y ∈ R
n×p, S ∈ R

m, H1 ∈ R
m×p and H2 ∈

R
m×p such that

[
I Q−1

∗ I

]
≥ 0, (32)

⎡
⎢⎢⎢⎢⎣

ψ11 ψ12 0 CT Y T QD
∗ ψ22 H1C 0 H1CD
∗ ∗ −ε I 0 0
∗ ∗ ∗ −ε−1 I 0
∗ ∗ ∗ ∗ −γ 2 I

⎤
⎥⎥⎥⎥⎦

< 0, (33)

where ψ11 = QA + AT Q − YC − CT Y T + CTC, ψ12 =
QB −CT HT

2 − ATCT HT
1 , ψ22 = −H1CB − BTCT HT

1 +

Table 3 Attack detection
related variables

Symbol Definition Symbol Definition

x(t) UAV system state y(t) UAV system output

x̂uio UIO state [ ¯̂y(t), ŷ(t)] Output estimation interval

Fa Attack signal �d AUD

x̃(t) State estimation error ep Trajectory tracking error

REF Residual estimation function ε Threshold value
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S, then the observer gain Lrao = P−T Y is obtained and
the robust performance is guaranteed, that is, ‖zy(t)‖ ≤
γ ‖�d(t)‖ + √

κ , with κ = ˙̄F2
a λmax (�

−1S−1�−1).

Proof See Appendix C for details. ��
Since Eqs. 32 and 33 contain both Q, Q−1, ε and ε−1,

which are not strictly linear matrix inequalities. Define Q̄ =
Q−1, ε̄ = ε−1. The inequality solving problem is trans-
formed into an optimization problem as follows:

min
Q,ε

trace(QQ̄ + εε̄ I ), (34)

s.t.

⎡
⎢⎢⎢⎢⎣

ψ11 ψ12 0 CT Y T 0
∗ ψ22 H1C 0 0
∗ ∗ −ε I 0 0
∗ ∗ ∗ −ε̄ I 0
∗ ∗ ∗ ∗ −γ 2 I

⎤
⎥⎥⎥⎥⎦

< 0, (35)

[
I Q̄
∗ I

]
≥ 0,

[
Q I
∗ Q

]
≥ 0,

[
ε 1
∗ ε̄

]
≥ 0. (36)

To solve Eqs. 34-36, Algorithm 1 is summarized as follows:

Algorithm 1 Solve the optimization problems Eqs. 34-36.

1. Initialization, set the maximum number of iterations, N;
2. Compute a set of feasible solutions (Q0, Q̄0, S0, Y0, H10,

H20, ε0, ε̄0, γ0) satisfying Eqs. 35-36;
3. Let k = 0;
4. Calculate the optimal solution (Q, S, Y , H1, H2, ε, γ ),

make min trace(Qk Q̄ + QQ̄k + εk ε̄ I + εε̄k I + γ I ), s.t. Eqs.
35-36;

5. If the Eqs. 32 and 33 hold or k > N , the iteration ends;
6. Let k = k + 1, compute the next iteration value and return to the

Step 4;
7. Compute iteration values and return Step 4;

5 Integral SlidingMode Security Control

In the previous section, we obtain the attack estimation signal
through a robust adaptive observer. Subsequently, an ISMSC
with an attack compensation mechanism is designed to elim-
inate the impact of the attack team system inspired by [30].
Let xd = [pTd , vTd ]T , e = [ep, ev] = x − xd . It follows
from Eq. 16 that the closed error system considering attack
estimation and compensation is rewritten as

ė(t) =Ax + B(m(Kpep + Kvev + p̈d ) + Fa + uc) + D�d − ẋd

= Āe + B(Fa + uc) + D�d,

(37)

where Ā =
[

0 I
K p Kv

]
and uc is the secure controller with

compensation mechanism, which is designed below. Firstly,
a sliding manifold for UAV system is defined as

σ(t) = We(t) − We(0) − W
∫ t

0
Āe(τ )d(τ ), (38)

where W = (BT B)−1BT is the given matrix. Furthermore,
the term−We(0) is designed to eliminate the reaching phase
by ensuring that σ = 0. We choose the uc(t) as

uc(t) = −ρ(t)(WB)−1 σ(t)

‖σ(t)‖ − F̂a, ρ(t)

≥ ‖WD�̄d‖ + ‖WBē f (t)‖ + �

(39)

where ρ(t) is the modulation gain to keep the system trajec-
tories sliding along the sliding surface in Eq. 38. F̂a is the
attack estimation signal. � > 0 is a known constant.

Then, the stability of the closed systemEq. 16with ISMSC
Eq. 39 is analyzed. See Appendix D for details.

6 Simulation and Analysis

In an effort to verify the effectiveness of proposed detec-
tion, estimation and security control schemes, the simulation
verification in this paper is based on Matlab R2019b soft-
ware platform. The UAV system and PID controller gains are
given as shown in Table 4. The desired trajectory pd(t) =
[0.75 sin(π t/5), 0.75 cos(π t/5), 1].

6.1 Attack Detection Simulation Results

To examine the detection capability of the proposed meth-
ods, bias attacks, hybrid attacks and AUDs are involved. The
parameters involved in the simulation for attack detection are
shown in Table 5. The upper and lower bounds of AUDs are
set as �̄d = 0.8 and�d = −0.8. Using Theorem 1, the gain
matrix Luio of the UIO is obtained as

Luio =
⎡
⎣
0.5I 0.5I
0.5I 1.5I
0 0

⎤
⎦ .

By the introduction of Lemma 2, the matrix P can
be calculated, and then G can be obtained
G = [−0.1053 −0.1053 0.3146 −0.0077 −0.0154

]
. The

gain matrix of the interval observers with

Lio =

⎡
⎢⎢⎢⎢⎣

6 −1 −1 0 −1
−1 6 −1 −1 0

−0.8946−0.89465.6853−0.9923−0.9846
−7 −1 −1 −2 −1
−1 −7 −1 −1 −2

⎤
⎥⎥⎥⎥⎦
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by choosing

� =

⎡
⎢⎢⎢⎢⎣

−6 1 1 1 1
1 −6 1 1 1
1 1 −6 1 1
1 1 1 −6 1
1 1 1 1 −6

⎤
⎥⎥⎥⎥⎦

.

Set the parameter ε = 0.05. When the simulation time

reaches 5s, bias attacks are injected, and after 15s, both
attacks and AUDs are simultaneously injected. The detec-
tion results are shown in Fig. 2(a). In another case, AUDs
are added between 5 to 20s, and at t = 20s, bias attacks and
AUDs are simultaneously injected. Figure 2(b) illustrates the
simulation results. Similarly, the detection results of hybrid
attacks are shown in Fig. 3.

Fig. 2 Response of the state estimation error, tracking error, residual
estimation function and alarm under attacks and AUDs. epx , epy, epz
and x̃ px , x̃ py , x̃ pz are the components of the trajectory tracking error
and the state estimation error in the X,Y and Z direction, respectively

From Fig. 2(a), it can be observed that: 1) the trajectory
tracking error |ep| < ε for t < 5s, indicating the safety of
the UAV system; 2) for 5s < t < 20s, both the trajectory
tracking error |ep| > ε and state estimation error |x̃ | < ε,
suggesting attacks on the UAV system; and 3) when both
conditions of |ep| > ε, |x̃ | > ε, and r(t) > 0 are met for
t > 20s, it indicates simultaneous encounters with attacks
and AUDs. From Fig. 2(b), it can be seen that from 5 sec-
onds to 10 seconds, all conditions of |ep| > ε, |x̃ | > ε,

and r(t) < 0 are satisfied, which implies that only AUDs
affect the UAV system during this period. Similarly, Fig. 3
suggests that the detection mechanism is capable of distin-
guishing hybrid attacks (bias attacks and harmonic attacks)
from AUDs

Fig. 3 Response of the state estimation error, tracking error, residual
estimation function and alarm under attacks and AUDs. epx , epy, epz
and x̃ px , x̃ py , x̃ pz are the components of the trajectory tracking error
and the state estimation error in the X, Y and Z direction, respectively
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Table 4 UAV and PID controller parameters

Symbols Values Symbols Values

m 1.121 kg K p -diag([6,6,6])

Ixx 0.01 kg · m2 Kv -diag([8,8,15])

Iyy 0.0082 kg · m2 Kξ diag([2.25,1.85,0.59])

Izz 0.0148 kg · m2 Kω diag([0.2,0.16,0.12])

With the proposed attack detection mechanism, not only
the attack detection can be effectively realized under the two
attack types of bias attacks and hybrid attacks, but also the
bias/hybrid attacks can be distinguished from the AUDs.

6.2 Attack Estimation Simulation Results

The proposed attack estimation scheme is further verified by
considering bias attacks and hybrid attacks, respectively. It
is assumed that the attacks are injected at t = 5s.

Following Algorithm 1, set the maximum number of iter-
ations N=100. Using the LMI toolbox, initial variable values
(Q0, Q̄0, S0,Y0, H10, H20, ε0, ε̄0, γ0) satisfying Eqs. 35-36
are computed. Then, iterate from k = 0 until Eqs. 32 and 33
are satisfied.When k = 28, the iteration ends and the optimal
solution is obtained as follows:

ε = 0.5917, γ = 0.7776

Q =

⎡
⎢⎢⎢⎢⎢⎢⎣

0.3243 0 0 0.0275 0 0
0 0.3243 0 0 0.0275 0
0 0 0.5490 0 0 −0.0534

0.0275 0 0 0.4121 0 0
0 0.0275 0 0 0.4121 0
0 0 −0.0534 0 0 0.2316

⎤
⎥⎥⎥⎥⎥⎥⎦

,

Lrao=

⎡
⎢⎢⎢⎢⎢⎢⎣

5.2415 0 0 −0.3501 0
0 5.2415 0 0 −0.3501
0 0 3.0362 0 0

−0.3501 0 0 4.1212 0
0 −0.3501 0 0 4.1212
0 0 −0.4383 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

,

H1=
⎡
⎣
0.0000 0 0 0.0001 0

0 0.0001 0 0 0.0000
0 0 0.0323 0 0

⎤
⎦ ,

Table 5 Attack detection parameters

Section Parameters

Bias attack � = diag([0.5, 0.6, 0]), δb∞=[5, 5, 5]T

Harmonic attack W =
[

0 1
−1 0

]
, V =

[
543
000

]

AUDs �d = [0.5, 0.3, 0.4]T
Matrix D [0.2, 0.2, 0.1, 0.1, 0.2, 0.1]T

H2 =
⎡
⎣

−0.0275 0 0 −0.4121 0
0 −0.0275 0 0 −0.4121
0 0 0.0861 0 0

⎤
⎦ .

Figure 4(a) and (b) describe the estimation results of
biased and hybrid attacks, respectively. The results show
that the reconstruction of two attack types, bias attacks, and
hybrid attacks, can be achieved using the proposed attack
estimation method.

6.3 Security Control Simulation Results

After attack detection and estimation, security control
is verified in this subsection. Figures 5-8 show the results
of security control under two types of attacks. Figure 5
depicts the input signals u0, u f , uc under two attack sce-

Fig. 4 Response of attacks and their estimations
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Fig. 5 Input signals under
attacks

narios. Figure 5(a)-(c) are the results under bias attacks.
Figure 5(d)-(f) denote the input signal under hybrid attacks.

The UAV flight trajectory with bias attacks is depicted
in Fig. 6, where Fig. 6(a) describes the trajectory under
safe condition, Fig. 6(b) shows the trajectory under bias
attacks, Fig. 6(c) describes the UAV flight trajectory pc
under only compensation mechanism, and Fig. 6(d) is the
flight trajectory psc under the proposed ISMSC with com-
pensation mechanism. In the hybrid attack case, similar
results are shown in Fig. 7. Figure 8 shows the response
of attitude angles and thrust f with bias attacks. φ is the
roll angle under attacks. φc represents roll angle under
the attack compensation, φsc denotes the roll angle with
ISMSC. θ, θc, θsc, ψ,ψc, ψsc, f , fc, fsc have similar defi-
nitions. Figure 9 denotes attitude angles and f under hybrid
attacks. It can be concluded that: 1) the flight trajectory of

UAV under attack cannot fly according to the desired tra-
jectory; 2) the proposed ISMSC scheme with compensation
mechanism has better security performance than the general
attack compensation.

6.4 Quantitative Assessments

After verifying the feasibility of the proposed scheme, the
next step is to provide quantitative assessments that describe
the superiority of the proposed scheme. The mean absolute
error (MAE) and standard deviation (STD) of both position
trajectory and attitude angle tracking are defined as

ϒp = 1

n

n∑
i=1

‖p − pd‖, �p =
√√√√ 1

n − 1

n∑
i=1

(‖p − pd‖ − ϒp)2,
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Fig. 6 UAV trajectory with bias
attack

Fig. 7 UAV trajectory with
hybrid attacks
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Fig. 8 Response of attitude
angles and f under bias attacks

Fig. 9 Response of attitude
angles and f under hybrid
attacks
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Table 6 Mean absolute error and standard deviation under bias attacks

Parameters � diag(0.9, 0.8, 0) diag(0.7, 0.6, 0) diag(0.4, 0.5, 0) diag(0.5, 0.5, 0) diag(0.1, 0.4, 0)

δ∞ [5, 5, 5]T [4, 4, 4]T [3, 3, 3]T [2, 2, 2]T [2, 2, 2]T
Proposed scheme ϒp 0.0013 0.0012 0.0012 0.0012 0.0012

�p 0.0025 0.0025 0.0025 0.0025 0.0025

ϒξ 0.0011 0.0009 0.0008 0.0006 0.0006

�ξ 0.0056 0.0050 0.0045 0.0042 0.0041

The method of [16] ϒp 2.0573 0.8946 0.3040 0.0220 0.0191

�p 0.8292 0.3557 0.1007 0.0058 0.0061

ϒξ 0.0164 0.0143 0.0340 0.0092 0.0086

�ξ 0.9566 0.5181 0.0499 0.0240 0.0238

ϒξ = 1

n

n∑
i=1

‖ξ − ξd‖, �ξ =
√√√√ 1

n − 1

n∑
i=1

(‖ξ − ξd‖ − ϒξ )2,

where ϒp, ϒξ and �p, �ξ are the MAE and STD of position
and angel trajectory tracking, respectively. The results of the
calculations are listed in Tables 6 and 7.

It follows from results that the MAE and STD of the pro-
posed method are much smaller than the contrast simulation
[16]. It can be concluded that the MAE and STD are smaller
than the case with only attack compensation.

7 Conclusion

This paper presents a security control scheme forUAVsunder
desired trajectory attackwith detection, estimation, and com-
pensation. Firstly, most of the existing works only consider
attack detection, but the proposed scheme can not only detect
attacks but also identify attacks and AUDs. Secondly, the
RAO is designed to estimate the effects of attacks on con-

trol systems without equality constraint compared with the
SMO. Finally, the ISMSC scheme is designed based on
reconstructed attacks to solve the problem of unknown upper
bound uncertainty.

The future work will focus on addressing secure control
for UAVs facing simultaneous attacks such as DoS attacks
and GPS deception attacks

Appendix A Proof of Theorem 1

Let R + H = I . It follows from Eq. 16 that

ẋ = RAx + RD�d + RB(F + Fa + uc(t)) + Hẋ . (A.1)

The state estimation error x̃ can be obtained as

˙̃x = RAx + RD�d + RB(F + Fa + uc(t))

+ Hẋ − RAx̂uio − LuioC(x − x̂uio) − Hẋ

= (RA − LuioC)x̃ + RB(F + Fa + uc(t)) + RD�d.

Table 7 Mean absolute error and standard deviation under hybrid attacks

Parameters � diag(0.9, 0.8, 0) diag(0.7, 0.6, 0) diag(0.4, 0.5, 0) diag(0.5, 0.5, 0) diag(0.1, 0.4, 0)

δ∞ [5, 5, 5]T [4, 4, 4]T [3, 3, 3]T [2, 2, 2]T [2, 2, 2]T

Wha

[
0 3
−3 0

] [
0 0.5
−0.5 0

] [
0 2
−2 0

] [
0 1.5
−1.5 0

] [
0 1
−1 0

]

Vha

[
0.8 0.9 0
0 0 0

] [
0.5 0.6 0
0 0 0

] [
1 2 0
0 0 0

] [
4 2 0
0 0 0

] [
5 4 0
0 0 0

]

Proposed scheme ϒp 0.0013 0.0012 0.0012 0.0012 0.0012

�p 0.0025 0.0025 0.0025 0.0025 0.0025

ϒξ 0.0013 0.0008 0.0009 0.0007 0.0006

�ξ 0.0052 0.0046 0.0044 0.0040 0.0039

The method of [16] ϒp 2.0562 0.9033 0.2791 0.0740 0.0678

�p 0.8488 0.3706 0.1798 0.0727 0.0859

ϒξ 0.0557 0.0160 0.0462 0.0513 0.0417

�ξ 0.9142 0.5263 0.2718 0.1081 0.0963
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Submitting RB = 0 into the above formula renders:

˙̃x = (RA − LuioC)x̃ + RD�d. (A.2)

The Lyapunov function candidate is chosen as : V1(t) =
x̃ T P x̃ . Calculating the time derivatives of V1(t)with respect
to time t , we obtain

V̇1(t) = x̃ T (P(RA − LuioC) + (RA − LuioC)T P)x̃ .

Consequently, if Eq. 21 holds, the state estimation error of x̃
is asymptotically stable. The proof is completed.

Appendix B Proof of Theorem 2

Denote ēy(t) = [ēTy (t), eTy (t)]T . Based on Eqs. 23 and 24, it
can obtain

˙̄ey(t) = ̄ ēy(t) + Ā12eh2(t) + Dd , (B.1)

where eh2(t) = h2(t) − ĥ2(t) and

̄ =
[

 0
0 

]
, Ā12 =

[−A12

A12

]
,

Dd =
[

D+
1 �̄d − D−

1 �d − D1�d

−D+
1 �d + D−

1 �̄d + D1�d

]
.

(B.2)

According toLemma1 andEq. 25, it has y(0) ≤ y(0) ≤ ȳ(0)
which implies ēy(t) > 0, Dd > 0. By Lemma 2, one has

[
P11 P12
P21 P22

] [
A11 − L1 A12

A21 − L2 A22

]
+

[
A11 − L1 A12

A21 − L2 A22

]T [
P11 P12
P21 P22

]T

< 0,

(B.3)

which implies

� =
[

�11 �12

∗ �22

]
< 0, (B.4)

where�11 = P11(A11−L1)+(A11−L1)
T PT

11+P12(A21−
L2)+(A21−L2)

T PT
12,�12 = P11A12+AT

12P
T
11+P12A22+

AT
22P

T
12,�22 = P21A12 + AT

12P
T
21 + P22A22 + AT

22P
T
22. Let

G = P−1
22 P21. Since �22 < 0, we have

P22(A22 + K A12) + (A22 + K A12)
T PT

22 < 0. (B.5)

The state estimation error is calculated

ex =
[

h1
h2 − Gh1

]
−

[
h1

ĥ2 − Gh1

]
=

[
0
eh2

]
. (B.6)

Based on Eqs. 24 and 25, the estimation error is obtained as

ėh2(t) = (A22 + K A12)eh2(t). (B.7)

If the inequality Eq. B.5 holds, the error system Eq. B.7
is asymptotically stable, that is, limt→∞ eh2(t) = 0. Thus,
Ā12eh2(t)+Dd > 0 holds for all t > tw. Combing Lemma 3,
it follows taht ēy(t) > 0, that is, y(t) ≤ y(t) ≤ ȳ(t).
Theorem 2 is proved.

Appendix C Proof of Theorem 3

To make analysis on the stability of system Eq. 30, the Lya-
punov function is taken

V2 = eTraoQerao + eTF�−1eF , (C.1)

where Q is the Lyapunov matrix to be designed. The time
derivative Lyapunov function along with Eq. 30 can be com-
puted by

V̇2(t) = 2eTraoQėrao + 2eTF�−1ėF

≤ 2eTraoQ[(A − LraoC)erao + BeF (t) + D�d]
+ 2eTF (t)�−1 Ḟa−2eTF H1 ż y −2eTF H2zy

(C.2)

It has

2eTF (t)�−1 Ḟa ≤ eTF SeF + ḞT
a �−1S−1�−1 Ḟa ≤ eTF SeF

+ ˙̄F2
a λmax (�

−1S−1�−1).
(C.3)

Definingκ = ˙̄F2
a λmax (�

−1S−1�−1) and substitutingEq.C.3
into Eq. C.2 yields that

V̇2(t) ≤ 2eTraoQ[(A − LraoC)erao + BeF + D�d]
− 2eTF H1C(A − LraoC)erao

− 2eTF H1CBeF + 2eTF H2Cerao + eTF SeF

− 2eTF H2Cerao + κ.

(C.4)

In the zero initial condition, Eq. 31 can be rewritten as

J (t) − γ 2FT
a (τ )Fa(τ ) + V̇ (τ ))dτ − V2(t)

=
∫ +∞

0
(zTy (τ )zy(τ ) − γ 2�dT�d

+ V̇2(τ ))dτ −
∫ +∞

0
V̇2(τ )dτ

=
∫ +∞

0
(zTy (τ )zy(τ ) − γ 2�dT�d

+ V̇2(τ ))dτ − V (∞) + V (0)

≤
∫ +∞

0
(zTy (τ )zy(τ ) − γ 2�dT�d + V̇2(τ ))dτ

(C.5)
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Defining η(t) = [eTrao, eTF ,�T d]T , it follows from
Eq. C.4 that one can obtain zTy (τ )zy(τ ) − γ 2�dT�d +
V̇2(τ ) = ηT (τ )�η(τ) + κ ,where

� =
⎡
⎣

�11 �12 �13

∗ �22 �23

∗ ∗ �33

⎤
⎦ (C.6)

with �11 = Q(A − LraoC) + (A − LraoC)T QT +
CTC,�12 = QB− (A− LraoC)TCT HT

1 −CT HT
2 ,�13 =

QD,�22 = S−He(H1CB),�23 = H1CD,�33 = −γ 2 I .
Define the Y = QLrao. Furthermore, it has:

� =
⎡
⎣
QA + AT Q − YC − CT Y T QB − CT HT

2 − ATCT HT
1 QD

∗ S − He(H1CB) H1CD
∗ ∗ −γ 2 I

⎤
⎦

+
⎡
⎣

0
H1C
0

⎤
⎦ Q−1 [

YC 0 0
] +

⎡
⎣
CT Y T

0
0

⎤
⎦ Q−1 [

0 CT HT
1 0

]
.

(C.7)

By Lemma 4, if Q−2 ≤ I , there exists ε > 0, � is
rewritten as

� =
⎡
⎣
QA+AT Q−YC−CT Y T QB−CT HT

2 −ATCT HT
1 −CTC QD

∗ S − H1CB − BTCT HT
1 H1CD

∗ ∗ −γ 2 I

⎤
⎦

+ ε−1

⎡
⎣

0
H1C
0

⎤
⎦[

YC 0 0
] + ε

⎡
⎣
CT Y T

0
0

⎤
⎦[

0 CT HT
1 0

]
.

(C.8)

Using the projection theorem and Schur complement
lemma, the Eq. 33 is obtained. If Eqs. 32 and 33 hold, it
implies J < κ .

Appendix D Stability analysis of the ISMSC

Using Eqs. 37, 38 and 39, one has

σ̇ (t) =Wė(t) − W Āe(t)

=W (Ae(t) + B(Fa + uc(t) + D�d) − W Ae(t)

=W (Ae(t) + B(Fa − ρ(t)
σ (t)

‖σ(t)‖ − F̂a + D�d) − W Ae(t)

= − ρ(t)
σ (t)

‖σ(t)‖ + WBe f (t) + WD�d.

(D.1)

Choose the Lyapunov function as V3(t) = 1
2σ

T (t)σ (t).
By taking the derivative, it yields

V̇3(t) =σ(t)T σ̇ (t) = −ρ(t)‖σ(t)‖ + σ(t)T W Be f (t)

+ σ(t)T W D�d

≤‖σ(t)‖(−ρ(t) + ‖WEe f (t)‖ + ‖WD�d‖).
(D.2)

FollowingTheorem3, the attack error e f (t) is bounded.Note
that ifwe chooseρ(t) ≥ ‖WD�̄d‖+‖WBē f (t)‖+�, where
� > 0 is a known constant, one has

V̇3(t) ≤ −�‖σ(t)‖ = −�
√
2V3(t). (D.3)

It follows from Eq. D.3 that
√
2V3(t) − √

2V3(0) ≤ −�t . In

finite time
√
2V3(0)

�
, the Lyapunov function approaches 0.
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