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Abstract Models of stochastic image deformation allow study
of time-continuous stochastic effects transforming images
by deforming the image domain. Applications include longi-
tudinal medical image analysis with both population trends
and random subject specific variation. Focusing on a stochas-
tic extension of the LDDMM models with evolutions gov-
erned by a stochastic EPDiff equation, we use moment ap-
proximations of the corresponding Itô diffusion to construct
estimators for statistical inference in the full stochastic model.
We show that this approach, when efficiently implemented
with automatic differentiation tools, can successfully esti-
mate parameters encoding the spatial correlation of the noise
fields on the image.

Keywords Stochastic shape analysis · Image registration ·
LDDMM · Stochastic differential equations

1 Introduction

The Large deformation diffeomorphic metric mapping (LD-
DMM) framework was developed with the intention to model
deformations of images and shapes, driven by applications
in fields including medical imaging and biology. LDDMM
models shape and image evolution as a gradual process in-
duced by time-continuous paths φt of deformations. The
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model is therefore naturally applicable to longitudinal stud-
ies to investigate shape evolution of human organs during
child development, natural aging or disease processes.

To model subject-specific deviations from a population-
mean deformation, it is natural to incorporate noise into the
LDDMM framework. One approach is to consider random
variation in the initial velocity u0 = ∂tφt|t=0 as in e.g. the
random orbit model [20,28] or Bayesian principal geodesic
analysis [33]. Instead of assuming that the entire variation
is the result of a random event at the beginning, [29,31,
19,3] proposed to include time-continuous noise. A general
framework for stochastic shape analysis with the variability
incorporated as random variation over the entire evolution
is proposed in [3] by using noise fields σ1, . . . , σp, to per-
turb the deformation φt, thus creating the stochastic flow.
The framework and examples of its effect on medical im-
ages is illustrated in Figure 1. Estimation of noise in this
framework was considered in [3] for landmark data. Noise
estimation for images is inherently more difficult due to the
infinite dimensional nature of the observations and the non-
linear coupling between deformation and image.

In this paper, we develop a new approach for estima-
tion of noise in the stochastic framework from image data.
Specifically, we derive moment equations of the stochastic
evolution in image and momentum space, and we imple-
ment these in a modern image registration framework al-
lowing automatic differentiation of the moment equations
and subsequent optimization. Using the derived estimators,
we perform simulation studies demonstrating the ability of
the scheme to estimate unknown parameters of the stochas-
tic noise.

The paper builds on initial steps for noise estimation
from image deformation models using strings [2] and the
Fourier space moment approximations in the preprint [16].
The paper thus presents the following contributions:
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Fig. 1: (left) Illustrations of some random sample paths on the diffeomorphism group Diff(D) induced by a random motion
of vector fields governed by the stochastic EPDiff equation (9). (center) Starting with an image I0, e.g. a brain MR-slice,
each path of diffeomorphisms deforms the image by the pushforward-action. (right) Some resulting samples of the endpoint
image (φ1)∗I0 = I0 ◦ φ−1

1 are shown on the right.

1. We derive moment equations for the stochastic EPDiff
and advection equations of images (SEPDA), and pro-
pose a first-order approximation.

2. We construct estimators based on matching of first-order
moments of the images.

3. We show how the scheme can be implemented in a mod-
ern image registration framework allowing automatic dif-
ferentiation through the approximated moment equations.

4. We demonstrate the ability of the methods to estimate
noise fields with simulated data, both in a correctly spec-
ified model and with misspecification.

1.1 Plan of Paper

In Section 2, we briefly describe the LDDMM framework
and its stochastic generalization from [3] in the special case
of image deformation. In Section 3, we first derive the mo-
ment equations for the momentum and image flow (mt, It).
We then use approximations of these to define a new pro-
cedure for parameter estimation in the stochastic framework
based on the method of moments. In Section 5.1, we discuss
the numerical implementation which is used investigate the
moment estimators with simulation studies. In Section 5, the
results of the simulation studies are presented and discussed.
We end the paper with concluding remarks.

2 Background

We introduce the LDDMM framework in the context of im-
age registration. A detailed treatment can be found in [32],
and, with a perspective from geometric mechanics, in [6,7].

Our main objects of interest are grayscale images, which
are given as maps D → R defined on an image domain
D ⊆ Rd. We denote the space of images by I(D). Our

prototypical example of an image domain is D = (0, 1)2,
although the theory naturally extends to general domains in-
cluding 3D-images. Given a source image I0 and a target
image T , the informal objective of LDDMM image regis-
tration is: Find a “deformation” that transforms I0 into an
approximation of T , subject to minimal “complexity”. We
proceed to give a more rigorous explanation of this objec-
tive.

A deformation of images is modeled by a path of dif-
feomorphisms φ = (φt)t∈[0,1] ⊂ Diff(D) starting at the
identity map φ0 = IdD, where Diff(D) denotes the group
of diffeomorphisms onD. A deformation is further assumed
to be generated as the flow of a time-dependent vector field,

u = (ut)t∈[0,1] ⊂ X(D) := C∞(D,Rd),

via the reconstruction equation

∂tφt = ut ◦ φt, t ∈ [0, 1]. (1)

This equation and every subsequent equation of mappings
can be interpreted by pointwise evaluation for each point in
x ∈ D. The name of (1) is due to the one-to-one correspon-
dence between u and φ, which is ensured by the fundamental
theorem of time-dependent flows [18, Thm. 9.48]. We there-
fore also refer to u as a velocity field. For notational ease, we
will omit the subscript t ∈ [0, 1] and simply write u = (ut),
and similarly, φ = (φt).

Given a deformation (φt), we consider the path of im-
ages starting at I0 and evolving by the pushforward-action:
It := (φt)∗I0 = I0 ◦ φ−1

t . To measure how well (φt) trans-
forms I0 into T , we define the total energy functional E by

E(u) =
1

2

∫ 1

0

‖ut‖2X(D)dt+
1

2λ2
‖I0 ◦φ−1

1 −T‖2L2(D). (2)
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Here λ > 0 is a given trade-off parameter and the norm
on X(D) is, by assumption, induced by an inner product
〈u, v〉X(D) := 〈u, Lv〉L2(D,R3) for some positive self-adjoint
operator L : X(D) → X(D). Note that we have used the
one-to-one correspondence to write E as a functional of
u = (ut) instead of φ = (φt).

The first term of E is the kinetic energy, which mea-
sures the regularity of the deformation φ. The second term
measures the dissimilarity between the endpoint image I1 =

I0 ◦ φ−1
1 and the target image T . The LDDMM image reg-

istration objective is to minimize the energy functional E
over all deformations. Thus the objective seeks a deforma-
tion compromising between kinetic energy and dissimilarity.

Below we discuss the dynamics of a minimizer of LD-
DMM objective. Based on these dynamics, it is possible to
match images as shown in Figure 2, which illustrates image
registration with two brain MR-slices.

Diff(D)

IdD

ut

u0 ϕt

ϕ1

Diff(D).I0

(ϕ1)∗I0

T

I0

ϕ∗

∂tϕt

Fig. 2: An illustration of the deformation t 7→ φt ∈ Diff(D)

acting on the brain MR-slice I0. The deformation transforms
I0 into an image I1 = (φ1)∗I0 being close to T , while also
maintaining a low kinetic energy determined from its speed
‖ut‖. Observe for example that the lateral ventricles are con-
tracted from I0 to I1 to be more reminiscent of those in T .

2.1 The EPDiff Equation

In the seminal paper [5], Faisal Beg implemented the first
algorithm for minimizing the LDDMM objective. The algo-
rithm computes a functional derivative of E to iteratively
update the deformation as a form of steepest descent. This
has inspired several approaches of using the calculus of vari-
ations in one form or another to produce other governing
equations and algorithms for LDDMM [7]. We focus on a
particular form of the dynamics, stating that u is a station-
ary point of the energy E defined in equation (2) if and only

if it satisfies the EPDiff equation:

∂tmt +Dmt.ut + (Dut)
T .mt + div(ut)mt = 0. (3)

mt = Lut,

Here Dv(x) = ( ∂v
i

∂xj )i=1,...,d
j=1,...,d is understood as the Jacobian

with respect to the spatial coordinates for any v ∈ X(D) and
x ∈ D. Derivations of the EPDiff equation can be found in
[7,12,32].

An immediate application of the EPDiff equation is im-
age registration by the shooting method. Given an initial ve-
locity u0, the EPDiff equation can be solved to recover a sta-
tionary path u = (ut)t∈[0,1] from whichE can be computed.
The practical details and various implementation strategies
of this method are discussed for example in [1,29,21].

Instead of first computing the deformation (φt) from the
reconstruction equation, the path of images (It) may also
be computed directly from (ut). Indeed, by differentiating
It = I0 ◦φ−1

t and using the reconstruction equation (1), one
arrives at the image advection equation:

∂tIt = −ut · ∇It , (4)

where ∇ denotes the gradient with respect to the spatial co-
ordinates [7].

In practice, the operator L : X(D) → X∗(D) is spec-
ified from the Green’s Kernel K : D × D → Rd, given
by LK(·, y) = δ(· − y), where δ is the Dirac distribu-
tion. For spatially invariant kernels of the form K(x, y) =

k(x − y)1d, for some k : D2 → R, K is related to L by
L−1m = k ∗m, where ∗ denotes convolution. For the sim-
ulation studies introduced later, a multi-Gaussian kernel of
the form k(x) =

∑n
i=1 wi exp(−x2/σ2

i ) was used follow-
ing [21].

Before introducing stochasticity, we remark that the EPDiff
equation has a deeper geometric interpretation. Indeed, the
velocity field u, being a minimizer of E, is a geodesic with
respect to 〈·, ·〉X(D), where 〈·, ·〉X(D) can be interpreted as a
Riemannian metric on Diff(D) [7]. In fact, this observation
is part of a more general discovery by Vladimir Arnold [4],
who connected the dynamics of certain mechanical systems
with geodesics on Lie groups. The EPDiff equation can there-
fore be seen as a special case of the Euler-Poincaré (Euler-
Arnold) equation:

∂tmt + ad∗ut mt = 0, mt = Lut , (5)

where ad∗ is the so-called the coadjoint operator from Lie
theory, which we will use as a shorthand notation for

ad∗um = Dm.u+ (Du)T .m+ div(u)m. (6)

Likewise, we refer to mt = Lut as the momentum associ-
ated to ut. This general mechanical perspective is the start-
ing point for the stochastic generalization introduced in [3],
but we omit the precise details since our focus is on image
deformations.
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2.2 Perturbing the Reconstruction Equation

To account for random variations in deformations, we now
describe the stochastic framework proposed in [3]. Relevant
material on stochastic calculus and stochastic differential
equations (SDE’s) can be found in [22,14,10,30,17].

The framework is derived from perturbing the flow of
the time-dependent velocity field (ut) by stochastic noise.
To this end, let σ1, . . . , σp ∈ X(D) be a collection of vec-
tor fields which we refer to as noise fields. The noise will
be modeled with a p-dimensional Wiener processes W =

(Wα
t )α=1,...,p

t∈[0,1] defined on a universal background probability
space (Ω,F , P ) and with independent components Wα =

(Wα
t )t≥0. With this noise, we perturb the reconstruction equa-

tion (1) to obtain the Stratonovich SDE

dφt(x) = ut(φt(x))dt+

p∑
α=1

σα(φt(x)) ◦ dWα
t , (7)

parameterized over x ∈ D. The SDE is a shorthand for its
corresponding stochastic integral equation,

φt(x) =

∫ t

0

us(φs(x))ds+

p∑
α=1

∫ t

0

σα(φs(x)) ◦ dWα
s ,

where the right-most integrals are Stratonovich integrals [22,
14,27,17]. In particular, ◦dWα

t should not be confused with
functional composition. Intuitively, the SDE asserts that the
deformation is guided by the velocity field plus a random
amount of attraction in the direction of each noise field. As
such, the deformation (φt) is a time-continuous stochastic
process on Diff(D).

In principle, we could also perturb the dynamics with an
Itô integral. However, when modeling mechanical systems
with external noise, it is generally more suitable to incor-
porate stochasticity with the Stratonovich formulation, see
e.g. the “Itô vs Stratonovich dilemma” in [30]. One rea-
son is that the Stratonovich formulation obeys the classi-
cal chain rule rather than Itô’s lemma. The choice of the
Stratonovich formulation is also motivated by [11], which
formulates stochastic fluid dynamics in terms of Stratonovich
perturbations.

The stochastic perturbations in (7) are given in Eulerian
coordinates. This is in line with the LDDMM framework
which, because of the right-invariance of the metric, is also
Eulerian. The metric and stochastic structure are compati-
ble allowing reduction to the specific shape space compara-
ble to LDDMM and thus leading to stochastic versions of
the Euler-Poincaré equations. LDDMM can be rephrased as
left-invariant allowing the reference frame and metric to fol-
low deformed structures [25]. Applying a similar change of
reference frame may be possible for the noise. Another pos-
sibility for focusing the noise on specific structures is to use
a construction similar to region specific LDDMM [26].

We can define the perturbed energy functional Ẽ by the
same expression as in (2), but where φ1 is obtained from the
perturbed reconstruction equation (7) instead:

Ẽ(u) =
1

2

∫ 1

0

‖ut‖2X(D)dt+
1

2λ2
‖I0 ◦ φ−1

1 − T‖2L2(D),

φ1 is a solution to (7) .

Proposition 2.4 of [3] asserts that if ut is a critical point of
the perturbed energy Ẽ, then it satisfies the stochastic Euler-
Poincaré equation:

dmt + ad∗ut mtdt+

p∑
α=1

ad∗σα ut ◦Wα
t = 0 . (8)

In [3], the above dynamical equation was derived for general
shapes rather than images. In our case, the coadjoint opera-
tor ad∗σα is given by (6) and can be inserted in the stochastic
Euler-Poincaré equation (8) to obtain the stochastic EPDiff
equation [2]:

dmt = −
(
Dmt.ut + (Dut)

T .mt + div(ut)mt

)
dt

−
(
Dmt.σα + (Dσα)T .mt + div(σα)mt

)
◦ dWα

t ,

(9)

where we have used the Einstein summation convention on
the index α = 1, . . . , p.

Since the Stratonovich noise is added linearly to the re-
construction equation, and since the advection equation is
linear in ut, the resulting dynamics of the image evolution
is becomes

dIt = −∇It · utdt− (∇It · σα) ◦ dWα
t . (10)

We refer to (10) as the stochastic advection equation, see
Equation 3.4 in [2] for a derivation. In the following we
refer to the stochastic EPDiff (9) and the stochastic advec-
tion equation (10) collectively as the SEPDA equations. We
avoid technical questions regarding the existence and regu-
larity of solutions but only assume the following.

Assumption 1 There exists an X(D) × I(D)-valued pro-
cess (ut, It)t∈[0,1], with (ut) ∈ L2([0, 1] × Ω,X(D)) and
(It) ∈ L2([0, 1] × Ω, I(D)), which is a strong solution the
SEPDA equations. That is, almost surely

It = I0 −
∫ t

0

∇Is · usds−
p∑

α=1

∫ t

0

(∇Is · σα) ◦ dWα
s ,

for all t ∈ [0, 1], and similarly, (ut) obeys the stochastic
EPDiff equation (9).

If desired, we may consider the SEPDA equations (9, 10)
as a starting point of the stochastic shape framework of [3]
specialized to images. Figure 1 illustrates different sample
realizations of the dynamics defined by the SEPDA equa-
tions, with the initial image I0 being a brain MR-slice.
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3 Parameter Estimation

A priori, the SEPDA equations define a non-parametric model
for stochastic image deformation in the sense that there is an
infinite-dimensional freedom in the choice of noise fields. A
particular parametric submodel can be specified by parametriz-
ing the noise fields σ1, . . . , σp, i.e., specifying a map of the
form:

Σ : Θ −→ X(D)p,

θ 7−→ Σ(θ) = (σ1(θ), . . . , σp(θ)), (11)

where θ ∈ Θ ⊆ Rq is the noise field parameter. Note that p
is considered as a hyperparameter for simplicity. To estimate
the noise field parameters we proceed with the method of
moments.

3.1 Moment Equations

Let (mt, It)0≤t≤1 be solutions to the SEPDA equations (9, 10).
The moment of a stochastic process of maps onD is defined
pointwise and denoted by 〈·〉, e.g.,

〈It〉 : D −→ R, (12)

〈It〉(x) = EIt(x) =

∫
Ω

It(ω)(x)dP (ω). (13)

Note that integrability is ensured by Assumption 1. To
compute the moments, we reformulate the SEPDA equa-
tions as Itô SDE’s. Since Itô integrals are martingales, the
noise terms of Itô the SDE’s will vanish in expectation. We
briefly summarize the Itô-Stratonovich conversion (see for
instance [22] for more details).

LetW = (Wα
t )α=1,...,p

t∈[0,1] be a p-dimensional Wiener pro-
cess, let a : Rn → Rn and let b = (bα) : Rn → Rn×p with
bα : Rn → Rn. Then with sufficient regularity conditions on
a and b, an n-dimensional stochastic process X = (Xt) is a
solution to the Stratonovich SDE

dXt = a(Xt)dt+ b(Xt) ◦ dWt

if and only if it is a solution the Itô SDE

dXt =
[
a(Xt) +

1

2
c(Xt)

]
dt+ b(Xt) · dWt,

where the term 1
2c(Xt) is the Itô-Stratonovich correction

term given by

c(x) =

p∑
α=1

Dbα(x).bα(x). (14)

Consider the special case where each bα(x) = Bα.x is a
linear map with Bα ∈ Rn×n. Then the Jacobian Dbα =

Bα corresponds to the linear map itself, and hence the Itô-
Stratonovich correction term is c(x) =

∑p
α=1Dbα(x).bα(x) =∑p

α=1 bα(bα(x)).
When the SDE is replaced by an SPDE, the Itô-Stratonovich

correction term is formally the same as (14), but the deriva-
tive D should be interpreted as a Fréchet derivative since b
is an operator on a normed function space in this case. See
Section 4.5.2 in [9] for a derivation. Since the coadjoint op-
erator ad∗σα : X∗(D) → X∗(D) and the fundamental vector
fields [7]

ζσα : I(D) −→ I(D), I 7−→ ∇I · σα, (15)

are linear maps of normed spaces, their Fréchet derivatives
are equal to the maps themselves. Hence the Itô-Stratonovich
correction terms of the SEPDA equations (9, 10) are

cEPDiff(mt) =

p∑
α=1

ad∗σα(ad∗σα mt), (16)

cAdvect(It) =

p∑
α=1

ζσα(ζσα(It)) =

p∑
α=1

∇(∇It · σα) · σα.

In principle, we could write (16) explicitly using the expres-
sion for the coadjoint operator in (6). However, for brevity
we choose to work with the more compact ad∗ henceforth.

The corresponding Itô formulations of the SEPDA equa-
tions are therefore

dmt =
[
− ad∗ut mt +

1

2

p∑
α=1

ad∗σα(ad∗σα mt)
]
dt+ Itô noise,

dIt =
[
−∇It · ut +

1

2

p∑
α=1

∇(∇It · σα) · σα
]
dt

+ Itô noise. (17)

Taking the expectation of the momentum equation and using
Fubinis theorem yields:

〈mt〉 = E
∫ t

0

[
− ad∗us ms +

1

2

p∑
α=1

ad∗σα(ad∗σα ms)
]
ds+ 0

=

∫ t

0

E
[
− ad∗us ms +

1

2

p∑
α=1

ad∗σα(ad∗σα ms)
]
ds

=

∫ t

0

[
− 〈ad∗us ms〉+

1

2

p∑
α=1

〈ad∗σα(ad∗σα ms)〉
]
ds

=

∫ t

0

[
− 〈ad∗us ms〉+

1

2

p∑
α=1

ad∗σα(ad∗σα〈ms〉)
]
ds.

In the last equality, we have interchanged the expectation
with the linear differential operators ad∗σα , α = 1, . . . , p,
which is justified by Leibniz integral rule. Thus we conclude
that

∂t〈mt〉 = −〈ad∗ut mt〉+
1

2

p∑
α=1

ad∗σα(ad∗σα〈mt〉). (18)
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With an analogous argument, taking the expectation of the
stochastic advection equation yields

∂t〈It〉 = −〈∇It · ut〉+
1

2

p∑
α=1

∇(∇〈It〉 · σα) · σα. (19)

Unfortunately, equations (18) and (19) cannot be forward
integrated due to the unknown terms 〈ad∗ut mt〉 and 〈∇It ·
ut〉 appearing on the right-hand side. We therefore resort to
the coarse approximations

∂t〈mt〉 ≈ − ad∗〈ut〉〈mt〉+
1

2

p∑
α=1

ad∗σα(ad∗σα〈mt〉), (20)

∂t〈It〉 ≈ −∇〈It〉 · 〈ut〉+
1

2

p∑
α=1

∇(∇〈It〉 · σα) · σα. (21)

Below we explain the rationale behind the approximations,
but note first that the system can be forward integrated as it
can be expressed purely in terms of 〈mt〉, 〈It〉 and the noise
fields. This follows from the relation 〈ut〉 = k∗〈mt〉, which
can be shown using Fubinis theorem:

〈ut〉(x) = E
∫
D
k(x− y)mt(y)dy

=

∫
D
k(x− y)Emt(y)dy = (k ∗ 〈mt〉)(x).

The approximations (20) and (21) are based on replacing the
moments

〈Dmt.ut〉, 〈(Dut)T .mt〉, 〈div(ut)mt〉, 〈∇It · ut〉

with the products of each moment, for example,

〈Dmt.ut〉 ≈ 〈Dmt〉.〈ut〉.

While there is a clear description of the relationship between
ut and mt, it is not a priori clear how to describe their cor-
relation structure. The smaller the perturbation is, i.e., the
smaller the magnitude of the noise fields is, the smaller we
expect the correlation to be. In the limit, when the noise
fields are the zero vector field, the approximations are ex-
act and we note that (20) and (21) simplify to the regular
EPDiff and advection equations.

The approximations are a first order example of the clus-
ter expansion method [15]. In [3], a second order approxi-
mation was computed for the moment equations of stochas-
tic landmark dynamics. A second order approximation might
also be possible for images, although the computations would
be considerably more technical due to the infinite-dimensional
nature of this setting. The inclusion of higher order moments
will thus be left as a topic for future research.

3.2 Constructing an Estimator

Consider now a parametric model of the noise fields (σ1(θ), . . . , σp(θ)), θ ∈
Θ, as in (11). We formulate a general procedure for estima-
tion of an unknown ground truth parameter θ0 ∈ Θ given a
sample I1(ω1), . . . , I1(ωN ) of N endpoint images sampled
from the SEPDA equations with noise fields σ1(θ0), . . . , σp(θ0).

To estimate the endpoint moment 〈I1〉(θ) for a given
choice of noise fields, let 〈̃I1〉(θ) denote the endpoint mo-
ment image obtained from solving (21) with noise fields
σ1(θ), . . . , σp(θ). Then for any similarity measure d : I(D)×
I(D) → [0,∞) of images, we can construct a correspond-
ing loss function ` : Θ → [0,∞) given by

`(θ) = d
(
〈̃I1〉(θ),

1

N

N∑
i=1

I1(ωi)
)
. (22)

As `(θ) compares how similar the approximated moment
〈̃I1〉(θ) is to the empirical mean of the observed images
1
N

∑N
i=1 I1(ωi), the difference should be small when θ = θ0

since they are both approximations of 〈I1〉(θ0). Thus we are
led to define the corresponding moment estimator

θ̂ := arg min
θ∈Θ

`(θ). (23)

This estimator can be computed in practice as an optimiza-
tion problem.

One reasonable choice for similarity measure is the squared
distance d(I, I ′) = SSD(I, I ′) = ‖I − I ′‖2L2 , which is of-
ten used for classical image registration. Another reasonable
choice comes from the normalized cross-correlation (NCC)
given by:

NCC(I, I ′) =
〈I, I ′〉L2

‖I‖L2‖I ′‖L2

, I, I ′ ∈ I(D), (24)

which has the corresponding similarity measure given by
dNCC := 1 − NCC2. A desirable property of this similar-
ity measure is that it is invariant to changes in global pixel
intensity.

3.3 Template estimation

The set of parameters Θ can be expanded to include infor-
mation beyond the noise fields. A natural addition would
be to include the initial image I0 in the parameter set and
estimating it by minimizing the loss (22) where gradients
will now include image information. This will be analogous
to template estimation as often employed together with im-
age registration algorithms [13]. Other possibilities include
estimation of parameters of the LDDMM metric. Here, we
focus on the noise structure.
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4 Parametric Submodels

In this section, we discuss possible choices of parametric
submodels. These particular parametrizations will be used
in the simulations studies introduced in the next section.

The choice of parametric submodel is a question of mod-
eling and not a strict mathematical issue. To model the noise
in a flexible manner, we first consider lattices of radially
symmetric noise fields as in [3,16]. To be more precise,
let k : [0,∞) → [0,∞) be a decreasing function and let
Λ = {µ1, . . . , µp} ⊂ (0, 1)2 be a lattice of p points. Then
the corresponding parametrization of the noise fields is of
the form

σlm(x, y) = λlk(‖(x, y)− µl‖/τ)em, (25)

for m = 1, 2, and l = 1, . . . , p, and where λ1, . . . , λp are
amplitude parameters, τ is the width of the noise fields and
e1 and e2 are the standard basis vectors in R2. Thus at each
lattice point µl, there are two corresponding noise fields σl1
and σl2 which are going to contribute with independent driv-
ing noises W l1

t and W l2
t . A first choice for k could be the

Gaussian kernel k(x) = (2π)−1/2e−x
2/2, as considered in

[3], and we refer to such noise fields as Gaussian noise
fields. However, to avoid interference between noise fields,
another reasonable choice is the cubic B-spline k = β3,

6β3(x) = (x+2)3
+−4(x+1)3

++6(x)3
+−4(x−1)3

++(x−2)3
+,

which has the advantage of having compact support. Here
(·)+ := max(·, 0) denotes the positive part.

The simulations, introduced in the next section, were ini-
tially run with a 3 × 3 square lattice as in [3,16], but later
extended to a 4×4 lattice to get a more uniform cover of the
domain. The explicit parametrization of the square lattice of
Gaussian noise fields used in the simulations is:

σijm(x, y) = λij exp

(
− 1

2τ2
‖(x, y)− µij‖2

)
em (26)

for m = 1, 2, and 1 ≤ i, j ≤ 4 and with µij = (i/5, j/5).
To obtain a more dense cover, we may also consider a

hexagonal (triangular) lattice. The hexagonal lattice struc-
ture leads to the densest packing of congruent circles in the
plane, which is suitable for the radially symmetric noise
fields. Moreover, the simulations were performed on a brain
MR-slice concentrated at the center of (0, 1)2, which the
square lattice does exploit. In this view, a symmetrically cen-
tered hexagonal lattice of 14 gridpoints, shown in Figure 3,
was used.

Another parametrization considered was the sinusoidal
noise fields given by

σnm`(x, y) = cnm sin(nπx) sin(mπy)e`, (27)

for n,m = 1, . . . , q, and ` = 1, 2. The motivation for such
noise fields comes from the fact that a sufficiently regular
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Fig. 3: The left plot shows the hexagonal lattice placed on
top of the brain MR-slice. The right plot shows the norm of
a particular choice of Gaussian noise fields centered around
the hexagonal lattice points.

function f : [0, 1]2 → R with boundary condition f |∂[0,1]2 =

0 can be written as a sine series:

f(x, y) =

∞∑
n,m=1

cnm sin(nπx) sin(mπy). (28)

5 Simulation Studies

In this section, we present the results of the following two
simulation studies.

Experiment A Here the objective is to test the identifiabil-
ity of θ for various parametric submodels Σ(θ) using the
moment estimator θ̂. The general experimental procedure is
therefore:

1. Consider a parametric model Σ(θ), θ ∈ Θ, of the noise
fields and a ground truth parameter θ0 ∈ Θ.

2. Sample N i.i.d. endpoint images {I1(ωi)}i=1,...,N by
numerically integrating the SEPDA equations with noise
fields Σ(θ0).

3. Estimate θ0 with the estimator θ̂ by optimizing over `(θ)
for the synthetic dataset, and compare θ̂ with θ.

Experiment B Here the objective is to compare the estimated
noise fields σα(θ̂) with the ground truth noise fields for a
misspecified parametrization Σ(θ). Thus the procedure is
the following:

1. Consider ground truth noise fields ς1, . . . , ς% ∈ X(D)

and a parametric model of noise fields Σ(θ), θ ∈ Θ,
such that (ς1, . . . , ς%) /∈ Σ(Θ).

2. Sample N i.i.d. endpoint images {I1(ωi)}i=1,...,N from
the SEPDA equations with ς1, . . . , ς% as noise fields.

3. Compute the estimator θ̂ given in (23) from the syntheti-
cally sampled dataset and compareΣ(θ̂) with ς1, . . . , ς%.
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5.1 Implementation Details

To conduct the simulation studies, an implementation1 was
written based on the preexisting mermaid library2. The mer-
maid toolbox contains various image registration methods
via automatic differentiation in PyTorch [23], including a
shooting method based on the EPDiff equation (3) and the
image advection equation (4).

To simulate data from the SEPDA equations, a Heun
scheme [24] for Stratonovich integration was implemented
into the mermaid script.

To estimate the noise field parameter, the approximated
moment equations - (20) and (21) - were implemented sim-
ilarly to the existing registration models. In particular, the
implementation uses the torchdiffeq library for integration
with the adjoint method [8]. This enables the gradient of the
loss to be computed without memory issues, and thus the
built-in PyTorch optimizers can be applied to approximate
θ̂ from (23). For consistency, Adaptive Moment estimation
(ADAM) was used throughout all simulation studies.

The simulations were performed on the brain MR-slices
shown in Figure 2. In this case the image domain was dis-
cretized as D̃ = {(i, j)/127}0≤i,j≤127, but the implemen-
tation is not specific to D̃. The simulations were conducted
with an i5 processor (1.80GHz × 4) and thus, with the avail-
ability of CUDA in the mermaid library, it should be possi-
ble to upscale to 3D images in future research.

5.2 Experiment A

For the lattice parametrizations, the ground truth amplitudes
were chosen such that the resulting noise was on a real-
istic scale of the brain image, and such that the parame-
ters were spread out, allowing for improved visualization.
The ground truth for the Gaussian noise fields was given
by lexicographically ordering the lattice points and setting
λGauss
i = 0.005 + 0.000625 · (i + 2 sin i). For the cubic B-

splines the ground truth was given similarly by λB-spline
i =

λGauss
i /5. The kernel width τ was specified as a hyperpa-

rameter such that the noise fields had an appropriate over-
lap. For example, Figure 3 shows the resulting scalar norm
field ‖∑α σα‖ of the ground truth Gaussian hexagonal lat-
tice with τ2 = 0.008. Otherwise the width was specified as
τ = 0.15 and τ = 0.1 for the B-spline noise fields and the
Gaussian square lattice, respectively.

For each parametric submodel a dataset of 500 images
was sampled by numerically integrating the SEPDA equa-
tions with the Heun scheme using 128 equidistant time steps.

1 https://github.com/AlexanderChristgau/
mermaid

2 https://github.com/uncbiag/mermaid

Figure 4 shows three random samples and the sample
average Î1 := 1

500

∑500
i=1 I1(ωi) for a dataset obtained from

the Gaussian hexagonal lattice shown in Figure 3. Note that
while the variation is subtle, it is greater towards the bottom
of the brain in accordance with the specification of the noise
fields.

Once each dataset was sampled, the estimator θ̂ from
(23) could be obtained by minimizing the loss function `(θ) =

`(λ11, . . . , λ44) = d(〈̃I1〉, Î1). During initial experimenta-
tion the NCC-similarity was found to be more effective for
parameter estimation, and hence d = dNCC was chosen for
all the simulations.

Figure 5 and Figure 8 illustrate the optimization proce-
dures for the Gaussian noise fields and the B-spline noise
fields, respectively, both arranged in the hexagonal lattice.
The plots are similar, and in both cases the optimization pro-
cedure converges towards an accurate estimate of the ground
truth after approximately 80 iterations.

The results for the square lattice, shown in Figure 9,
were decent but inferior to those of the hexagonal lattice.
Observe that estimates of corner amplitude parameters such
as λ44 are more inaccurate. A reasonable explanation is that
noise fields supported outside of the brain are less constrained
by the loss function, and thus they may depart from the
ground-truth more significantly.

Initially the inclusion of τ2 as a parameter was also tried
and the corresponding results are shown in Figure 7. The in-
clusion did not seem to affect the relative magnitudes of the
amplitude parameters in comparison to Figure 9. However, a
slight decrease across all amplitude parameters. Intuitively,
this makes sense as the width, τ2, was over estimated and
since the width and the amplitude control the magnitude of
the noise together. In this view, τ2 was kept fixed as a hy-
perparameter for the other experiments.

For the sinusoidal noise fields the ground truth was se-
lected by first considering the function

f : (x, y) 7→ xy2(1− x)(1− y) cos(5x) cos(5y).

Then the ground truth was chosen from the sine basis coef-
ficients of f given by

cnm = 4

∫ 1

0

∫ 1

0

f(x, y) sin(nπx) sin(mπy)dxdy,

for 1 ≤ n,m ≤ 4. The same procedure as in the pre-
ceding experiments was followed and the results for the f -
frequencies are found in Figure 10. Note that while the gen-
eral scale of the estimates seems reasonable, the accuracy of
each estimate is poor when compared to the lattice parametriza-
tions. As a consequence, the estimates of the frequency co-
efficients cannot be used to reconstruct an approximation of
the function f .

To end experiment A, Table 1 shows the relative errors
of the estimates given by ‖θ0 − θ̂‖/‖θ0‖.

https://mermaid.readthedocs.io/en/latest/index.html
https://mermaid.readthedocs.io/en/latest/index.html
https://mermaid.readthedocs.io/en/latest/index.html
https://pytorch.org/
https://mermaid.readthedocs.io/en/latest/index.html
https://github.com/rtqichen/torchdiffeq
https://pytorch.org/
https://mermaid.readthedocs.io/en/latest/index.html
https://github.com/AlexanderChristgau/mermaid
https://github.com/AlexanderChristgau/mermaid
https://github.com/uncbiag/mermaid
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Fig. 4: The rows show the endpoint images and their difference from the deterministic endpoint, respectively, for three
random samples and the sample mean of a synthetic dataset sampled from the SEPDA equations. Here the noise fields are
Gaussian and arranged in a hexagonal lattice.
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Fig. 5: Parameter inference performed on a dataset gener-
ated by the Gaussian hexagonal lattice showing convergence
towards an accurate estimate of the ground truth (red).

Parametrization Relative error
Gaussian hexagonal 0.0314
B-spline hexagonal 0.0262
Gaussian square 0.0795
Sinusoidal 0.320

Table 1: Relative error ‖θ0−θ̂‖/‖θ0‖ for various parametric
sub-models.

We note that the hexagonal lattice with cubic B-splines
provides the most precise estimates, followed by the hexag-
onal Gaussian noise fields. This is presumably because the
compact support of the B-spline leads to less interference
between the noise fields. Interference between noise fields
may also explain the sinusoidal noise fields poor perfor-
mance. Inclusion of higher order moments in future research
could improve separation of interfering noise fields. We note
also that the hexagonal lattice solves the issue of corner

noise fields having insufficient overlap, as it was designed
for these particular images with a brain placed at the cen-
ter. For other images containing a different shape, it may be
more appropriate with another configuration of noise fields.

5.3 Experiment B

The ground truth noise fields used for sampling the synthetic
datasets were

1. A single Gaussian noise field placed at the center.
2. Three randomly placed Gaussian noise fields3.

One approach to comparing the fitted noise fields Σ(θ̂) with
the ground truth noise fields is to display their respective
norm fields ‖∑α σα‖ perform a visual inspection.

Figure 6 shows the single Gaussian noise field in the top-
left subplot and the three distinct Gaussian noise fields in the
lower-left subplot. The remaining subplots show the norm
fields of the respective models fitted onto a corresponding
synthetic dataset of 500 images. We observe that the fit-
ted models visually resemble the ground truth noise fields
despite being restricted to their lattice structure with fixed
width. For the single noise field the resemblance is clear
for all the fitted models and it is ambiguous if any model
is better. For the three smaller noise fields the resemblance
is slightly less clear. The square lattice overestimates the
noise field placed in the lower left and underestimates the
two other noise fields, while both of the hexagonal lattice
models are unable to separate the noise fields towards the
upper right (another visualization of this is given in Figure

3 Their coordinates are (0.617, 0.447), (0.406, 0.681) and (0.314,
0.251).
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Fig. 6: Noise field inference under model misspecification. The top row shows the models fits onto a single large noise field
while the bottom row shows the model fits onto three smaller distinct noise fields.

11 in the appendix). To get a numerical comparison, con-
sider the quantity

SSD

(∥∥∥∑
α

σα(θ̂)
∥∥∥,∥∥∥∑

α

ςα

∥∥∥) , (29)

i.e. the squared deviation of the fitted noise fields from the
ground truth. Table 2 shows the above quantity for the vari-
ous fitted models.

Ground truth Gauss. sq. Gauss. hex. B-spline
Single Gaussian 0.227 0.128 0.124
Three Gaussian 1.21 0.454 0.751

Table 2: The similarity between the ground truth and fitted
noise fields measured by SSD-similarity (29).

We observe that indeed the single Gaussian noise field
is easier to approximate than the three smaller ones. The
square lattice yields the worst approximations, which is con-
sistent with the visual inspection and the findings of Exper-
iment A.

In summary, the example in the top row of Figure 6
is well resolved with our choice of noise fields, whereas
the bottom row is not. These issues may be dealt with by
increasing the density of noise fields, i.e., making the lat-
tices finer or by optimizing the centers of the noise fields
in addition to their amplitudes. In an ideal situation, such
parametrized noise field positions should adapt to the shape
of the noise, but, in practice, they may require repulsion
forces between them, with a risk of overfitting.

6 Conclusions and Future Directions

Based on the stochastic generalization of the LDDMM frame-
work introduced in [3], and in particular its specialization to
images, we derived the first order moment approximations
of the SEPDA equations to construct an estimator for the
noise field parameters. With the proposed model for estima-
tion of time-continuous variation in deformations of shapes
captured in images, we carried out two main numerical ex-
periments on medical imagery.
In the first experiment, we found that noise field estimators
are able to accurately predict the ground truth, provided that
the noise fields have sufficient overlap with the content of
the image but not too much between themselves, indicating
when this method works and how to specify noise field lo-
cations.

In the second experiment, we found that the parametric
submodels are able to approximate some unknown ground
truth noise fields. However, the accuracy of the approxima-
tions were, perhaps unsurprisingly, limited to the resolution
of the grids. Therefore, it could be interesting to experiment
with more refined grids in future work, as well as different
kinds of generating noise fields.

Beyond the simulation studies, a natural next step is ap-
plying our method to estimate random variation located in
the deformation of shapes such as human organs. For such
real datasets, the questions of how many noise fields and
where to place them on the image may become important for
accurate noise estimations while remaining computationally
tractable. In particular, one could attempt to optimize for the
position and width of all or some of the noise fields to make
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this method more flexible and with less parameters to set
from the users.

Other possible directions for future research include the
possibility of time-dependent noise fields for specific appli-
cations, other types of profile of noise fields or the use of
higher order moment approximations of the SEPDA equa-
tions, with e.g. the cluster-expansion approach, to tackle more
challenging real world examples, such as longitudinal data
extension to 3D images or diffusion tensor imaging.
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dimension infinie et ses applications à l’hydrodynamique des flu-
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A Additional Figures and Plots
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Fig. 7: Optimization procedure of `(θ) = d(〈̃I1〉, Î1) used to infer amplitude parameters λij and width parameter τ2 for a 4 × 4
lattice of Gaussian noise fields given by (26).
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Fig. 8: Parameter inference for data generated by B-splines
noise fields.
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Fig. 9: Optimization procedure of `(θ) = d(〈̃I1〉, Î1) used to
infer amplitude parameters λij for a 4× 4 lattice of Gaussian
noise fields, with the width (τ2 = 0.01) considered as fixed.
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Fig. 10: Inference of frequency coefficients of sinusoidal
noise fields.
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1 | for the the datasets sampled in Experiment B. The

remaining columns show the corresponding predicted mean noise differences |〈̃I1〉(θ̂)− Ideterministic
1 | for the various model fits.
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