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Abstract

This work introduces a single-stage, single-step method for the compressible Euler equations that is provably positivity-
preserving and can be applied on both Cartesian and unstructured meshes. This method is the first case of a single-
stage, single-step method that is simultaneously high-order, positivity-preserving, and operates on unstructured meshes.
Time-stepping is accomplished via the Lax-Wendroff approach, which is also sometimes called the Cauchy-Kovalevskaya
procedure, where temporal derivatives in a Taylor series in time are exchanged for spatial derivatives. The Lax-
Wendroff discontinuous Galerkin (LxW-DG) method developed in this work is formulated so that it looks like a for-
ward Euler update but with a high-order time-extrapolated flux. In particular, the numerical flux used in this work is a
linear combination of a low-order positivity-preserving contribution and a high-order component that can be damped
to enforce positivity of the cell averages for the density and pressure for each time step. In addition to this flux lim-
iter, a moment limiter is applied that forces positivity of the solution at finitely many quadrature points within each
cell. The combination of the flux limiter and the moment limiter guarantees positivity of the cell averages from one
time-step to the next. Finally, a simple shock capturing limiter that uses the same basic technology as the moment
limiter is introduced in order to obtain non-oscillatory results. The resulting scheme can be extended to arbitrary order
without increasing the size of the effective stencil. We present numerical results in one and two space dimensions that
demonstrate the robustness of the proposed scheme.

1 Introduction

1.1 Governing equations

The purpose of this work is to develop a positivity-preserving version of the Lax-Wendroff discontinuous
Galerkin method for the compressible Euler equations on unstructured meshes. The compressible Euler
equations form a system of hyperbolic conservation law that can be written as follows: ρ

ρ~u
E


,t

+∇x ·

 ρ~u
ρ‖~u‖2 + p
(E + p)~u

= 0. (1)

The conserved variables are the mass density, ρ, the momentum density, ~M = ρ~u, and the energy density,
E ; the primitive variables are the mass density, ρ, the fluid velocity, ~u, and the pressure, p. The energy E is
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related to the primitive variables through the equation of state,

E =
p

γ−1
+

1
2

ρ‖~u‖2, (2)

where the constant γ is the ratio of specific heats (aka, the gas constant).
The compressible Euler equations are an important mathematical model in the study of gases and plasma.

Attempts at numerically solving the these equations has led to a plethora of important historical advances in
the development of numerical analysis and scientific computing (see e.g., [15, 22, 28, 29, 32]).

1.2 Discontinuous Galerkin spatial discretization

The focus of this work is on high-order discontinuous Galerkin (DG) methods, which were originally de-
veloped for general hyperbolic conservation laws by Cockburn, Shu, et al. in series of papers [10–14]. The
purpose of this section is to set the notation used throughout the paper and to briefly describe the DG spatial
discretization.

Let Ω ⊂ Rd be a polygonal domain with boundary ∂Ω. The domain Ω is discretized via a finite set of
non-overlapping elements, Ti, such that Ω = ∪N

i=1Ti. Let PMD
(
Rd
)

denote the set of polynomials from Rd

to R with maximal polynomial degree MD. Let W h denote the broken finite element space on the mesh:

W h :=
{

wh ∈ [L∞(Ω)]ME : wh
∣∣
Ti
∈
[
PMD

]ME , ∀Ti ∈ T h
}
, (3)

where h is the mesh spacing. The above expression means that wh ∈W h has ME components, each of which
when restricted to some element Ti is a polynomial of degree at most MD and no continuity is assumed
across element edges (or faces in 3D).

The approximate solution on each element Ti at time t = tn is of the form

qh(tn,x(ξξξ))
∣∣∣
Ti
=

ML(MD)

∑
`=1

Q(`)n
i ϕ

(`) (ξξξ) , (4)

where ML is the number of Legendre polynomials and ϕ(`) (ξξξ) : Rd 7→ R are the Legendre polynomials
defined on the reference element T0 in terms of the reference coordinates ξξξ∈ T0. The Legendre polynomials
are orthonormal with respect to the following inner product:

1
|T0|

∫
T0

ϕ
(k)(ξξξ)ϕ

(`)(ξξξ)dξξξ =

{
1 if k = `,

0 if k 6= `.
(5)

We note that independent of h, d, MD, and the type of element, the lowest order Legendre polynomial is
always ϕ(1) ≡ 1. This makes the first Legendre coefficient the cell average:

Q(1)n
i =

1
|T0|

∫
T0

qh(tn,x(ξξξ))
∣∣∣
Ti

ϕ
(1) (ξξξ) dξξξ =: qn

i . (6)

1.3 Time stepping

The most common approach for time-advancing DG spatial discretizations is via explicit Runge-Kutta time-
stepping; the resulting combination of time and space discretization is often referred to as the “RK-DG”
method [10]. The primary advantage for this choice of time stepping is that explicit RK methods are easy
to implement, they can be constructed to be low-storage, and a subclass of these methods have the so-called
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strong stability preserving (SSP) property [23], which is important for defining a scheme that is provably
positivity-preserving. However, there are no explicit Runge-Kutta methods that are SSP for orders greater
than four [26, 36].

The main difficulty with Runge-Kutta methods is that they typically require many stages; and therefore,
many communications are needed per time step. One direct consequence of the communication required at
each RK stage is that is difficult to combine RK-DG with locally adaptive mesh refinement strategies that
simultaneously refine in both space and time.

The key piece of technology required in locally adaptive DG schemes is local time-stepping (see e.g.,
Dumbser et al. [17]). Local time-stepping is easier to accomplish with a single-stage, single-step (Lax-
Wendroff) method than with a multi-stage Runge-Kutta scheme. For these reasons there is interest from
discontinuous Galerkin theorists and practitioners in developing single-step time-stepping techniques for
DG (see e.g., [16, 18–21, 34, 42, 43]), as well as hybrid multistage multiderivative alternatives [38].

In this work, we construct a numerical scheme that uses a Lax-Wendroff time discretization that is
coupled with the discontinuous Galerkin spatial discretization. In subsequent discussions in this paper
we demonstrate the advantages of switching to single-stage and single-stage time-stepping in regards to
enforcing positivity on arbitrary meshes.

1.4 Positivity preservation

In simulations involving strong shocks, high-order schemes (i.e. more than first-order) for the compressible
Euler equations generally create nonphysical undershoots (below zero) in the density and/or pressure. These
undershoots typically cause catastrophic numerical instabilities due to a loss of hyperbolicity. Moreover, for
many applications these positivity violations exist even when the equations are coupled with well-understood
total variation diminishing (TVD) or total variation bounded (TVB) limiters. The chief goal of the limiting
scheme developed in this work is to address positivity violations in density and pressure, and in particular,
to accomplish this task with a high-order scheme.

In the DG literature, the most widely used strategy to maintain positivity was developed by Zhang and
Shu in a series of influential papers [47–49]. The basic strategy of Zhang and Shu for a positivity-preserving
RK-DG method can be summarized as follows:

Step 0. Write the current solution in the form

qh
∣∣
Ti
= qi +θ

(
qh
∣∣
Ti
−qi

)
, (7)

where θ is yet-to-be-determined. θ = 1 represents the unlimited solution.

Step 1. Find the largest value of θ, where 0 ≤ θ ≤ 1, such that qh
∣∣
Ti

satisfies the appropriate positivity
conditions at some appropriately chosen quadrature points and limit the solution.

Step 2. Find the largest stable time-step that guarantees that with a forward Euler time that the cell average
of the new solution remains positive.

Step 3. Rely on the fact that strong stability-preserving Runge-Kutta methods are convex combinations of
forward Euler time steps; and therefore, the full method preserves the positivity of cell averages (under
some slightly modified maximum allowable time-step).

For a Lax-Wendroff time discretization, numerical results indicate that the limiting found in Step 1 is
insufficient to retain positivity of the solution, even for simple 1D advection. Therefore, the strategy we
pursue in this work will still contain an equivalent Step 1; however, in place of Step 2 and Step 3 above, we
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will make use of a parameterized flux, sometimes also called a flux corrected transport (FCT) scheme, to
maintain positive cell averages after taking a single time step. In doing so, we avoid introducing additional
time step restrictions that often appear (e.g., in Step 2. above) when constructing a positivity-preserving
scheme based on Runge-Kutta time stepping.

This idea of computing modified fluxes by combining a stable low-order flux with a less robust high-
order flux is relatively old, and perhaps originates with Harten and Zwas and their self adjusting hybrid
scheme [25]. The basic idea is the foundation of the related flux corrected transport (FCT) schemes of
Boris, Book and collaborators [2–5], where fluxes are adjusted in order to guarantee that average values of
the unknown are constrained to lie within locally defined upper and lower bounds. This family of methods
is used in an extensive variety of applications, ranging from seismology to meteorology [27, 44, 46, 50]. A
thorough analysis of some of the early methods is conducted in [41]. Identical to modern maximum principle
preserving (MPP) schemes, FCT can be formulated as a global optimization problem where a “worst case”
scenario assumed in order to decouple the previously coupled degrees of freedom [1]. Here we do not
attempt to use FCT to enforce any sort of local bounds (in the sense of developing a shock-capturing limiter),
instead we leverage these techniques in order to retain positivity of the density and pressure associated to
qh(tn,~x); such approaches have recently received renewed interest in the context of weighted essentially
non-oscillatory (WENO) methods [6, 8, 9, 30, 39, 45].

To summarize, our limiting scheme draws on ideas from the two aforementioned families of techniques
that are well established in the literature. First, we start with the now well known (high-order) pointwise
limiting developed for discontinuous Galerkin methods [47–49], and second, we couple this with the very
large family of flux limiters [6, 8, 39]. (developed primarily for finite-difference (FD) and finite-volume
(FV) schemes).

1.5 An outline of the proposed positivity-preserving method

The compressible Euler equations (1) can be written compactly as

q,t +∇ ·F(q) = 0, in Ω⊂ Rd , (8)

where the conserved variables are q = (ρ,M,E) and the flux function is

~F ·~n =

 ~M ·~n(
~M ·~n

)
~u+ p~n

~u ·~n(E + p)

 , (9)

where ~M = ρ~u and E = p
γ−1 +

1
2 ρ‖~u‖2.

The basic positivity limiting strategy proposed in this work is summarized below. Some important
details are omitted here, but we elaborate on these details in subsequent sections.

Step 0. On each element we write the solution as

qh(tn,~x(~ξ))
∣∣∣
Ti

:= qn
i +θ

ML(MD)

∑
k=2

Q(k)
i (t)ϕ(k)(~x), (10)

where θ is yet-to-be-determined. θ = 1 represents the unlimited solution.

Step 1. Assume that this solution is positive in the mean. That is, we assume for all i that ρi > 0 and

pi := (γ−1)E i−
1
2
‖Mi‖2

ρi
> 0. (11)
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A consequence of these assumptions is that E i > 0.

Step 2. Find the largest value of θ, where 0≤ θ≤ 1, such that the density and pressure are positive at some
suitably defined quadrature points. This step is elaborated upon in §3.2.

Step 3. Construct time-averaged fluxes through the Lax-Wendroff procedure. That is, we start with the
exact definition of the time-average flux:

Fn
(~x) :=

1
∆t

∫ tn+1

tn
F(q(t,~x))dt =

1
∆t

∫
∆t

0
F(q(tn + s,~x))ds (12)

and approximate this via a Taylor series expansion around s = 0:

Fn
T (~x) := F(q(tn,~x))+

∆t
2!

dF
dt

(q(tn,~x))+
∆t2

3!
d2F
dt2 (q(t

n,~x)) = Fn
(~x)+O(∆t3). (13)

All time derivatives in this expression are replaced by spatial derivatives using the chain rule and the
governing PDE (8). The approximate time-averaged flux (13) is first evaluated at some appropriately
chosen set of quadrature points – in fact, the same quadrature points as used in Step 2 – and then,
using appropriate quadrature weights, summed together to define a high-order flux, at both interior
and boundary quadrature points. Thanks to Step 2, all quantities of interest used to construct this
expansion are positive at each quadrature point.

Step 4. Time step the solution so that cell averages are guaranteed to be positive. That is, we update the cell
averages via a formula of the form

Q(1)n+1
i = Q(1)n

i − ∆t
|Ti| ∑e∈Ti

~Fh∗
e ·~ne, (14)

where~ne is an outward-pointing (relative to Ti) normal vector to edge e with the property that ‖~ne‖ is
the length of edge e∈ Ti, and the numerical flux on edge, ~Fh∗

e , is a convex combination of a high-order
flux, F H

e , and a low-order flux F L
e :

~Fh∗
e := θF H

e +(1−θ)F L
e . (15)

The low-order flux, F L
e , is based on the (approximate) solution to the Riemann problem defined by cell

averages only, and the “high-order” flux, F H
e , is constructed after integrating via Gaussian quadrature

the (approximate) Riemann solutions at quadrature points along the edge e ∈ Ti:

F H
e =

1
2

MQ

∑
k=1

ωkF H
ek , (16)

where ωk are the Gaussian quadrature weights for quadrature with MQ points and F H
ek are the numer-

ical fluxes at each of the MQ quadrature points. Note that this sum has only a single summand in the
one-dimensional case. The selection of θ is described in more detail in §3.2. This step guarantees that
the solution retains positivity (in the mean) for a single time step.

Step 5. Apply a shock-capturing limiter. The positivity-preserving limiter is designed to preserve positivity
of the solution, but it fails at reducing spurious oscillations, and therefore a shock-capturing limiter
needs to be added. There are many choices of limiters available; we use the limiter recently devel-
oped in [31] because of its ability to retain genuine high-order accuracy, and its ability to push the
polynomial order to arbitrary degree without modifying the overall scheme.
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Step 6. Repeat all of these steps to update the solution for the next time step.

Each step of this process is elaborated upon throughout the remainder of this paper. The end result is
that our method is the first scheme to simultaneously obtain all of the following properties:

• High-order accuracy. The proposed method is third-order in space and time, and can be extended to
arbitrary order.

• Positivity-preserving. The proposed limiter is provably positivity-preserving for the density and
pressure, at a finite set of point values, for the entire simulation.

• Single-stage, single-step. We use a Lax-Wendroff discretization for time stepping the PDE, and
therefore we only need one communication per time step.

• Unstructured meshes. Because we use the discontinuous Galerkin method for our spatial discretiza-
tion and all of our limiters are sufficiently local, we are able to run simulations with DG-FEM on both
Cartesian and unstructured meshes.

• No additional time-step restrictions. Because we do not rely on a SSP Runge-Kutta scheme, we
do not have to introduce additional time-step restrictions to retain positivity of the solution. This
differentiates us from popular positivity-preserving limiters based on RK time discretizations [48].

1.6 Structure of the paper

The remainder of this paper has the following structure. The Lax-Wendroff DG (LxW-DG) method is
described in §2, where we view the scheme as a method of modified fluxes. The positivity-preserving
limiter is described in §3, where the discussion of the limiter is broken up into two parts: (1) the moment
limiter (§3.1) and (2) the parameterized flux limiter (§3.2). In §4 we present numerical results on several test
cases in 1D, 2D Cartesian, and 2D unstructured meshes. Finally we close with conclusions and a discussion
of future work in §5.

2 The Lax-Wendroff discontinuous Galerkin scheme

2.1 The base scheme: A method of modified fluxes

The Lax-Wendroff discontinuous Galerkin (LxW-DG) method [34] serves as the base scheme for the method
developed in this work. It is the result of an application of the Cauchy-Kovalevskaya procedure to hyperbolic
PDE: we start with a Taylor series in time, then we replace all time derivatives with spatial derivatives via
the PDE. Finally, a Galerkin projection discretizes the overall scheme, where a single spatial derivative is
reserved for the fluxes in order to perform integration-by-parts.

We review the Lax-Wendroff DG scheme for the case of a general nonlinear conservation law that is
autonomous in space and time in multiple dimensions [34]. The current presentation illustrates the fact that
Lax-Wendroff schemes can be viewed as a method of modified fluxes, wherein higher-order information
about the PDE is directly incorporated by simply redefining the fluxes that would typically be used in an
“Euler step.”

We consider a generic conservation law of the form

q,t +∇ ·F(q) = 0, (17)
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where the matrix ∂F
∂q · n̂ is diagonalizable for every unit length vector n̂ and q in the domain of interest.

Formal integration of (17) over an interval [tn, tn+1] results in an exact update through

q(t +∆t,~x) = q(t,~x)−∆t ∇ ·F(q(t,~x)), (18)

where the time-averaged flux [7] is defined as

F(q(t,~x)) :=
1
∆t

∫ tn+∆t

tn
F(q(t,~x))dt. (19)

Moreover, a Taylor expansion of F and a change of variables yields

F(q) =
1
∆t

∫
∆t

0

(
F(qn)+ τF(qn),t +

1
2

τ
2 F(qn),t,t + · · ·

)
dτ

= F(qn)+
1
2!

∆t F(qn),t +
1
3!

∆t2 F(qn),t,t + · · · ,
(20)

which can be inserted into (18). In a numerical discretization of (18), the Taylor series in (20) is truncated
after a finite number of terms.

Remark 1. If F≈ F(q(tn,~x)), then (18) reduces to a forward Euler time discretization for hyperbolic con-
servation law (17). This fact will allow us to incorporate positivity-preserving limiters into the Lax-Wendroff
flux construction.

This observation allows us to incorporate the positivity-preserving limiters that are presented in §3.1 and
§3.2, because we view the LxW-DG method as a method of modified fluxes.

2.2 Construction of the time-averaged flux

We now describe how to compute the temporal derivative terms:

F(qn),t , F(qn),t,t , F(qn),t,t,t , . . . (21)

that are required to define the time-averaged flux in (20). This discussion is applicable to high-order finite
difference methods, finite volume methods (e.g., ADER), as well as discontinuous Galerkin finite element
methods.

A single application of the chain rule to compute the time derivative of the flux function yields

∂F
∂t

= F′(q) ·q,t =−F′(q) · (∇ ·F) , (22)

where the flux Jacobian is

F′(q)i j :=
∂Fi

∂q j
, 1≤ i, j ≤M. (23)

The matrix-vector products in (22) can be compactly written using the Einstein summation convention
(where repeated indices are assumed to be summed over), which produces a vector whose ith-component is

∂Fi

∂t
=

∂Fi

∂q j

∂q j

∂t
=−∂Fi

∂q j
(∇ ·F) j . (24)
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A second derivative of (22) yields

∂2F
∂t2 =

∂

∂t

(
−F′(q)∇ ·F

)
= F′′(q) · (∇ ·F(q),∇ ·F(q))+F′(q) ·∇

(
F′(q)(∇ ·F)

)
, (25)

where F′′(q) is the Hessian with elements given by

Fi jk :=
∂2Fi

∂q j∂qk
=

(
∂2 fi

∂q j∂qk
,

∂2gi

∂q j∂qk

)
. (26)

Equations (22) and (25) are generic formulae; the equalities are appropriate for any two-dimensional hy-
perbolic system, and similar identities exist for three dimensions. The first product in the right hand side
of (25) is understood as a Hessian-vector product. Scripts that compute these derivatives, as well as the
matrix, and Hessian vector products that are necessary to implement a third-order Lax-Wendroff scheme for
multidimensional Euler equations can be found in the open source software FINESS [37].

Finally, these two time derivatives are sufficient to construct a third-order accurate method by defining
the time-averaged flux through

Fn
T (q) := F(qn)+

1
2!

∆t F(qn),t +
1
3!

∆t2 F(qn),t,t , (27)

and then updating the solution through

qn+1(~x) = qn(~x)−∆t ∇ ·Fn
T (28)

in place of (18).

2.3 Fully-discrete weak formulation

The final step is to construct a fully discrete version of (28). The LxW-DG scheme follows the following
process [24, 38]:

Step 1. At each quadrature point evaluate the numerical flux, F(qn), and then integrate this numerical flux
against basis functions to obtain a Galerkin expansion of Fh inside each element.

Step 2. Using the Galerkin expansions of qh and Fh, evaluate all required spatial derivatives to construct the
time expansion Fn

T in (27) at each quadrature point.

Step 3. Multiply (28) by a test function ϕ(`), integrate over a control element Ti, and apply the divergence
theorem to yield∫

Ti

qn+1
ϕ
(`)dx =

∫
Ti

qn
ϕ
(`)dx−∆t

∫
Ti

∇ϕ
(`) ·FT (qn)dx+∆t

∮
∂Ti

ϕ
(`) FT (qn) · n̂ds, (29)

where n̂ is the outward pointing unit normal to element Ti, which reduces to

Q(`)n+1
i = Q(`)n

i − ∆t
|Ti|

∫
Ti

∇ϕ
(`) ·Fh

T dx︸ ︷︷ ︸
Interior

+
∆t
|Ti|

∮
∂Ti

ϕ
(`) Fh∗

T · n̂ds︸ ︷︷ ︸
Edges

(30)

by orthogonality of the basis ϕ. In practice, both the interior and edge integrals are approximated by
appropriate numerical quadrature rules. The flux values, Fh∗

T , in the edge integrals still need to be
defined.
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ρBC

~MBC

EBC

−→

ρb

~Mb

Eb

←−
∂Ω

Fig. 1: Interior, qb, and exterior, qBC, solution values on either side of the boundary ∂Ω.

Step 4. Along each edge solve Riemann problems at each quadrature point by using the left and right
interface values. In this work we use the well-known Lax-Friedrichs flux:

Fh∗
T

(
qh
−, qh

+

)
· n̂ =

1
2

[
n̂ ·
(

FT

(
qh
+

)
+FT

(
qh
−

))
− s
(

qh
+−qh

−

)]
, (31)

where s is an estimate of the maximum global wave speed, qh
− is the approximate solution evaluated

on the element boundary on the interior side of Ti, and qh
+ is the approximate solution evaluated on

the element boundary on the exterior side of Ti.

2.4 Boundary conditions

In order to achieve high-order accuracy at the boundaries of the computational domain, a careful treatment
of the solution in each boundary element is required. In particular, all simulations in this work require either
reflective (hard surface) or transparent (outflow) boundary conditions.

Suppose the solution takes on the value

qb =
(
ρ

b, ~Mb, Eb) (32)

at a quadrature point xb on the boundary ∂Ω, and we wish to define a boundary value, qBC, on the exterior
side of the boundary ∂Ω that yields a flux with one of two desired boundary conditions. This is depicted
in Figure 1. Let t̂ and n̂ be the unit tangent and unit normal vectors to the boundary at the boundary point
xb, respectively. In both the reflective and transparent boundary conditions, we enforce continuity of the
tangential components:

~MBC · t̂ = ~Mb · t̂. (33)

The only difference between the two types of boundary conditions we consider lie in the normal direction.
We set

~MBC · n̂ =∓~Mb · n̂, (34)

where the minus sign corresponds to the reflective boundary condition and the plus sign corresponds to the
transparent boundary condition.

From this we can easily write out the full boundary conditions at the point xBC:ρBC

~MBC

EBC

=

 ρb(
~Mb · t̂

)
t̂∓
(
~Mb · n̂

)
n̂

Eb

 , (35)

where again the minus sign corresponds to the reflective boundary condition and the plus sign corresponds
to the transparent boundary condition.
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In order to achieve high-order time accuracy we need apply the above boundary conditions to the time
derivatives on the boundary:ρBC

,t
~MBC
,t

EBC
,t

=

 ρb
,t(

~Mb
,t · t̂
)

t̂∓
(
~Mb
,t · n̂

)
n̂

Eb
,t

 ,

ρBC
,t,t

~MBC
,t,t

EBC
,t,t

=

 ρb
,t,t(

~Mb
,t,t · t̂

)
t̂∓
(
~Mb
,t,t · n̂

)
n̂

Eb
,t,t

 , (36)

where all time derivatives must be replaced by spatial derivatives using the PDE.

3 Positivity preservation

The temporal evolution described in the previous section fails to retain positivity of the solution, even in
the simple case of linear advection with smooth solutions that are near zero. In fact, in extreme cases the
projection of the initial conditions can fail to retain positivity of the solution due to the Gibbs phenomena.
The positivity-preserving limiter we present follows a two step procedure:

Step 1. Limit the moments in the expansion so that the solution is positive at each quadrature point.

Step 2. Limit the fluxes so that the cell averages retain positivity after a single time step.

We now describe the first of these two steps.

3.1 Positivity at interior quadrature points via moment limiters

This section describes a procedure that implements the following: if the cell averages are positive, then the
solution is forced to be positive at a preselected and finite collection of quadrature points. We select only
the quadrature points that are actually used in the numerical update; this includes internal Gauss quadrature
points as well as face/edge Gauss quadrature points. Unlike other positivity limiting schemes [47, 49] in the
SSP Runge-Kutta framework, this step is not strictly necessary to guarantee positivity of the cell average
at the next time-step; however, the main reason for applying the limiter at quadrature points is to guarantee
that each term in the update is physical, which will reduce the total amount of additional limiting of the cell
average updated needed in Section 3.2. The process to maintain positivity at quadrature points is carried
out in a series of three simple steps. Because this part of the limiter is entirely local, we focus on a single
element Tk, and therefore drop the subscript for ease of notation.

3.1.1 Step 0: Assume positivity of the cell averages.

We assume that the cell averages for the density satisfies ρ
n ≥ ε0, where ε0 > 0 is a cutoff parameter that

guarantees hyperbolicity of the system. In this work, we set ε0 = 10−12 in all simulations. Furthermore,
we assume that the cell average for the pressure satisfies pn > 0, where the (average) pressure pn is defined
through the averages of the other conserved quantities in (11). Note that these two conditions are sufficient
to imply that the average energy En

is positive.

3.1.2 Step 1: Enforce positivity of the density.

In this step, we enforce positivity of the density at each quadrature point xm ∈ Tk. Because ρ
n ≥ ε0, there

exists a (maximal) value θρ ∈ [0,1] such that

ρ
θ
m := ρ

n +θ

ML(MD)

∑
`=2

ρ
(`)n

ϕ
(`)(xm)≥ ε0 (37)
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for all quadrature points xm ∈ Tk and all θ∈ [0,θρ]. Note that we drop the subscript that indicates the element
number to ease the complexity of notation for the the ensuing discussion.

3.1.3 Step 2: Enforce positivity of the pressure.

Recall that the pressure is defined through the relation (2). We seek to guarantee that p(xm) > 0 for each
quadrature point xm ∈ Ti. In place of working directly with the pressure, we observe that it suffices to
guarantee that the product of the density and pressure is positive. To this end, we expand the momentum
and energy in the same free parameter θ. Similar to the density in (37), we write the momentum and energy
as

~Mθ
m := ~M

n
+θ

ML(MD)

∑
`=2

~M(`)n
ϕ
(`)(xm) and En

m := En
+θ

ML(MD)

∑
`=2

E (`)n
ϕ
(`)(xm). (38)

We define deviations from cell averages as

(
ρ̃

n
m, ~̃Mm, Ẽn

m

)
:=

ML(MD)

∑
`=2

(
ρ
(`)n, ~M(`)n, E (`)n

)
ϕ
(`)(xm), (39)

and compactly write the expression for the limited variables as the cell average plus deviations:

qθ
m := q+θq̃m, where q :=

(
ρ

n, ~M
n
, En

)
and q̃m =

(
ρ̃

n
m, ~̃M

n

m, Ẽn
m

)
. (40)

The product of the density and pressure at each quadrature point is a quadratic function of θ:

(ρp)θ
m := ρ

θ
m pθ

m = (γ−1)
(

Eθ
mρ

θ
m−

1
2
‖~Mθ

m‖2
)
, (41)

where ρθ
m is defined in (37). After expanding each of these conserved variables in the same scaling parameter

θ, we observe that

(ρp)θ

m = (γ−1)
(

Eθ
mρ

θ
m−

1
2
‖~Mθ

m‖2
)

= (γ−1)

amθ
2 +bmθ+

En
ρ

n− 1
2
‖~M

n
‖2︸ ︷︷ ︸

>0


 , (42)

where am and bm depend only on the quadrature point and higher-order terms of the expansions of density,
energy, and momentum:

am = Ẽn
m ρ̃

n
m−

1
2
‖ ~̃M

n

m‖2 and bm = Ẽn
m ρ

n
m +En

m ρ̃
n
m− ~̃M

n

m · ~M
n
. (43)

The quadratic function defined by (42) is non-negative for at least one value of θ, namely θ = 0. How-
ever, if (42) is positive at θ = 0, then we are guaranteed that there exists a θm ∈ (0,1] that guarantees
(ρp)θ

m ≥ 0 for all θ ∈ [0,θm]. In particular, we are interested in finding the largest such θ (i.e., the least
amount of damping). Instead of exactly computing the optimal θ, which could readily be done, but would
require additional floating point operations, we make use of the following lemma [39] to find an approxi-
mately optimal θ.

11



Lemma 1. The pressure function is a convex function of θ on [0,θρ]. That is,

pαθ1+(1−α)θ2
m ≥ αpθ1

m +(1−α)pθ2
m (44)

for all θ1,θ2 ∈ [0,θρ], and α ∈ [0,1].

Proof. We observe that directly from the definition of the limiter for the conserved variables in (40) that

qαθ1+(1−α)θ2
m = αqθ1

m +(1−α)qθ2
m , (45)

and therefore

pαθ1+(1−α)θ2
m = p

(
qαθ1+(1−α)θ2

m

)
= p

(
αqθ1

m +(1−α)qθ2
m

)
≥ αpθ1

m +(1−α)pθ2
m . (46)

The final inequality follows because ρθ
m > 0 for all 0≤ θ≤ θρ, and the pressure is a convex function (of the

conserved variables) whenever the density is positive.

As a consequence of (44) we can define

θm := min
(

p0
m

p0
m− pθρ

m
, θ

ρ
m

)
, (47)

which will guarantee that pθ
m > 0 for all θ ∈ [0,θm]. Finally, we define the scaling parameter for the entire

cell as
θ := min

m
{θm} (48)

and use this value to limit the higher order coefficients in the Galerkin expansions of the density, momentum,
and energy displayed in Eqns. (37) and (38). This definition gives us the property that ρn

m ≥ ε0 and pn
m > 0

at each quadrature point xm ∈ Ti. This process is repeated (locally) in each element Ti in the mesh. As a side
benefit to guaranteeing that the density and pressure are positive, we have the following remark.

Remark 2. If ρθ
m and pθ

m are positive at each quadrature point, then Eθ
m is also positive at each quadrature

point.

Proof. Divide (42) by (γ−1)ρθ
m and add 1

2‖~M
θ
m‖2 to both sides.

This concludes the first of two steps for retaining positivity of the solution. We now move on to the
second and final step, which takes into account the temporal evolution of the solver.

3.2 Positivity of cell averages via parameterized flux limiters

The procedure carried out for the flux limiter presented in this section is very similar to recent work for finite
volume [8] as well as finite difference [6, 39] methods. When compared to the finite difference methods, the
main difference in this discussion is that the expressions do not simplify as much because quantities such as
the edge lengths must remain in the expressions. This makes them more similar to work on finite volume
schemes [8]. Overall however, there is little difference between flux limiters on Cartesian and unstructured
meshes, and between flux limiters for finite difference, finite volume (FV), and discontinuous Galerkin (DG)
schemes. This is because the updates for the cell average in a DG solver can be made to look identical to the
update for a FV solver, and once flux interface values are identified, a conservative FD method can be made
to look like a FV solver, albeit with a different stencil for the discretization.

12



All of the aforementioned papers rely on the result of Perthame and Shu [33], which states that a first-
order finite volume scheme (i.e., one that is based on a piecewise constant representation with forward
Euler time-stepping) that uses the Lax-Friedrichs (LxF) numerical flux is positivity-preserving under the
usual CFL condition. Similar to previous work, we leverage this idea and incorporate it into a flux limiting
procedure. Here, the focus is on Lax-Wendroff discontinuous Galerkin schemes.

In this work we write out the details of the limiting procedure only for the case of 2D triangular elements.
However, all of the formulas generalize to higher dimensions and Cartesian meshes.

To begin, we consider the Euler equations (1) and a mesh that fits the description given in §1.2. After
integration over a single cell, Ti, and an application of the divergence theorem, we see that the exact evolution
equation for the cell average of the density is given by

d
dt

∫
Ti

qdx =−
∮

∂Ti

~F · n̂ds, (49)

where n̂ is the outward pointing (relative to Ti) unit normal to the boundary of Ti. Applying to this equation
a first-order finite volume discretization using the Lax-Friedrichs flux yields

qn+1
i = qn

i −
∆t
|Ti| ∑e∈Ti

f LxF
e , (50)

and the Lax-Friedrichs flux is

f LxF
e :=

1
2
~ne ·
(
~F
(
qn

e+
)
+~F (qn

i )
)
− 1

2
‖~ne‖s

(
qn

e+−qn
i
)
, (51)

where ~ne is an outward-pointing (relative to Ti) normal vector to edge e with the property that ‖~ne‖ is the
length of edge e ∈ Ti, and the e+ index refers to the solution on edge e on the exterior side of Ti. We use
a global wave speed s, because this flux defines a provably positivity-preserving scheme [33]. Other fluxes
can be used, provided they are positivity-preserving (in the mean).

Recall that the update for the LxW-DG method is given in (30). The numerical edge flux, Fh∗
T , is based

on the temporal Taylor series expansion of the fluxes. The update for the cell averages takes the form:

qn+1
i = qn

i −
∆t
|Ti|

∮
∂Ti

Fh∗
T ·~̂nds, (52)

which in practice needs to be replaced by a numerical quadrature along the edges. Applying Guassian
quadrature along each edge produces the following edge value (or face value in the case of 3D):

f LxW
e :=

1
2

MQ

∑
k=1

ωk Fh∗
T (xk) ·ne, (53)

where xk and ωk are Gaussian quadrature points and weights, respectively, for integration along edge e. This
allows us to write the update for the cell average in the Lax-Wendroff DG method in a similar fashion to that
of the Lax-Friedrichs solver, but this time we have higher-order fluxes:

qn+1
i = qn

i −
∆t
|Ti| ∑e∈Ti

f LxW
e . (54)

Next we define a parameterized flux on edge e by

f̃e := θe
(

f LxW
e − f LxF

e
)
+ f LxF

e , (55)
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where θe ∈ [0,1] is as free parameter that is yet to be determined. We also define the quantity, Γi, which by
virtue of the positivity of the Lax-Friedrichs method is positive in both density and pressure:

qn+1
i =

∆t
|Ti|

Γi, where Γi :=
|Ti|
∆t

qn
i − ∑

e∈Ti

f LxF
e . (56)

In order to retain a positive density in the high-order update formula, the following condition must be
satisfied:

ρ
n+1
i = ρ

n
i −

∆t
|Ti| ∑e∈Ti

f̃ ρ
e ≥ 0 =⇒ ρ

n+1
i =

∆t
|Ti|

(
Γ

ρ

i + ∑
e∈Ti

θe∆ f ρ
e

)
≥ 0, (57)

where
∆ fe := f LxF

e − f LxW
e . (58)

Note that a ρ superscript is introduced to the flux function in order to denote the first component of the flux,
namely the mass flux. Positivity of the density is achieved if

∑
e∈Ti

θe∆ f ρ
e ≥−Γ

ρ

i . (59)

The basic procedure for positivity limiting is to reduce the values of θe until inequality condition (59)
is satisfied. For a triangular mesh, there are three values of θe that contribute to each cell. In this case
there exists a three-dimensional feasible region that contains all admissible θe values, one for each e ∈ Ti,
where the new average density, ρ

n+1
i , is positive. Finding the exact boundary of this set is computationally

impractical; and therefore, we make an approximation so that the problem becomes much simpler. In
particular, we approximate the feasible region by a rectangular cuboid:

Sρ

i := [0,Λei1 ]× [0,Λei2 ]× [0,Λei3 ]⊆ [0,1]3, (60)

where ei1, ei2, and ei3 are the three edges that make up element Ti, over which

ρ
n+1
i = ρ

n
i −

∆t
|Ti|

(
f̃ ρ
ei1
+ f̃ ρ

ei2
+ f̃ ρ

ei3

)
≥ 0, ∀(θei1 , θei2 , θei3) ∈ Sρ

i . (61)

Once we have determined the feasible region for each element over which the average density, ρ
n+1
i ,

remains positive, the next step is to rescale each Λeik for k = 1,2,3 to also guarantee a positive average
pressure, pn+1

i , on the same element:

Sρp
i := [0,µei1 Λei1 ]× [0,µei2 Λei2 ]× [0,µei3 Λei3 ]⊆ [0,1]3, (62)

where 0≤ µeik ≤ 1 for each i and for each k = 1,2,3.
We leave the details of the procedure to determine the feasibility region to the next subsection, in which

we also summarize the full algorithm.

3.3 Putting it all together: An efficient implementation of the positivity-preserving limiter

An efficient implementation of the positivity preserving limiter should avoid communication with neighbor-
ing cells as much as possible. Indeed, this is one advantage of single-stage, single-step methods such as the
Lax-Wendroff discontinuous Galerkin method. In order to avoid additional communication overhead, we
suggest the implementation described below.
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(a)

T je

ed
ge

:eTie ~ne

(b)

~nei1

Ti ~nei2
Ti~nei3 Ti

Fig. 2: Illustrations of various quantities needed in the discontinuous Galerkin update on unstructured grids.
Panel (a) illustrates the normal vector ~ne to the edge e and the two elements ie (on the outward side
of ~ne) and je (on the inward side of ~ne). Panel (b) illustrates the three normal vectors ~nei1 , ~nei2 , and
~nei3 to the three edges of element Ti. In the case shown in Panel (b), the values of εik as defined in
Equation (65) are εi1 =−1, εi2 = 1, and εi3 =−1.

In the formulas below we make use of the following quantities:

ne := normal vector to edge e such that ‖ne‖ is equal to the length of edge e, (63)

eik := label of kth edge (k = 1,2,3) of element Ti, (64)

εik :=

{
+1 if neik is outward pointing relative to Ti,

−1 if neik is inward pointing relative to Ti,
(65)

ie := the element that has e as an edge and for which ne is outward pointing, (66)

je := the element that has e as an edge and for which ne is inward pointing. (67)

These quantities are illustrated in Figure 2.

Loop over all elements, i = 1,2, . . . ,Melems:

Step 1. Enforce positivity of the density and pressure at internal and boundary quadrature points using
the limiter described in detail in Section 3.1.

Step 2. Compute the time-averaged fluxes, Fn
T , defined in Equation (27).

Loop over all edges, e = 1,2, . . . ,Medges:

Step 3. For each quadrature point, x`, on the current edge compute the high-order numerical flux:

Fh∗
T (x`) ·ne :=

ne

2
·
[
FT

(
qh(x+k ))+FT

(
qh(x−k ))]− s‖ne‖

2

(
qh(x+k )−qh(x−k )) , (68)

where s is an estimate of the maximum global wave speed. From these numerical flux values, compute
the edge-averaged high-order flux:

f LxW
e :=

1
2

MQ

∑
`=1

ω` Fh∗
T (x`) ·ne, (69)

where ωk are the weights in the Gauss-Legendre numerical quadrature with MQ points. Still on the
same edge, also compute the edge-averaged low-order flux:

f LxF
e :=

~ne

2
·
[
~F
(

qh
je

)
+~F

(
qh

ie

)]
− s‖~ne‖

2

(
qh

je−qh
ie

)
. (70)

Finally, set
Λe = 1. (71)
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Loop over all elements, i = 1,2, . . . ,Melems:

Step 4. Let ∆ fk = εik
(

f LxF
eik
− f LxW

eik

)
for k = 1,2,3 represent the high-order flux contribution on the three

edges of element Ti. We choose a reordering of the indices 1, 2, 3 to the indices a, b, c such that the
three flux differences are ordered as follows:

∆ f ρ
a ≤ ∆ f ρ

b ≤ ∆ f ρ
c . (72)

We now define the three values Λia, Λib, and Λic and consider four distinct cases.

Case 1. If 0≤ ∆ f ρ
a ≤ ∆ f ρ

b ≤ ∆ f ρ
c , then

Λia = Λib = Λic = 1. (73)

Case 2. If ∆ f ρ
a < 0≤ ∆ f ρ

b ≤ ∆ f ρ
c , then set

Λia = min

{
1,

Γi∣∣∆ f ρ
a
∣∣
}
, Λib = Λic = 1. (74)

Case 3. If ∆ f ρ
a ≤ ∆ f ρ

b < 0≤ ∆ f ρ
c , then set

Λia = Λib = min

{
1,

Γi∣∣∆ f ρ
a +∆ f ρ

b

∣∣
}
, Λic = 1. (75)

Case 4. If ∆ f ρ
a ≤ ∆ f ρ

b ≤ ∆ f ρ
c < 0, then set

Λia = Λib = Λic = min

{
1,

Γi∣∣∆ f ρ
a +∆ f ρ

b +∆ f ρ
c
∣∣
}
. (76)

Note that in each of these cases the ratios used in the relevant formulas are found by setting the positive
contributions on the left-hand side of inequality (59) equal to zero, and then solving for the remaining
elements. This is equivalent to only looking at the worst case scenario where mass is only allowed to
flow out of element Ti.

Step 5. Define the Lax-Friedrichs average solution:

qLxF
i := qn

i −
∆t
|Ti|

3

∑
k=1

f LxF
k , (77)

and do the following.

(a) Loop over all seven cases, c = 111,110,101,100,011,010,001, shown in Figure 3 and for each
case construct the average solution:

qc
i := qn

i −
∆t
|Ti|

3

∑
k=1

αk Λik f LxW
k . (78)

The seven cases studied here enumerate all of the possible values of αk ∈ {0,1}, with the excep-
tion of c = 000, which reduces to updating the element with purely a Lax-Friedrichs flux.
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(b) For each c, determine the largest value of µc ∈ [0,1] such that the average pressure as defined by
(11) and based on the average state:

µc qc
i +(1−µc) qLxF

i (79)

is positive. Note that the average pressure is always positive when µc = 0, and if the average
pressure is positive for 0≤ r ≤ 1, then the average pressure will be positive for any 0≤ µc ≤ r.
This is because the pressure is a convex function of µc.

(c) Rescale the edge Λ values (when compared to the neighboring elements) based on µc as follows:

Λei1 = min
{

Λei1 , Λi1 ·min
{

µ111, µ110, µ101, µ100

}}
, (80)

Λei2 = min
{

Λei2 , Λi2 ·min
{

µ111, µ110, µ011, µ010

}}
, (81)

Λei3 = min
{

Λei3 , Λi3 ·min
{

µ111, µ101, µ011, µ001

}}
. (82)

Loop over all elements, i = 1,2, . . . ,Melems:

Step 6. For each of the three edges that make up element Ti determine the damping coefficients, θk for
k = 1,2,3, as follows:

θk = Λeik for k = 1,2,3. (83)

Update the cell averages:

Q(1)n+1
i = Q(1)n

i − ∆t
|Ti|

3

∑
k=1

[
θk f LxW

eik
+(1−θk) f LxF

eik

]
, (84)

as well as the high-order moments

Q(`)n+1
i = Q(`)n

i − ∆t
|Ti|

∫
Ti

∇ϕ
(`) ·Fh

T dx +
∆t
|Ti|

∮
∂Ti

ϕ
(`) Fh∗

T · n̂ds (85)

for 2≤ `≤ML, where exact integration is replaced by numerical quadrature.

Remark 3. Extensions to 2D Cartesian, 3D Cartesian, and 3D tetrahedral mesh elements follow directly
from what is presented here, and require considering flux values along each of the edges/faces of a given
element.

4 Numerical results

4.1 Implementation details

All of the results presented in this section are implemented in the open-source software package DOGPACK

[35]. In addition, the positivity limiter described thus far is not designed to handle shocks, and therefore
an additional limiter needs to be applied in order to prevent spurious oscillations from developing (e.g., in
problems that contain shocks but have large densities). There are many options available for this step, but
in this work, we supplement the positivity-preserving limiter presented here with the recent shock-capturing
limiter developed in [31] in order to navigate shocks that develop in the solution. Specifically we use the
version of this limiter that works with the primitive variables, and we set the parameter α = 500∆x1.5. In
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Fig. 3: Seven cases used to enforce the positivity of the average pressure on each element: (a) 111, (b) 110,
(c) 101, (d) 100, (e) 011, (f) 010, and (g) 001.

our experience, this limiter with these parameters offers a good balance between damping oscillations while
maintaining sharply refined solutions. Additionally, we point out that extra efficiency can be realized by
locally storing quantities computed for the aforementioned positivity-limiter as well as this shock-capturing
limiter.

Unless otherwise noted, these examples use a CFL number of 0.08 with a 3rd order Lax-Wendroff time
discretization. All of the examples have the positivity-preserving and shock-capturing limiters turned on.

4.2 One-dimensional examples

In this section we present some standard one-dimensional problems that can be found in [39] and references
therein. These problems are designed to break codes that do not have a mechanism to retain positivity of the
density and pressure, but with this limiter, we are able to successfully simulate these problems.

4.2.1 Double rarefaction problem

Our first example is the double rarefaction problem that can be found in [39, 47, 48]. This is a Riemann
problem with initial conditions given by (ρL,u1

L, pL) = (7,−1,0.2) and (ρR,u1
R, pR) = (7,1,0.2). The solu-

tion involves two rarefaction waves that move in opposite directions that leave near zero density and pressure
values in the post shock regime. We present our solution on a mesh with a course resolution of ∆x = 1

100 ,
as well as a highly refined solution with ∆x = 1

1000 . Our results, shown in Figure 4, are comparable to those
obtained in other works, however the shock-capturing limiter we use is not very diffusive and therefore
there is a small amount of oscillation visible in the solution at the lower resolution. However this oscillation
vanishes for the more refined solution.

4.3 Sedov blast wave

This example is a simple one-dimensional model of an explosion that is difficult to simulate without aggres-
sive (or positivity-preserving) limiting. The initial conditions involve one central cell with a large amount of
energy buildup that is surrounded by a large area of undisturbed air. These initial conditions are supposed
to approximate a delta function of energy. As time advances, a strong shock waves emanates from this cen-
tral region and they move in opposite directions. This leaves the central post-shock regime with near zero
density.
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Fig. 4: The solution for the double-rarefaction problem. This is a standard example that fails for methods
that are not positivity-preserving. The blue dots correspond to the computed numerical solution, and
the red line corresponds to the computed solution on a highly refined mesh.

19



-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

1

2

3

4

5

6

Density at t = 0.001

(a)

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

×10
5

0

1

2

3

4

5

6

7

8
Pressure at t = 0.001

(b)

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-1000

-800

-600

-400

-200

0

200

400

600

800

1000
u

1
(x,t) at t = 0.001

(c)

Fig. 5: Sedov Blast-Wave. This is another standard example that fails without the positivity limiting. The
blue dots correspond to the computed numerical solution, and the red line corresponds to the exact
solution.

The initial conditions are uniform in both density and velocity, with ρ = 1 and u1 = 0. The energy
takes on the value E = 3200000

∆x in the central cell and E = 1.0×10−12 in every other cell. This problem is
explored extensively by Sedov, and in his classical text gives an exact solution that we use to construct the
exact solution underneath our simulation [40]. We show our solution in Figure 4.3, and we point out that
our results are quite good especially since we use such a coarse resolution of size ∆x = 1

100 .

4.4 Two dimensional examples

Here, we highlight the fact that this solver is able to operate on both Cartesian and unstructured meshes.

4.4.1 Convergence Results

We first verify the high-order accuracy of the proposed scheme. For problems where the density and pressure
are far away from zero, the limiters proposed in this work “turn off”, and therefore have no effect on the
solution. In order to investigate the effect of this positivity preserving limiter, we simulate a smooth problem
where the solution has regions that are nearly zero. This is similar to the smooth test case considered by
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[47], [39] and [9]. To this end, we consider initial conditions defined by
ρ0
u1

0
u2

0
p0

(x) =


1−0.9999sin(2πx)sin(2πy)

1
0
1

 (86)

on a computational domain of [0,1]× [0,1]. We integrate this problem up to a final time of t = 0.02, and
compute L2-norm errors against the exact solution given by

ρ

u1

u2

p

(t,x) =


1−0.9999sin(2π(x− t))sin(2πy)

1
0
1

 . (87)

Results for Cartesian as well as unstructured meshes are presented in Table 1. These indicate that the
high-order accuracy of the method is not sacrificed when the limiters are turned on. As a final note, we
observe that it appears that in general much higher resolution is required on unstructured meshes before the
numerical results enter the asymptotic regime.

# Cartesian cells Error Order # triangular cells Error Order
784 1.79×10−04 — 20400 1.03×10−05 —

1764 7.08×10−06 7.966 29280 2.36×10−06 8.148
3969 2.10×10−06 2.994 42048 2.43×10−07 12.560
8836 6.22×10−07 3.045 60550 1.39×10−07 3.084

19881 1.86×10−07 2.971 86526 8.11×10−08 2.999
44944 5.48×10−08 3.000 124998 4.67×10−08 3.003

— — — 179998 2.70×10−08 3.013

Tab. 1: Convergence results for the 2D Euler problem in Section 4.4.1. All errors are L2 norm errors. We see
that the positivity preserving limiter does not affect the asymptotic convergence rate of the method.
Also note that this solution was run only to short time, as in [47], [39] and [9], because for this
example we must resolve a positive, yet very small density leading to a very large wave-speed and
thus a very small permissable time-step.

4.4.2 Sedov blast on an unstructured mesh

In this example we implement a two-dimensional version of the Sedov blast wave on the circular domain

Ω =
{
(x,y) : x2 + y2 ≤ 1.1

}
.

The bulk of the domain begins with an undisturbed gas, ~u ≡~0, with uniform density ρ ≡ 1, and near-
zero energy E = 10−12. Only the cells at the center of the domain contain a large amount of energy that
approximate a delta function. To simulate this, we introduce a small region at the center of the domain that
is radially symmetric (because the simulation should be radially symmetric) of the form

E =

{
0.979264

πr2
d

√
x2 + y2 < rd ,

10−12 otherwise,
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where rd =
√

π1.12

#cells is a characteristic length of the mesh.
We present results in Figure 6 where we simulate our solution with a total of 136270 mesh cells.

(a)

0 0.25 0.5 0.75 1

0

1

2

3

4

5

6

(b)

Fig. 6: Sedov blast problem. Here, we show density plots of the two dimensional Sedov problem we in-
troduce in §4.4.2 . The clear regions in the upper right part of subfigure (a) are due to the fact that
we only mesh the interior of the circular domain

{
(x,y) : x2 + y2 ≤ 1.1

}
. Also note that we ran this

problem on the entire circular region but only plot the upper right region of the solution.

4.4.3 Shock-diffraction over a block step: Cartesian mesh

This is a common example used to test positivity limiters [39, 47, 48]. It involves a Mach 5.09 shock located
above a step moving into air that is at rest with ρ = 1.4 and p = 1.0. The domain this problem is typically
solved on is [0,1]× [6,11]∪ [1,13]× [0,11]. The step is the region [0,1]× [0,6]. Our boundary conditions
are transparent everywhere except above the step where they are inflow and on the surface of the step where
we used solid wall. Our initial conditions have the shock located above the step at x = 1. The problem is
typically run out to t = 2.3, and if a positivity limiter is not used the solution develops negative density and
pressure values, which causes the simulation to fail. The solution shown in Figure 7 is run on a 390×330
Cartesian mesh.

4.4.4 Shock-diffraction over a block step: unstructured mesh

Next, we run the same problem from §4.4.3, but we discretize space using an unstructured triangular mesh
with 126018 cells. The results are shown in Figure 8, and indicate that the unstructured solver behaves
similarly to the Cartesian one.

4.4.5 Shock-diffraction over a 120 degree wedge

This final shock-diffraction test problem is very similar to the previous test problems, however it must be
run on an unstructured triangular mesh because the wedge involved in this problem is triangular (with a 120
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Fig. 7: The Mach 5.09 shock-diffraction test problem on a 390× 330 Cartesian mesh. For the density, we
plot a total of 20 equally spaced contour lines ranging from ρ = 0.066227 to ρ = 7.0668. For the
pressure, we plot a total of 40 equally spaced contour lines ranging from p = 0.091 to p = 37 to
match the figures in [47].
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Fig. 8: The shock-diffraction test problem on an unstructured triangular mesh. For the density, we plot a
total of 20 equally spaced contour lines ranging from ρ = 0.066227 to ρ = 7.0668. For the pressure,
we plot a total of 40 equally spaced contour lines ranging from p = 0.091 to p = 37, again to match
the figures in [47].
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degree angle) [49]. Our domain for this problem is given by

[0,13]× [0,11]\ [0,3.4]∪ [0,3.4]×
[

6.0
3.4

x,6.0
]
.

Again the boundary conditions are transparent everywhere except above the step where they are inflow and
on the surface of the step where they are reflective solid wall boundary conditions. In addition, the initial
conditions for this problem are also slightly different that those in the previous example. Here, we have a
Mach 10 shock located above the step at x = 3.4, and undisturbed air in the rest of the domain with ρ = 1.4
and p = 1.0. This problem is run on an unstructured mesh with a total of 122046 cells. These results are
presented in Figure 9.
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Fig. 9: Shock diffraction problem with a wedge. Here, we present numerical results for the Mach 10 shock
diffraction problem, where the shock passes over a 120 degree angular step. For the density, we plot
a total of 20 equally spaced contour lines ranging from ρ = 0.0665 to ρ = 8.1. For the pressure, we
plot a total of 40 equally spaced contour lines ranging from p = 0.5 to p = 118.

5 Conclusions

In this work we developed a novel positivity-preserving limiter for the Lax-Wendroff discontinuous Galerkin
(LxW-DG) method. Our results are high-order and applicable for unstructured meshes in multiple dimen-
sions. Positivity of the solution is realized by leveraging two separate ideas: the moment limiting work of
Zhang and Shu [48], as well as the flux corrected transport work of Xu and collaborators [8, 9, 30, 39, 45].
The additional shock capturing limiter, which is required to obtain non-oscillatory results, is the one re-
cently developed by the current authors [31]. Numerical results indicate the robustness of the method, and
are promising for future applications to more complicated problems such as the ideal magnetohydrodynam-
ics equations. Future work includes introducing source terms to the solver, as well as pushing these methods
to higher orders (e.g., 11th-order), but that requires either (a) an expedited way of computing higher deriva-
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tives of the solution, or (b) rethinking how Runge-Kutta methods are applied in a modified flux framework
(e.g., [7]).
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