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Temporally semidiscrete approximation of a
Dirichlet boundary control for a
fractional/normal evolution equation with a
final observation *
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Abstract

Optimal Dirichlet boundary control for a fractional/normal evolution
with a final observation is considered. The unique existence of the solution
and the first-order optimality condition of the optimal control problem are
derived. The convergence of a temporally semidiscrete approximation is
rigorously established, where the control is not explicitly discretized and
the state equation is discretized by a discontinuous Galerkin method in
time. Numerical results are provided to verify the theoretical results.
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tinuous Galerkin method; convergence.

1 Introduction

There is an extensive literature on the numerical optimization with PDE con-
straints. So far, most of the literature focuses on the distributed control prob-
lems, and the works on the Dirichlet boundary control problems are rather
limited. Compared with the distributed control problems, the Dirichlet bound-
ary control problems are more challenging in the following senses. Firstly, the
solution of the state equation of a Dirichlet boundary control problem is of sig-
nificantly lower regularity than that of a distributed control problem, and this
increases the difficulty in both theoretical and numerical analysis. Secondly,
in the weak form of the solution of the state equation of a Dirichlet boundary
control problem, the test function space is more regular than the trial func-
tion space, and hence the weak form is not appropriate for the discretization.
Thirdly, since the normal derivative of the adjoint state occurs in the first-order
optimality condition, the discrete first-order optimality condition will essen-
tially involve the discrete normal derivative of the discrete adjoint state, and
this increases the implementation difficulty.
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We summarize the works on the parabolic Dirichlet boundary control prob-
lems briefly as follows. Using an integral representation formula derived by
the semigroup theory (cf. [3, Section 4.12] and [30]), Lasiecka [29, 31] analyzed
spatial Galerkin approximations of an optimal Dirichlet boundary control prob-
lem and a time optimal Dirichlet boundary control problem for the parabolic
equations. Kunisch and Vexler [28] analyzed constrained Dirichlet boundary
control problems for a class of parabolic equations and derived the convergence
of the PDAS strategy for two Dirichlet boundary control problems. Applying
the Robin penalization method to a Dirichlet boundary control problem for
a parabolic equation with a final observation, Belgacem et al. [4] obtained a
penalized Robin boundary control problem. Gong et al. [16] analyzed a finite
element approximation of a Dirichlet boundary control for a parabolic equa-
tion, where the variational discretization approach [19] was used and the state
equation was discretized by the usual H'-conforming P1l-element in space and
discretized by the dG(0) scheme in time. Recently, Gong and Li [17] improved
the spatial accuracy derived in [16], using the maximal LP-regularity theory. We
note that, for the state equation with rough Dirichlet boundary data, [29, 31]
used the semigroup theory to define the solution whereas [16, 17, 28] used the
transposition technique to define the solution (called the very weak solution).

For the numerical analysis of parabolic Neumann/Robin boundary control
problems, we refer the reader to [1, 7, 27, 44]. For the numerical analysis of
other optimal control problems for parabolic equations, we refer the reader to
[8, 15, 34, 35, 47, 48, 49, 50] and the references therein. Although the spatial
discretization is not considered in this paper, we would like to refer the reader
to [5, 13, 14, 32] for the numerical analysis of elliptic and parabolic equations
with rough Dirichlet boundary data.

To our best knowledge, no convergence result is available for the Galerkin-
type approximations of the Dirichlet boundary control problems governed by the
parabolic equations with final observations. The fractional evolution equation is
an extension of the normal evolution equation, widely used to describe the phys-
ical phenomena with memory effect [55]. Recently, Harbir et al. [2] studied an
optimal distributed control problem for a space-time fractional diffusion equa-
tion. For the numerical analysis of the optimal distributed problems governed
by the time fractional diffusion equations, we refer the reader to [18, 26, 38, 61].
To our knowledge, no numerical analysis is available for the Dirichlet boundary
control problems governed by the fractional evolution equations. Hence, this pa-
per tries to analyze the Dirichlet boundary control problems for the fractional
and normal evolution equations in a unified way.

In this paper, we establish the convergence of a temporally semidiscrete
approximation of an abstract optimal control problem governed by a fraction-
al/normal evolution equation with a final observation. This approximation uses
the variational discretization concept [19] and uses a discontinuous Galerkin
method to discretize the state equation in time. The discontinuous Galerkin
method is the famous dG(0) scheme for the normal evolution equation, and is
equivalent to the well-known L1 scheme [39] with uniform temporal grids for
the fractional evolution equations. The derived numerical analysis is applied to
a Dirichlet boundary control problem. We note that there are many works (see
[20, 21, 22, 23, 25, 36, 41, 43] and the references therein) devoted to the numer-
ical analysis of the fractional diffusion equations with rough initial value and
source term, but, to our knowledge, no numerical analysis is available for the



fractional diffusion equation with rough Dirichlet boundary value. This paper
also fills in this gap.

The rest of this paper is organized as follows. Section 2 establishes the
convergence of a temporally semidiscrete approximation of an abstract optimal
control problem. Section 3 applies the theory developed in the previous section
to a Dirichlet boundary control problem. Section 4 performs three numerical
experiments to confirm the theoretical results.

2 An abstract optimal control problem

2.1 Preliminaries

We will use the following conventions: for each linear vector space, the field of
the scalars is C; for a Hilbert space X', we use (-, ) x to denote its inner product;
for a Banach space B, we use (-,-)g to denote a duality paring between B* (the
dual space of B) and B; for a linear operator A, p(A) denotes the resolvent set
of A and R(z, A) denotes the inverse of z — A for each z € p(A); for two Banach
spaces By and By, L(B1,B2) is the set of all bounded linear operators from B
to Ba, and L(B1, By) is abbreviated to £(B1); I denotes the identity map; for
a Lebesgue measurable subset D C R!, 1 <[ < 4, (p,q)p means the integral
Jp PG, where G is the conjugate of ¢; for a function v defined on (0,7, by v(t—),
0 <t < T, we mean the limit lim,_,;— v(s); the notation Cx means a positive
constant, depending only on its subscript(s), and its value may differ at each
occurrence; for any 0 < 0 < 7, define

Yo :={re” :r>0,-0<~vy<0}, (1)
Lo :={re @ :r >0 U{re? :r>0} (2)
YTo:={z€Ty: —w <z < 7}, (3)

where ¢ is the imaginary unit and I'y and Yy are so oriented that the negative
real axis is to their left.

2.1.1 Time fractional Sobolev spaces

Assume that —oo < a < b < 0o and B is a Banach space. Define
oH'(a,b;B) := {v € L*(a,b;B) : v' € L*(a,b;B), v(a) =0},
°H'(a,b;B) := {v € L*(a,b;B) : v' € L?(a,b; B), v(b) =0},

and endow them with the two norms

||UH0H1(a,b;B) = ||vl||L2(a,b;B) Yv € oHl(a, b; B),
||UHUH1(a,b;B) = ||v/||L2(a,b;B) V’U S OHl(a, b, B),
respectively, where v’ is the first-order weak derivative of v.
For each 0 < v < 1, define
oH"(a,b; B) := (L*(a,b;B), oH' (a,b; B)) 2,
YH7(a,b; B) := (L*(a,b; B), °H"(a, b; B)) 2,
where (-, )~ 2 means the interpolation space defined by the K-method (cf. [42]).

For convenience, the spaces oH” (a, b; C) and °H" (a, b; C) will be abbreviated to
oH"(a,b) and °H7(a,b), respectively.



2.1.2 Riemann-Liouville fractional calculus operators

Assume that —0o < a < b < oo and X is a separable Hilbert space. For any
0 < v <1, define

. 1t -

(D) () m/a (t—s)" v(s)ds, a.e.te€ (a,b),
-y - L ’ y—1

(D7) (1) = W/t (s— ) ~Tu(s)ds, ae. tc (ab),

for all v € L'(a, b; X), where I'(-) is the gamma function. In addition, let Dg_,_
and DJ)_ be the identity operator on L'(a,b; X). For any 0 < v < 1, define

v — y—-1
Doy v:=D D, v,
-1
D;t v:=-—D DZ, v,

for all v € Lt(a,b; X), where D is the first-order differential operator in the
distribution sense.

Assume that 0 < v < 1. For any v € ¢ H"(a,b; X) and w € "H7(a,b; X), we
have

Cillvllom (apsx) < Doy vll2abia) < Collvllgm (apsx)s

) < | <
Cillwllo gy (apsx) < 1Dy wll L2(a,6:20) < Col|wllo g (0,209

where C7 and Cy are two positive constants depending only on . Let X'* be
the dual space of X. For any v € ¢H"/?(a,b; X*) and w € "H"/?(a,b; X), the
equality

T T
/ (D), v, w)x dt:/ (v,D]_ w)x dt (4)
0 0
holds for the following two cases: v € oH?(a,b; X*) and w € °H7(a,b; X);
D) v e LY+ (q,b; X*) and D]_v € L2+ (q,b; X). For the above theo-
retical results, we refer the reader to [11, 43].

2.1.3 Definitions of A and A*

Assume that X and Y are two separable Hilbert spaces such that X is contin-
uously embedded into Y and X is dense in Y. We will regard Y as a subspace
of X*, the dual space of X, in the sense that

(v,w)x := (v,w)y forallveyY and we X.

Let A and A* be two bounded linear operators from X to Y satisfying that

p(A) D3, U{0}, p(A")DX,, U{o}, (ha)
My
< PR EUJU; b
1Rz, A)ll vy 1] Vz € (5b)
My
* < v
|R(z, A")|lz(v) < T+ Vz € Ly, (5¢)
(Av,w)y = (v, A*w)y Yo,we X, (5d)
collvllx < [lAvlly < alvlx VveX, (5¢)
collvllx <A™y <allvlx Vve X, (51)
(Av,v)y =20 Yve X, (5g)



where 7/2 < wy < 7, ¢g, ¢1 and M are four positive constants. By the trans-
position technique, A and A* can be extended as two bounded linear operators
from Y to X* by

(Av,w)x == (v, A*w)y, (6)
(A*v,w)x = (v, Aw)y, (7)

forallv €Y and w € X.
For each 0 < 6 < 1, let [X*,Y]p and [X,Y]y be the interpolation spaces
defined by the famous complex interpolation method (cf. [42, Chapter 2]). We

have that [X*, Y]y is the dual space of [X, Y]y and vice versa (cf. [6]). By (5e),
(5f) and [42, Theorem 2.6], a straightforward computation gives that

HAHC([ny]Q,[X*,Y]lfe) <c forall0<O <. (8)

Lemma 2.1. Assume that 0 <0 <1 and z € ¥,,. Then

Cc M
< 05 0
IR(z, Dl ceviix,v]e) < T [2]f (9)
IR(z, A7) < Lenta (10)
) LY, [X,Y]e) X 1+ |Z|9,
IR(, A)| < Lenta (11)
) L([X*Y]e,Y) X 1+ |Z|9,
IR(z, A°)] < Lot (12)
; £OX Y1) S TR0
Moreover, for any 0 < e <1,
Cc ,Mo,e,0
HR(Z’,A)HC([X*yY]e,[X,Y]l,(l,e)e) < 10+7|;|50 (13)

Proof. A straightforward computation gives
[AR(z, Al vy = I2R(z, A) = Il cvy < 2R (2, Al vy +1 < 1+ Mo,
by (5b), so that (5e) implies

14+ M
IRz, A)llcv,x) < o 0.

By this estimate and (5b), using [42, Theorem 2.6] yields (9). Estimate (10)
can be proved analogously.

Then let us prove (11). We first consider the following problem: seek v € Y
such that

(v, - Ay =(g.9)x Vo€ X, (14)
where g € X* is arbitrary but fixed. By (5f) and the fact that X is continuously

embedded into Y, we conclude that (-, (Z—.A*)-)y is a continuous bilinear form
onY x X. Inserting # = 0 into (10) implies that, for any v € Y\ {0},

B (O o o M B
sexvor el IR A°)

'UHX P CCOqMOH’U”Y'



Since z € p(A*), it is evident that, for any ¢ € X \ {0},

sup|(v, (z — A%)g)y| > 0.

veY
Consequently, the Babuska-Lax-Milgram theorem yields that problem (14) ad-
mits a unique solution v € Y and ||v]y < Ceym,llgllx+. Since (6) and (14)
imply v = R(z,.A)g, this indicates that

[R(z, A)glly < Cey.mollgllx- Vg€ X7,

and hence
1Rz, Allx+v) < Coputo- (15)
By (5b) and (15), using [42, Theorem 2.6] yields (11). Estimate (12) is derived
similarly.
Finally, let us prove (13). Inserting § = e and # = 0 into (9) and (11)
respectively yields

0007./\/10
14 [z]

I1R(z, Al ceviix, vy < 1R(z, A)llz(x+y) < Cey,Mo-

Using [42, Theorem 2.6] then gives

0607/\/(0
1+ |20

[R(z, Al c(x+ yio, v, 1x,Y1de) <

Hence, by the fact that (cf. [6])
Y, [X,Y]eo = [X,Y]1_(1—e)¢  with equivalent norms,
we readily obtain (13). This completes the proof. [ |
Remark 2.1. For any z € X,
IRz, Allexsy = 271z = A+ A)R(z, Al £(x)

= 1+ AR(z, A)ll(x /]

< LHIARG A)llex)

~

|2
< L+ el R(z Al cix=v)
A |2

(by inserting 0 =1 into (8))

CCOaclaMO

<
|2

(by inserting 0 = 0 into (11)).

Also, we have

IR(z, Al £xy = IAAT R(z, Al £
<allAT R(z, A)llgx-y)  (by inserting 6 =1 into (8))
< Cop Mol B(z, A)llcx+y)  (by (5b))
< Ceyei Mo (by inserting 0 = 0 into (11)).

Consequently,
050751 , Mo

R(z, A ) <
| R(z )||L(X) 1+|z|

Vz € i (16)



2.1.4 Definitions of E, and £},

For any 0 < o < 1 and ¢ > 0, define

1
Eo(t) := — e R(2*, A) dz, (17)
2mi Tuo
1 I —
EZ(t) := 37 ) e R(z%, A*) dz. (18)

«wo

For any v € X* and w € Y, by the definitions of A and A* and Lemma 2.1 we
have that
(R(z, A)v,w)y = (v, R(Z, A" )w)x Vz € Xy,

and hence from (17) and (18) we obtain
(Ea(t)v,w)y = (v, EX(D)w)x ¥Vt > 0. (19)

Furthermore, by Lemma 2.1, a routine calculation (cf. [59, 23]) yields the fol-
lowing lemma.

Lemma 2.2. Assume that 0 < a <1,0<0<1,t>0, and G = E, or E}.
Then

IG@ 2vx.v1) < Ceon Mot (20)
IGE) | 2(ix+ v10,v) < Cepwo Mo”7, (21)
IG" )l v ix.v1e) < Ceoo Mo”2, (22)
IG" Ol 2(x+v10.v) < Cepro Mot (23)

Moreover, for any 0 < e <1,
Eo € C((0,00); L(IX™, Y]o, [X, Y]i—(1-0)0) (24)

and

I Ea (Bl 20 Y10 X1 o0) < Ceowo Mones 1997 (25)

Remark 2.2. By (16) we have

HEa(t)”L(X*) < CCU7CI7wU7MUta717 vt > 0.

2.1.5 Solutions of the fractional evolution equations

Following the mild solution theory of fractional/normal evolution equations in
[54, 41, 46, 23], we introduce the following mild solutions. Assume that 0 < «a <
1l and 0 < T < oco. For any

g€ LY0,T;[X*Y]p) with 0<6<1,

we call
(Sag)(t) == / E,(t—s)g(s)ds, ae 0<t<T, (26)
0

the mild solution to the following fractional evolution equation:

(Dgy —A)w =g, w(0)=0. (27)



For any v € [X*,Y]p, 0 < 0 < 1, we call
(S0 (v9))(t) := En(t)v, 0<t<T, (28)

the mild solution to (27) with g = vdy, where dy is the Dirac measure in time
concentrated at t = 0. Symmetrically, for any

g€ LY0,T;[X*,Y]p) with 0<6<1,
we call
T
(Stg)(t) := / EX(s—t)g(s)ds, ae 0<t<T, (29)
t
the mild solution to the following backward fractional evolution equation:
(DF_ —AYw =g, w(T)=0. (30)
For any v € [X*,Y]p, 0 < 0 < 1, we call
(Sk(vor))(t) := EL(T —t)v, 0<t<T, (31)

the mild solution to equation (30) with ¢ = vdr, where o7 is the Dirac measure
in time concentrated at t =T

Lemma 2.3. Assume that 0 < o,0 <1 and ¢ > 1/(0c). Then

Sa € L(L*(0,T;[X*,Y]p), L*(0,T;Y)), (32)
Sa € L(LU(0,T5[X™,Y]p), C([0,T];Y)). (33)

Moreover, for any g € L4(0,T;[X*,Y]p) andv €Y,
((Sag)(T),v)y :/O (9(t), (S5 (vor))(t)) x dt. (34)

Proof. By (21) and (26), a routine argument (cf. [9, Theorem 2.6]) yields (32)
and (33). Note that (26) and (33) imply

(Sag)(T') = /O Eo(T —t)g(t) dt,

and hence

(Sag)(T),v)y = (/O Ea(T—t)g(t)dt,v> :/0 (Ea(T —t)g(t),v)y dt

Y

- / (9(t), BA(T — ty) dt (b (19))
T

- / (9(6), (SL(067)) (D) x di (by (31)).

This proves (34) and hence this lemma. [ |

Lemma 2.4. For any 0 <0 <1,

Jim ([Sa = Sill ez mixe v1o), Lr0,1iv)) =0, (35)
Jim (|Sa = Sill <0, mix+, 1), c(0.11v)) = 0 (36)



Proof. Since
R(z, A) — R(z%, A) = (2 — 2)R(z, A)R(z“, A) for all z € 3,
a straightforward calculation gives, by (17) and Lemma 2.1, that

t cos wor |7,,€iwo B (Teiwo )a|

(14 7)(1 4 rfe)

||(E04 - E1)(t)||g([x*,y]9,y) < CCOaMO/O €

for all ¢ > 0. It follows that

o8] |7‘€iw° _ (Teiwo)oz|
E,—F 1 . " <C.w
H 1||L (0,T:L([X*,Y]p,Y)) 05 07/\/10/0 7’(1+T)(1+T9a)

Then Lebesgue’s dominated convergence theorem yields
Jim [[Ea = Erllpro.r:2x,v].v)) = 0- (37)
Since Young’s inequality implies

1Sa = Stllzcr0,7;1x,¥10),01 (0,137 < 1€ — Bl L1 (0,132(1x %, Y10))»

by (37) we readily obtain (35). Moreover, by (26) and (33) we have

180 = Stllz(r0,750x+,Y10,v),c00,735v)) < 1B — ErllLio,mic(x+,v10,v))

so that (37) proves (36). This completes the proof. |
Lemma 2.5. Assume that 0 < «,0 < 1. Then for any g € C([0,T];[X*,Y]o)
we have

Doy —A)Sag =g (38)
and

HDS‘+ Sag”C([O,T];[X*7Y](17€)9) + ||A8ag||C([O,T];[Xﬂy](lie)e) (39)
< cllglleqo,mix=ve)s

where 0 < € < 1 and c is a positive constant independent of g.

Proof. Since a complete rigorous proof of this lemma is tedious but standard
(cf. [54]), we only present briefly the key ingredients of the proof.
Step 1. Define

1
n(t) = — e 22 R(2*, A)dz, t>0. (40)
27 Tuo

A straightforward computation gives that, for any 0 <t < T,

_ L tz ,—1( o e
n(t) = 57 Fuoe 27 (2 = A+ A)R(2, A) dz

1 1
= —/ ez dz + —/ e 2 VAR(2%, A) dz
2m Tu, 2mi Jp,
1
=1+ —,A/ e 27 R(2%, A) dz,
Twp

211



where I',,, is deformed so that the origin is to its left. Hence, we conclude from
(8) and Lemma 2.1 the following properties:

ne C([O T); L(X*, Y], X)) N CH(0, T L([X*, Y ]9, X¥));
n(0) =

A/ e*R(z*, A)dz, t>0;
27m

[l (t )Hz:arY]e,x*) < Copor o Mo’ 7Y, 1> 0.

Step 2. By the theory of Laplace transform, from (26) we obtain that

(DS‘;l Sag)(t) = /o n(t—s)g(s)ds, 0<t<T. (41)

Hence, by the properties of 1 presented in Step 1,

d

4 / n(t - )g(s) ds
0

Lo s = &

(Dng Sag) (t) d

~ o+ | (= $)g(s) ds

!
(t—s)z o
t)+A/ 27”,/ e R(z%, A)dz g(s)ds

+A/ w(t—38)g(s)ds (by (17))
=g(t) + A(Sag)(t) (by (26))

for each 0 < ¢ < T. This implies equality (38).

Step 3. For convenience, we will use ¢ to denote a positive constant, whose
value is independent of g but may differ at each occurrence. A routine calcula-
tion gives, by (24), (25) and (26), that

ISagllcqomiixyh—a-oe < clglleqoriix- i
so that (8) implies
[ ASaglloqo. i v1a-0e) < cllglleqoriixye)- (42)
Since [X™*, YTy is continuously embedded into [X™,Y]1_c)g, we have
lglleqo.riixevia-e < cllglleqo.riix-vio- (43)
Combining (38), (42) and (43) proves (39) and thus concludes the proof. [ |

2.2 Continuous problem

Let Z be a Hilbert space and let U,qg C L>°(0,T; Z) be a convex, bounded and
closed subset of L?(0,T; Z). We consider the following abstract optimal control
problem:

. 1 v
min Jo(u) := 5 [|(SaReou)(T) — yally + §||u||2L2(O,T;Z)’ (44)

w€U,q

10



where 0 < a <1, yq € Y, v > 0 is a regularization parameter, and Ry, : Z —
[X*,Y]g, is a bounded linear operator for some 0 < 6y < 1.
Define Ry : [X,Y]o, — Z by

(Rj,0,w)z = (Rgw, v)[x,v1,,

for all v € [X,Y]g, and w € Z. Assume that ¢ > max{1/(6pc),2}. By (33),
(SaRo,-)(T) is a bounded linear operator from L2(0,T;Z) to Y. Clearly, J, in
(44) is a strictly convex functional on L%(0,T; Z), and U,gq is a convex, bounded
and closed subset of L4(0,T’; Z). By (34), a routine argument (cf. [60, Theorems
2.14 and 2.21]) yields the following theorem.

Theorem 2.1. Problem (44) admits a unique solution u € Ugyq, and the follow-
ing first-order optimality condition holds:

Yy = SozRHOU; (45&)
p = Sa((y(T) — ya)or), (45D)

/T (Ro,p(t) + vu(t), v(t) —u(t)) ,dt >0 for allv € Uya.  (45¢)
0

2.3 Temporally discrete problem

Let J > 1 be an integer and define ¢; := j7r for each j = 0,1,2,...,J, where
7 :=T/J. For each Banach space X, define

Wo(X):={V € L*°(0,T;X) : V is constant on (t;_1,t;) V1<j<J}

For any 0 < o < 1 and g € L*(0,T; X*), define So,rg € Wo(Y) and S, g €
W, (Y'), respectively, by that

T T
/ (DE, —A)Surg, V)x dt = / (9, V)x dt, (46)
0 0

| @5 —a0s; 0 vixae= [ o v)xat (47)
0 0

for all V. € W,(X). For any g € L*0,7;X*), define S;,9 € W,.(Y) and
S .9 € Wi (Y), respectively, by that

J—1
((81779)(0+)a V(0+))Y + Z ((Sl,rg)(tj+) - (Sl,rg)(tji)v V(tj+))y

j=1

—/T<A31,Tg,v>x dt:/T<g,V>X dt, (48)
J—1
(81 9)(T=),V(T-)), + Z ((Si-9)(tj=) = (ST 9)(t;+), V(t;—)),

T T
0 0

for all Ve W,(X). We will present some properties of S 7, 0 < a < 1, in
Section 2.4.

11



Remark 2.3. Scheme (48) is a famous discontinuous Galerkin method for
parabolic equations (cf. [10]), and this scheme is a variant of the backward Euler
difference scheme.

Remark 2.4. We note that the idea of using the Galerkin methods to dis-
cretize the time fractional calculus operators was firstly developed by McLean
and Mustapha [45, 52, 53, 51]. The L1 scheme [39, 57] is widely used for the
discretizations of the fractional diffusion equations. Jin et al. [24, Remark 5]
discovered that the L1 scheme is equivalent to discretization (46) with uniform
temporal grids. For the numerical analysis of discretization (46) with nonuni-
form temporal grids, we refer the reader to [36, 37].

Using the variational discretization concept proposed in [19], we consider the
following temporally discrete problem:

. 1 v
i o (U) = S0 RaU)T) —wally + SN0y (50

Note that (56) implies that (Sa,Re,-)(T—) is a bounded linear operator from
L?(0,T;Z) to Y. In addition, U,q is a convex, bounded and closed subset of
L?(0,T;Z). Hence, applying [60, Theorems 2.14 and 2.21] to problem (50)
yields the following theorem, by Lemma 2.6.

Theorem 2.2. Problem (50) admits a unique solution U € Uy,q, and the fol-
lowing first-order optimality condition holds:

Y = 8arRo,U, (51a)
P=58, (Y(T-) - yd)gT)a (51b)

/T (R, P(t) + vU(£), V() ~U(£) ,dt >0 for all V € Upg, (51c)
0

where

(52)

s fo o<t<T-n
TV T —r<t<T

A simple modification of the proof of [38, Theorem 4.3] yields the following
error estimate, by Lemma 2.7.

Theorem 2.3. Assume that 0 < o < 1. Let u and y be defined in Theorem 2.1,
and let U and Y be defined in Theorem 2.2. Then

Iy = YY)y + Vol = Ul
< Copsotort (Ially + Ros ez v lullz=orn) X (53)

(1/(9004) + Ve(a, 00, J) + (o, b, J)TGOO‘/Q) F00/2.

where -
1 1—Jg%— .
9a T 1o W0 F1,

e(a,0,J) = . o
InJ if Qo = 1.
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2.4 Properties of S, ;

Assume that 0 < o < 1 and g € L'(0,T; X*). Define {W;}7_; C Y as follows:
forany 1 < k < J,

k—1 tg
b Wi, + Z(bk_j'H — 2bp—; + bk_j_l)Wj — 7AW}, = ol / g(t) dt (55)
j=1 te—1

in X*, where b; := j'7%/I'(2 — «) for each 0 < j < J. A straightforward
computation yields that (cf. [24, Remark 3])

(Sa,‘rg)(tji) = Wj V1l < Jj < J.
Hence, we conclude from (55) and Lemma 2.1 that, for any 0 < 8 < 1,
Sar € L(LY(0, T3 [X*,Y]1-p), L0, T;[X,Y]s)) (56)

and
Jim ([Sar = Sirlleiorixe yios), L= 0.1:x,v1) = 0- (57)

Symmetrically, for any 0 < 8 < 1 we have that
Sar € LILNO, T3 [X", Y]1-p), L=(0,T3[X,Y]p)) (58)

and
Jim 185, = Stplleiomixe vls), Le0.1:x,vs) = 0- (59)

Lemma 2.6. Assume that 0 < o < 1. For any f € LY0,7;X*) and g €
LY0,T;Y),

T T
/ (Surfs g)y dt = / (f. 55g)x dt. (60)
0 0

Proof. Assume that 0 < a < 1. By (58) we have S}, ;g € W (X), and then (47)
and the density of X in Y yield that

T T
| (@i —ansi g v)yae= [ vy a (61)
0 0
for all Ve W, (Y'). Hence,
T T
| Sartiabyde= [ (Surf (D -A)S20), dt
0
T
— [ (DF, ~A)Suf. Sicghxdt by (4) and (6)
0

_ / (f, Sig)xdt (by (46)).

This proves (60) for 0 < o < 1. For the proof of (60) with o = 1, we refer the
reader to [59, Chapter 12]. [ |

13



Lemma 2.7. Assume that 0 < «,0 < 1 and p € {1,00}. For any g €
LP(0,T;[X*,Y]g) we have

1(Sa = Sa,r)gllr0,75v) < CepwoMoE(t, 0, J)TeaHg”LP(O,T;[X*,Y]e)a (62)
and for any v € Y we have
||Sa (U(SO) - Saﬁ(vgo)||L1(O,T;[X,Y]9) < Cco,wo,Moa(av 0, J)THQHUHY7 (63)

where €(-,-,-) is defined by (54) and

A {tll if0 <t <ty (64)

Op(t) :=
=1, ift; <t<T.

The main task of the rest of this subsection is to prove Lemma 2.7. Firstly,
we summarize some auxiliary results in [38]. Assume that 0 < o < 1. For any
z € C\ {0} with —7 < Sz < 7, define

oo

Yal(z) = (e = 1) Y (24 2kmi)* 2, (65)

k=—oc0
There exists 7/2 < w* < wp, depending only on wp, such that
e *1ho(z) € Xy, for all z € T« with —7 < Sz < (66)

and that, for any z € T« \ {0},

e Pa(2)] = Cul2]%, (67)
[Pa(2) = 2% < Cup 2]+ (68)
Define

Ealt) =7 t)r), t>0, (69)

where || is the floor function and

1 .
Eoji=— e*R(17% "o (2), A)dz, jeN (70)
2 .

Following the proof of [38, Lemma 3.5, we obtain that, for any g € L'(0,T;Y),

(Sarg)(t;—) = / Y ety o VI<j< (71)

Since (11), (66), (67), (69) and (70) imply [|Eq |z (0,7;2(x+,v)) < 00, from (56)
and the fact that L'(0,7;Y) is dense in L*(0,7;X*) we conclude that (71)
holds for all g € L*(0,7; X*).

Secondly, we present some auxiliary estimates in the following three lemmas.

Lemma 2.8. For any0<a<1,0<60<1andze T, \ {0},

z —a_« —a —z C. ,wp, M |Z|
le*R(7™ 2%, A) — R(T~ e “Ya(2), Al civiix,v]p) < 1T (r—a|z]a)8 +0(7-3°‘|:|a)9’ (72)

z —a _« —a _—z Cc ,wo, M |Z|
lle”R(77%2%, A) = R(™"e “a(2), Allexv1ev) S T (—=al a8 +°(Tia|2|a)9~ (73)
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Proof. A straightforward computation gives

ZR( —aa A) —R(T_ae_zl/la(Z),A)
= (17 (Yal2) = 2%) + (L = ) A) R(r~ 2%, A)R(r™ e *Ya(2), A)
=1 + 1,

where

L= 77%Wa(2) — 2*)R(T7 2%, A)R(T™ e *¢a(2), A),
Ip i= (1 — e*) AR(r~*2%, A)R(r e~ *1a(2), A).

We conclude from (9), (66) and (67) that, for any 0 < 8 < 1,

HR( - aaA)”L Y]s)
HR(T_Qe_Zwa( aA)”L Y,[X,Y]g)

For I; we have, by (68), (74) and (75),

Oty (L4 (772171, (74)

<
< Ceg oMo (1 + (77%[2]4)7) 71, (75)

M1l (v, 1x,v16)

< Cuom 2RI, Al v vip IR(T e a(2), Al vy

CC()’wo’Mo alzla+l Cco,wo,Mo|Z|

S Ul (L1 (rafza)?) S T+ (r-afza)’

Since

[AR(T™*2% A)R(T™ " *Pa(2), Al £(v,(x.¥10)
= [[(r7*2"R(r™ 2%, A) = DR(T™ e *Ya(2), Al cvi[x,v]0)
<772 R(T™2%, Al (v, 1x, v 1) IR(T ™Y™Y (2), Al £(v)
+ [R(T™ % "Ya(2), Al (v,1x,¥16)

Cc wo,M
L —208 (b 4 d ,
1+ (7-—04|Z|o¢)0 ( y (7 ) an (75>>

we obtain
Cco,wo,/\/lo |Z|

I < .
Mol < Toedies

Combining the above estimates of Iy and Iy proves (72). Since (73) can be
derived analogously, this completes the proof. |

Lemma 2.9. Assume that 0 < a <1 and 0< 60 < 1. Then

121;3(.]‘7‘276&”Ea(tj) - 50&(t]’7>|‘£(Y,[X,Y]9) < Cco,wo,MoTeailv (76)
2—0a Oar—
1%2332 1Ba(t;) = Ea(ti=)lcixv1o.v) < Copwomo™ 1 (77)

Proof. For each 1 < j < J, inserting ¢ = t; into (17) yields

-1

1 T

—/ e R(z*, A)dz =

Ealt;) = 211

e R(T72%, A)dz,

2mi Jp,.
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and so we conclude from (69) and (70) that
Ea(tj> - Ea(tj*> =1 + 1,

where
-1
I := T— eng( “Y2%, A)dz,
2ﬂ-Z Fw*\Tw*
=2 [ 03 R(r=o2%, A) - R(r="e"a(2), A)) d=.
211 T

A straightforward computation gives
L1l 2w x,v10)

< Ceporty™" / T (1 (7)) T dr (b (9))

7/ sin w*

o
< Cco,MoTea_l/ el cosw 7‘7,,—90t dr
7/ sinw

o]
B . .
< Cco,MgTea 1/ el oW T dr
/sinw*

fa—1_ -1 _jmwcotw™
< CcoywoyMoT Jjel

and

M2l 2y, x,v70)

7/ sinw )
< Cco,wo,MoTil/ e(]fl)cosw r (1+( —a a)@)fl dr (by (72))
0

7/ sinw .
< Cco,wo,MOTeafl/ e(jfl) cos w rrlfga dr
0

Oa—1 0a—2
< CCOqU-)OqMOT “ J “m

Together the above estimates of I; and I yields (76). Since (77) can be proved
analogously by (11) and (73), this completes the proof. [ |

Lemma 2.10. Forany0 < a<1land0 <60 <1
1 JGa 1

[ Ea — EallLr0,1:(v,1x,Y10)) < Ceowo. Mo (% - )T “, (78)
11— g% o
||Eoz - gaHLl(O,T;L([X*,Y]g,Y)) S co,wo,./\/lo (% 1— fa )7-6 . (79)

Proof. By (20) we have

|Ea = Ea(t)ll L1 0,t1:2(v,1x.Y]0)) < Ceouwo Mo/ (Bcv), (80)

and a straightforward calculation gives
Z”E o)L,y t:c0vx, Y1)

T
STNEL 11ty 12 (v (X, ¥]9)) < Cco,wo,MoT/ t°72dt  (by (22))

ty

= Coprwp Mo (1= J%*7 1) /(1 = ba). (81)
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It follows that
J

ZHEa = Eai)lLice; 1 .t;:00v1x,¥19))
j=1
1 1—J%7 4
< Cep o — .
< Ce, °’M°<0a + 1 -0« )
In addition, by (76),
J

J
> 71 Ea(ty) = Ealti ) ceviixvie) < Cepuomo™ > Y572

j=1 j=1
< Clp oo Mo (1 — T 1 /(1 — o).
Consequently,

[Ea = Eallro,1c(v,1x,16))

<> (HEa = Bo(tj)llLrtyr tyie0viix.vle) +

Jj=1
T Balty) = Ealti=)pr, 2 te0rix o))

11— J0% 7 o
< oo (g + g5 ) 7"

which proves (78). Since (79) can be proved analogously by (21), (23) and (77),
this completes the proof. |

Thirdly, we prove that (62) holds for 0 < a < 1 and p = 1.

Lemma 2.11. Assume that 0 < a < 1 and 0 < 6 < 1. For any g €
LY(0,T;[X*,Y]y), we have

1 1— J0a71

1(Sa = Sa7)gllr0.15v) < Ceprwn. Mo (% + m)Tea|\9||L1(0,T;[X*,Y]e)-
(82)
Proof. Step 1. Let us prove
T t
/ / (Bu(t — ) — Ea(t— s+ )g(s)ds|| dt
0 0 Y (83)

1 1=J% N
<Cc0,w0,/v(g %er T ||9HL1(0,T;[X*,Y]9)-

A straightforward computation gives

/O HECV(t) - Ea(t + T)HL([X*,Y](;,Y) dt < Oco,wo,MoTea/(ea) (by (21))
and

T
/ | Eat) — Ealt + 1)l (e dt

N

T
0007(—007/\/[07-/ t0e=2 q¢ (by (23))

< Cropioo Mo (1 = T2 /(1 = 0a).
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It follows that

/THE (t) ~ Balt + )] <C R i
) « a THL(X*Y]e,Y) X Leo,wo, Mo Do 1_ b T .

Hence, (83) follows from the estimate
/ H/ w(t—9) Ea(t—s—i—T))g(s)dsuydt
< /0 /0 1Ea(t = 8) = Balt — 5+ 1)l 1o my |93 lixe.v1o ds dt
T T
= [ 1Bt =9 = Batt = s+ e s ol v, deds
T—s
/ | 1) = Bt e o 49, 0

< lgllzro,rixey 9)/ |Ea(r) = Ea(r+7)|l 2(x.v]s.y) ds-

Step 2. Let us prove that

T t 1_J9a71 o
/0 | /0 Ea(t =5 +7)9(s) = GO, dt < Cepron o 57" gl 12 0,110+ v10):
(84)
where G € W, (Y) is defined by
J
= Eu(t; —tk—l—T)/ g(s)ds, 1<j<J (85)
k=1 k-1

For any t;_1 <t <t; with 1 <j < J, by (21) we have

[ s smtose 0 [ o

ji—1 Y
< CCU#/-)O,MO Hg||L1(tj71,tj;[X*,Y]e)a
and by (23) we have
J=1 Lty
Z/ (Ea(t—s—i—T)—Ea(tj—tk—i—T))g(s)dsH
k=1"tk-1 Y
j—1
fo—
< Ceg w0, Mo ZT(tj —tr+7) 2||gHL1(tk—1qtk§[X*7Y]9)
k=1

:CCU wo,MoT Ga 12 k+1 fo= 2||g||L1(tk 1ot [X*,Y]e)
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Hence, for each t;_; <t <t; with 1 <7 < J,
H/’ tfs+ﬂ()®fG@wa

<| [ Eutes s [ o]+

j—1
j—1

Z/k (Ba(t —s+7) — Ea(t; — tx +7))g(s)ds

k=1"tk—1

+ (by (85))

Y

< CCO wo,MoT Ga 12 k+1 fo= 2”9HL1(tk 1,3 [X*,Y]g)

It follows that, for each 1 < 7 < J,

/t] H/ Eo(t+1—3)g (s)ds—G(t)Hydt

< CCO,WO,MOTBO( Z(j —k+ 1)9a_2||gHL1(tk717tk§[X*7Y]9)'
k=1

Therefore,

/ M/ t+775)@ﬁb7G@wym

O

< CCo,wo,MoT (] —k+ 1)9a_2||g||L1(tk~—17tk§[X*7Y]9)

'P1~

fa

= Cco,wo,MoT (.] —k+ 1)9a_2||g||L1(tk—17tk§[X*7Y]0)

~ <
i M“ i
I I
i M“ i Mw
= —_

N

Cop oo™ NGl L1053 v1) Y mP*2

m=1
The desired estimate (84) then follows from the simple inequality

J
1_J0a71
Oa—2
<l4+—- 86
Zm - 1 -0 (86)

m=1

Step 3. Let us prove that

T 17(]9&71 p
| 180260 = GOl t < Cupn st g gl 05- - (87
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Noting that S, r¢g and G are piecewise constant, we have

/0 1(Sarrg) () — Gy it

= 3 T l(Sarg)(t-) — Gty
<37 3ttt Batty—ti ) [ g(s)as] by (71) anat (55)
P tr—1
J j ty
<D 7Y NEal(ty = te +7)=) = Balty — ti + )l c(x=v1p.y) / llg()llix=,v1, ds
k=1 tp—1

=1
J J te
=7 > Na((ty =tk +7)=) = Ealt; — ts + 7)|lc(ix= v1o.v) / llg(s)llixc+ v, ds
k—1

k=1j=k o
J
< 7llgllzro,rixvig) D NEa(tm=) = E(tm)llc(x+,v1e.v)
m=1
J
< CCU7WU7MUTQQ||g||L1(0,T;[X*,Y]9) Z m’*? (by (77))-
m=1
Hence, (87) follows from (86).
Step 4. By (26) we have

1(Sa = Sa,r)dllLr(0.7:v)

< /OTH/Ot(Ea(ts)Ea(ts+7))g(s)ds dt

Y

+ /T H /t E.(t —s+7)g(s)ds — G(t)|y dt
o o
+ [ 1Sar0)0) = GOl .

Therefore, combining (83), (84) and (87) proves (82) and thus concludes the
proof. |

Fourthly, let us prove that (62) holds for 0 < a < 1 and p = 0.

Lemma 2.12. Assume that 0 < a < 1 and 0 < 6 < 1. For any g €
L>(0,T;[X*,Y]g) we have

1(Sa = S )gll L (0,737)

1 1=J% N
< Cogwp, Mo (@ + ﬁ) 7%%\gll L~ (0,7:1x%,Y14)-

(88)
Proof. By virtue of (26) and (71) we have that
max [|(Sag)(t;) = (Sa,rg)(t; =)y

1<5<0

<N Ea = EallLro,mcxv1o. )19l Lo 0,731+ ¥ 1)
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so that (79) implies that

max [|[(Sag)(t;) — (Sarg)t; =)y

1<y<J
11— 0!
< Coegwo,Mo 90 + 10 91l Lo 0,7: [+, Y]6) -

It remains therefore to prove that

max [[Sag = (Sag) (L)t 1.6,7)

1 1=J0% N
S Ceowomo \ go* g0 )7 N9le=0mix-v10)

But this is easily derived by (21), (23) and (26); see the proof of [9, Thoerem
2.6] for the relevant techniques. This completes the proof. |

Finally, we are in a position to conclude the proof of Lemma 2.7 as follows.

Proof of Lemma 2.7. Let us first prove (62). By Lemmas 2.11 and 2.12 we
have that (62) holds for all 0 < o < 1 and p € {1,000}, so that passing to the
limit o — 1 yields, by Lemma 2.4 and (57), that (62) holds for all 0 < @ < 1
and p € {1,00}.
Then let us prove (63). Assume that 0 < o < 1. Combining (64) and (71)
gives that R
(Sar(v00))(tj—) = Ealt;—)v, 1<j<

and so (28) implies

|Sa(vdo) — Sa,T(US\O)HLl(O,T;[X,Y]g)
< | EBa — 5aHL1(0,T;L(Y,[X,Y]9))||UHY-

Therefore, (78) proves that (63) holds for each 0 < av < 1. A simple modification
of the proof of (37) gives

Jim (| = Eullpio,micovx,v10) = 0
so that (28) implies
alir{lj\sa(véo) — S1(vo)| L1 (0,1 [x,v]5) = 0.
Moreover, (57) yields
i [|Sa.(v30) = 81, (v00) | 11 (0,7:1x,v10) = O-

Therefore, passing to the limit @ — 1— in (63) yields that (63) holds with o = 1.
This completes the proof of Lemma 2.7. |
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3 A Dirichlet boundary control problem

Assume that 0 < a < 1,0 < T < oo, and Q C R? (d = 2,3) is a bounded
convex polygonal domain with boundary 9f). Define

Uaa := {v € L*(0,T; L*(8Q)) : u, < v(z,t) <u* for ae. (x,t) € 92 x (0,T)},

where u, and u* are two given constants. For any y € C((0,T]; L?(Q2)) and
w € L?(0,T; L*(09)), define

1 v
Joly,u) == EHZJ(T) - yd||2L2(Q) + EHUH%Z(O,T;LZ(BQ))a (89)

where y; € L*(Q) and v > 0 is a regularization parameter. We are concerned
with the following optimal Dirichlet boundary control problem:

Minimize J,(y,u) subject to u € U,q and
(08, —A)y=0 inQx(0,7T)
y=u ondQx(0,T)
y(,0)=0 in Q.

(90)

Here, O3, , a fractional partial differential operator, is the scalar-valued version
of Dg, with respect to the time variable ¢.

To apply the theory in the previous section to problem (90), we will use the
following settings:

A:=A; A :=A; X:=H;(QnNHQ); Y:=L*Q); Z:=L*9Q);
the operator Ry, : Z — [X*,Y]g,, 0 < 6y < 1/4, is defined by that
<R00w,v>[x,y]90 = —(w, OnV)on (91)
for all w € Z and v € [X,Y]p,, where 0,0 is the outward normal derivative of
v on 0f). By the well-known trace inequality that

C .
o]z < %HUH[X,Y]S/H for all v € [X,Y])3/4_ with 0 < e <3/4, (92)

we readily conclude that, for any 0 < 0y < 1/4,

Ca
|| 90||£(Z,[X "Y]e()) m

Remark 3.1. For the techniques to prove (92), we refer the reader to [56, 3,
Ch. VI], [58, Lemmas 16.1 and 23.1] and [42, Corollary 4.37].

(93)

Let v and y be defined in Theorem 2.1, and let U and Y be defined in
Theorem 2.2. A straightforward calculation gives, by (53) and (93), that

Iy =Y )T)ly + Vv|u—Ullr2012)
< Cu, w10 (HdeY +(1- 490)71/2) (Boa) L rfoe/?
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for all 0 < 6y < 1/4. Assuming 7 < exp(—4) and inserting 6y = 1/4—1/1In(1/7)
into the above inequality, we then obtain
Ity = Y)T=)lly +VPllu=Ullreorz)

94
< Cuourmoa™ (||deL2(Q) + 1n(1/7)) /8, (94)

Remark 3.2. For the case a = 1, [29, 30, 33, 31, 32] used
t
—A/ Br(t = 8)(—A) "Royuls)ds, 0<t<T,
0

as the solution of the state equation of problem (90) with v € L*(0,T;Z). It is
evident that the above solution is exactly S1Rg,u.

It remains to prove that S, Ry, u is a sensible solution to the state equation
of problem (90) for each u € L?(0,T;Z). To this end, we first introduce the
very weak solution concept of the state equation, following the idea in [40]. For
any 0 < a < 1 and g € L?(0,T;Y), there exists a unique w € °H(0,T;Y) N
L?(0,T; X) such that (cf. [36, 43])

(D7 —Aw=g
and

lwllo e 0,73y + lwllz2(0,7;x) < CallgllLzo,1322(0)) -

For @ = 1 the above results are standard (cf. [12]). Hence, by the method of
transposition (cf. [40]), we define the very weak solution y € L?(0,7T;Y) to the
state equation of problem (90) with u € L?(0,7T; Z) by that

T
A (5, (D3 —A)g), dt = —(u, Bnd) o2 (07)

for all ¢ € "H*(0,T;Y) N L*0,T; X).

Then we will prove that, for any 0 < 6y < 1/4 and u € L*(0,T; Z), SaRo,u
is identical to the very weak solution to the state equation of problem (90), and
hence the application of the theory in the previous section to problem (90) is
reasonable.

Lemma 3.1. Assume that 0 < a <1 and 0 < 0y < 1/4. Then S, Ro,u is the
very weak solution to the state equation of problem (90) for eachu € L*(0,T; Z).

Proof. We only prove the case 0 < o < 1, the proof of the case @ = 1 being
easier. Assume first that « € C([0,7T]; Z). By Lemma 2.5 we have

(D8+ —A)SaRgou = Reou
and
DS‘Jr SaRoyuy, ASaRe,u € C([0,T]; X). (95)
Hence, for any ¢ € °H*(0,T;Y) N L?(0,T; X) we have
T T
| (05, ~ S Ra o dt = [ (Rayusphx (96)
0 0
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Because (95) implies Df, SaRg,u € L*(0,T; X*), by [43, Lemma 3.4] we have
SaRgou € oH*(0,T; X7).
Also, (95) and (15) imply
SaRo,u € L*(0,T;Y).

Consequently, by (4) we have

T

T
/ (DGt SaRo,u, p)x dt = / (SaRo,u, DF_ )y dt,
0 0

and it is evident by (6) that

T T
/ <*ASQR90U, 90>X dt = / (SaR90u7 7"4*50)3/ dt.
0 0

Combining (96) and the above two equations gives

T T
/ (SaRG()ua (D%— _'A*)(p)y dt = / <R90U, (P>X dt.
0 0

The arbitrariness of ¢ € "H*(0,T;Y)NL2(0,T; X ) proves that S, Rg,u is indeed
the very weak solution. The general case u € L?(0,T;Z) then follows from a
standard density argument by

SaRa, € LIL*(0,T; 2), L*(0,T;Y)),

which is a direct consequence of (32) and the fact Rq, € L(Z,[X*,Y]q,). This
completes the proof. |

4 Numerical results

This section performs three numerical experiments in two-dimensional space to
verify the theoretical results. We will use the following settings: © := (0,1) x
(0,1; T=0.1; X, Y, Z, Ry, and U,q are defined as in Section 3.

Ezperiment 1. Define

0. [1 ir0<i<an
TW=\3 iresr<t<T,

ooy = 107 @) €{(0,y):0<y <1},
0 it (2,) € 9\ {(0,) : 0 < y < 1}.

To approximate S, Ry, (gv), we use discretization (46)(0 < o < 1) or (48)(a =
1) in time and use the usual H'(Q)-conforming Pl-element method in space.
Let UM be the corresponding numerical approximation with time step 7 =
T/2M and spatial mesh size h = 279, Estimates (62) and (93) predict that
[UM — U3 oo 0,7;12(0) 1s close to O(79125) for v = 0.5 and close to O(79-2%)
for a = 1, and this is confirmed by the numerical results in Table 1.
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a=0.5 a=1
M UM — U13||L00(L2) Order | UM — U13||L00(L2) Order

4 6.93e-1 - 4.34e-1 -
6 6.26e-1 0.07 3.23e-1 0.21
8 5.51e-1 0.09 2.24e-1 0.26
10 4.96e-1 0.08 1.62e-1 0.24
Table 1: ||| Lo (12) means the norm ||| Lo 0,7;12(q))

Ezxperiment 2. Define
v(z,y) =22 for all (z,y) € Q.

To approximate S, (vdp), we use discretization (46)(0 < a < 1) or (48)(av = 1)
in time and use the usual H'(£2)-conforming Pl-element method in space. Let
UM be the corresponding numerical approximation with time step 7 = 7//2M
and spatial mesh size h = 279, Table 2 illustrates that [|[UM — U3 |22 0,512 ()
is close to O(7%-2%) for o = 0.5 and close to O(7%%) for a = 1, which agrees well
with estimate (63).

a=0.5 a=1
M UM — U13||L1(H3) Order || UM — U13||L1(H3) Order
4 1.71e-0 - 4.24e-1 -
5 1.46e-0 0.23 3.01le-1 0.49
6 1.23e-0 0.25 2.10e-1 0.52
7 1.02e-0 0.27 1.45e-1 0.54
Table 2: ||-[| 1 g1y means the norm ||| 1o, 7,13 ()

Ezxperiment 3. Let v := 10, u, := 0, u* := 20 and
ya(z,y) := 1 for all (z,y) € Q.

To approximate problem (90), we will use the temporal discretization in Sec-
tion 2.3 and the H!(2)-conforming Pl-element method to discretize the state
equation in time and space, respectively; see [16] for the implementation details.
Let UM be the corresponding numerical solution with time step 7 = T7/2M
and spatial mesh size h = 278 The numerical results in Table 3 show that
(UM — U 200,112 (09)) is close to O(712%), which agrees with error estimate
(94).

M ||UM — U"2|[12(0,7,12(50y) Order
4 2.44e-1 -

5 2.08e-1 0.23

6 1.88e-1 0.15

7 1.66e-1 0.18

Table 3: Numerical results for Experiment 3 with a =1
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