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ROBUST APPROXIMATION OF GENERALIZED BIOT-BRINKMAN

PROBLEMS

QINGGUO HONG∗, JOHANNES KRAUS† , MIROSLAV KUCHTA‡ , MARIA LYMBERY§ ,

KENT-ANDRÉ MARDAL¶, AND MARIE E. ROGNES‖

Abstract. The generalized Biot-Brinkman equations describe the displacement, pressures and
fluxes in an elastic medium permeated by multiple viscous fluid networks and can be used to study
complex poromechanical interactions in geophysics, biophysics and other engineering sciences. These
equations extend on the Biot and multiple-network poroelasticity equations on the one hand and
Brinkman flow models on the other hand, and as such embody a range of singular perturbation
problems in realistic parameter regimes. In this paper, we introduce, theoretically analyze and
numerically investigate a class of three-field finite element formulations of the generalized Biot-
Brinkman equations. By introducing appropriate norms, we demonstrate that the proposed finite
element discretization, as well as an associated preconditioning strategy, is robust with respect to
the relevant parameter regimes. The theoretical analysis is complemented by numerical examples.

Key words. poromechanics, finite element method, preconditioning, Biot equations, Brinkman
approximation, multiple-network poroelasticity

1. Introduction. The study of the mechanical response of fluid-filled porous
media – poromechanics – is essential in geophysics, biophysics and civil engineering.
Through a series of seminal works dating from 1941 and onwards [7, 8], Biot intro-
duced governing equations for the dynamic behavior of a linearly elastic solid matrix
permeated by a viscous fluid with flow through the pore network described by Darcy’s
law [17, 47]. Double-porosity models, extending upon Biot’s single fluid network to
the case of two interacting networks, were used to describe the motion of liquids in fis-
sured rocks as early as in the 1960s [5, 48, 32]. Later, multiple-network poroelasticity
equations emerged in the context of reservoir modelling [4] to describe elastic media
permeated by multiple networks characterised by different porosities, permeabilities
and/or interactions. Since the early 2000s, poromechanics has been applied to model
the heart [38, 13] as well as the brain and central nervous system [45, 44, 46, 16, 20].

In addition to interactions between fluid networks, recently also the viscous forces
acting within each network have come to the fore [6, 14, 12, 31]. At its core, the
effect of viscosity can be accounted for by replacing the Darcy approximation in
the poroelasticity model by a Brinkman approximation [11, 40]. We here introduce
multiple-network poroelasticity models incorporating viscosity under the term gener-
alized Biot-Brinkman equations. In a bounded domain Ω ⊂ R

d, d = 1, 2, 3 comprising
n fluid networks, the generalized Biot-Brinkman equations read as follows: find the
displacement u = u(x, t), fluid fluxes vi = vi(x, t) and corresponding (negative) fluid
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pressures pi = pi(x, t), for i = 1, . . . , n satisfying

− div (σ(u) +α · pI) = f ,(1.1a)

−νi div ε(vi) + vi −Ki∇pi = ri,(1.1b)

−ciṗi − β̄ipi + αi div u̇+ div vi + βi · p = gi,(1.1c)

over Ω× (0, T ) for T > 0, and where (1.1b) and (1.1c) hold for i = 1, . . . , n. In (1.1a),
we have introduced the vector notation p = (p1, . . . , pn) and α = (α1, . . . , αn), where
αi is the Biot-Willis coefficient associated with network i. The elastic stress and strain
tensors are:

(1.2) σ(u) = 2µε(u) + λdiv(u)I, ε(u) =
1

2
(∇u+ (∇u)T ),

respectively, and with Lamé parameters µ and λ. Moreover, for each fluid network
i, νi denotes the fluid viscosity and Ki is its hydraulic conductance tensor. Further-
more, (1.1c) is an equivalent formulation of the standard multiple-network poroe-
lasticity mass balance equations [4, 36, 24] with transfer coefficients βij , denoting
βi = (βi1, . . . , βin) and β̄i =

∑

j βij , when the fluid transfer into network i is given
by

∑n
j=1,j 6=i βij(pi − pj).

The constants ci in (1.1c) denote the constrained specific storage coefficients, see
e.g. [43] and the references therein. Finally, the prescribed right hand side f denotes
body forces, while gi denotes a fluid source and ri represents an external flux, both
of the two latter in each network i. In the case n = 1 and ν = 0, (1.1) reduces to the
Biot equations.

The generalized Biot-Brinkman problem (1.1) defines a challenging system of
PDEs to solve numerically. One reason for this is the large number of material pa-
rameters, several of which give rise to singular perturbation problems such as in the
extreme cases of (near) incompressibility (λ → ∞) and impermeability (Ki → 0).
Specifically, λ ≫ µ is associated with numerical locking; if (1.1) is scaled by 1/λ, the
elastic term of the equation reads div 2µ

λ
ε(u) + ∇ divu = f which transforms from

an H1 problem to an H(div) problem as λ tends to infinity. Similar singular pertur-
bation problems arise, now for the flux variable vi, as νi tends to zero. Furthermore,
certain parameter ranges of the storage coefficients and permeabilities (Ki ≪ ci) give
rise to singular perturbation problems in the Darcy sub-system, see e.g. [37] and ref-
erences therein. Finally, we mention that large transfer coefficients βij and/or small
Biot-Willis coefficients αi can lead to strong coupling of the different subsystems and
prevent direct exploitation of each subsystem’s properties.

In the case of vanishing viscosities (νi = 0, ∀i) the system (1.1) reduces to the
multiple-network poroelasticity (MPET) equations. Robust and conservative numeri-
cal approximations of the MPET equations have been studied in the context of (near)
incompressibility [36] as well as other material parameters [24, 27, 26]. Parameter-
independent preconditioning and splitting schemes as well as a-posteriori error anal-
ysis and adaptivity have also been identified for the MPET equations [25, 27, 39, 18].
However, the generalized Biot-Brinkman system has received little attention from the
numerical community. Therefore, the purpose of this paper is to identify and analyze
stable finite element approximation schemes and preconditioning techniques for the
time-discrete generalized Biot-Brinkman systems, with particular focus on parameter
robustness.
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This paper is organized as follows. After introducing notation, context and pre-
liminaries in Section 2, we prove that the time-discrete generalized Biot-Brinkman
system is well-posed in appropriate function spaces in Section 3. We introduce a fully
discrete generalized Biot-Brinkman problem in Section 4 and prove that the discrete
approximations satisfy a near optimal a-priori error estimate in appropriate norms in-
dependently of material parameters. We also propose a natural preconditioner. The
theoretical analysis is complemented by numerical experiments in Section 5.

2. Preliminaries and notation. In this section of preliminaries, we give as-
sumptions on the material parameters, present a rescaling of a time-discrete gener-
alized Biot-Brinkman system and introduce parameter-weighted norms and function
spaces.

2.1. Material parameters. We assume that the elastic Lamé coefficients sat-
isfy the standard conditions µ > 0 and dλ+2µ > 0. The transfer coefficients are such
that βij = βji ≥ 0 for i 6= j while βii = 0, and the specific storage coefficients ci ≥ 0
for i = 1, . . . , n. The Biot-Willis coefficients are bounded between zero and one by
construction: 0 < αi ≤ 1. We also assume that the hydraulic conductances Ki > 0
for i = 1, . . . , n. Further, our focus will be on the case νi > 0. For spatially-varying
material parameters, we assume that each of the above conditions holds point-wise
and that each parameter field is uniformly bounded from above and below.

2.2. Time discretization, rescaling and structure. Taking an implicit Euler
time-discretization of (1.1) with uniform timestep τ , multiplying (1.1c) by τ , rear-
ranging terms and removing the time-dependence from the notation, we obtain the
following problem structure to be solved over Ω at each time step: find the unknown
displacement u = u(x), fluid fluxes vi = vi(x) and corresponding (negative) fluid
pressures pi = pi(x), for i = 1, . . . , n satisfying

− div (σ(u) +α · pI) = f ,

−νi div ε(vi) + vi −Ki∇pi = ri,

−
(

ci + τβ̄i

)

pi + αi divu+ τ div vi + τβi · p = τgi.

Multiplying by τK−1
i in the second equation(s) for the sake of symmetry gives

− div (σ(u) +α · pI) = f ,(2.2a)

−νiτK
−1
i div ε(vi) + τK−1

i vi − τ∇pi = τK−1
i ri,(2.2b)

−
(

ci + τβ̄i

)

pi + αi divu+ τ div vi + τβi · p = τgi.(2.2c)

For the sake of readability, we define

(2.3) si := ci + τβ̄i, γi := τνiK
−1
i

recalling that β̄i =
∑

j βij and βii = 0, and set

(2.4) R−1 := max{(1 + ν1)τK
−1
1 , . . . , (1 + νn)τK

−1
n }.

Using this notation, we introduce four n× n parameter matrices

(2.5) Λ1 = −τ











0 β12 . . . β1n

β21 0 . . . β2n

...
...

. . .
...

βn1 βn2 . . . 0
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and

(2.6) Λ2 = diag(s1, s2, . . . , sn), Λ3 = τ2RI, Λ4 =
1

2µ+ λ
ααT ,

before defining

(2.7) Λ =

4
∑

i=1

Λi.

In the case n = 1, dropping the subscripts i, j for readability and with the newly
introduced parameter notation, the operator structure of the rescaled system (2.2) is

(2.8)





− divσ 0 −α∇
0 −γ div ε+ τK−1I −τ∇

α div τ div −(Λ1 + Λ2)









u

v

p



 =





f

r

g





for −(Λ1 + Λ2) = cI, and p = p in the n = 1 case. The same structure holds for
n > 2 when denoting vT = (vT1 ,v

T
2 , . . . ,v

T
n ), (Divv)T = (div v1, . . . , div vn).

By the assumption of symmetric transfer, i.e. βij = βji, Λ1 and Λ are symmetric.
Moreover, as Λ1+Λ2 is weakly diagonally dominant and thus symmetric positive semi-
definite, Λ3 is symmetric positive definite, and Λ4 is symmetric positive semi-definite,
it follows that Λ is symmetric positive definite.

2.3. Domain and boundary conditions. Assume that Ω is open and bounded
in R

d, d = 2, 3 with Lipschitz boundary ∂Ω. We consider the following idealized
boundary conditions for the theoretical analysis of the time-discrete generalized Biot-
Brinkman system (2.8) over Ω. We assume that the displacement is prescribed (and
equal to zero for simplicity) on the entire boundary ∂Ω. Furthermore for each of
the flux momentum equations we assume datum on the normal flux vi · n and the
tangential part of the traction associated with the viscous term ε(vi) ·n. Combined,
we thus set

(2.9)
u(x) = 0 x ∈ ∂Ω,

vi · n(x) = 0, n× (ε(vi) · n) (x) = 0 x ∈ ∂Ω,

for i = 1, . . . , n.

2.4. Function spaces and norms. We use standard notation for the Sobolev
spaces L2(Ω), H1(Ω) and H(div,Ω), and denote the L2(Ω)-inner product and norm
by (·, ·) and ‖ · ‖, respectively. We let L2

0(Ω) denote the space of L2 functions with
zero mean. For a Banach space U , its dual space is denoted U ′ and the duality pairing
between U and U ′ by 〈·, ·〉U ′×U .

For the displacement, flux and pressure spaces, we define

U = {u ∈ H1(Ω)d : u = 0 on ∂Ω},(2.10a)

Vi = {vi ∈ H1(Ω)d : vi · n = 0 on ∂Ω},(2.10b)

Pi = L2
0(Ω),(2.10c)

for i = 1, . . . , n, and subsequently define

(2.11) V = V1 × · · · × Vn, P = P1 × · · · × Pn.
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We also equip these spaces with the following parameter-weighted inner products

(u,w)U = (2µε(u), ε(w)) + λ(divu, divw),(2.12a)

(v, z)V =

n
∑

i=1

(γiε(vi), ε(zi)) + (τK−1
i vi, zi) + (Λ−1τ2Divv,Divz),(2.12b)

(p, q)P = (Λp, q)(2.12c)

and denote the induced norms by ‖ · ‖U , ‖ · ‖V , and ‖ · ‖P , respectively. These are
indeed inner products and norms by the assumptions on the material parameters given
and in particular the symmetric positive-definiteness of Λ.

3. Well-posedness of the Biot-Brinkman system.

3.1. Abstract form and related results. System (2.8) is a special case of the
abstract saddle-point problem

(3.1)





A1 0 BT
1

0 A2 BT
2

B1 B2 −A3









u

v

p



 ,

where A1 : U → U ′, A2 : V → V ′, and A3 : P → P ′ are symmetric and positive
(semi-)definite, and B1 : U → P ′, B2 : V → P ′ are linear operators. In terms of
bilinear forms, we can write (3.1) as

a1(u,w) + b1(w,p) = (f ,w),(3.2a)

a2(v, z) + b2(z,p) = (r, z),(3.2b)

b1(u, q) + b2(v, q)− a3(p, q) = (g, q).(3.2c)

This abstract form was studied in the context of twofold saddle point problems and
equivalence of inf-sup stability conditions by Howell and Walkington [30] for the case
where A3 = A2 = 0.

3.2. Three-field variational formulation of the Biot-Brinkman system.

We consider the following variational formulation of the Biot-Brinkman system (2.8)
with the boundary conditions given by (2.9): given f , r, g, find (u,v,p) ∈ U×V ×P
such that (3.2) holds with

a1(u,w) = (σ(u), ε(w)),(3.3a)

a2(v, z) =
∑n

i=1(γiε(vi), ε(zi)) + (τK−1
i vi, zi)(3.3b)

a3(p, q) =
∑n

i=1(sipi, qi)−
∑n

i,j=1(τβijpj , qi)(3.3c)

b1(w,p) =
∑n

i=1(divw, αipi) ≡ (divw,α · p),(3.3d)

b2(v, q) =
∑n

i=1(τ div vi, qi),(3.3e)

for all w ∈ U , z ∈ V , and q ∈ P . Equivalently, (u,v,p) ∈ U × V × P solves

(3.4) A((u,v,p), (w, z, q)) = ((f , r, g), (z,w, q))

for all (z,w, q) ∈ U × V × P where

A((u,v,p), (w, z, q)) = a1(u,w) + a2(v, z) + b1(w,p) + b1(u, q)

+ b2(z,p) + b2(w, q)− a3(p, q).
(3.5)

We refer to (3.2)–(3.3), or also (3.4), as a three-field formulation of the Biot-Brinkman
system, with three-field referring to the three groups of fields (displacement, fluxes
and pressures).
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3.3. Stability properties. In this section we prove the main theoretical result
of this paper, that is, the uniform well-posedness of problem (3.2)–(3.3) under the
norms induced by (2.12), as stated in Theorem 3.5. The proof utilizes the abstract
framework for the stability analysis of perturbed saddle-point problems that has re-
cently been presented in [26]. It is performed in two steps. In the first step, we recast
the system (3.2)–(3.3) into the following two-by-two (single) perturbed saddle-point
problem

A((u,v,p), (w, z, q)) = A((ū,p), (w̄, q))(3.6)

= a(ū, w̄) + b(w̄,p) + b(ū, q)− c(p, q),

where ū = (u,v), w̄ = (w, z) and

a(ū, w̄) = a1(u,w) + a2(v, z),

b(w̄,p) = b1(w,p) + b2(z,p),

c(p, q) = a3(p, q),

with a1(·, ·), a2(·, ·), a3(·, ·), b1(·, ·) and b2(·, ·) as defined in (3.3). Then, according to
Theorem 5 in [26], for properly chosen seminorms | · |Q and | · |V̄ , which are specified in
Theorem 3.2 below, the uniform well-posedness of this problem is guaranteed under
the fitted (full) norms

‖q‖2Q = |q|2Q + c(q, q) =: 〈Q̄q, q〉Q′×Q,(3.7)

‖w̄‖2
V̄

= |w̄|2
V̄

+ 〈Bw̄, Q̄−1Bw̄〉Q′×Q,(3.8)

if the following two conditions are satisfied for positive constants ca and cb which are
independent of all model parameters:

(3.9) a(v̄, v̄) ≥ ca|v̄|
2
V̄
, ∀v̄ ∈ V̄ ,

(3.10) sup
v̄∈V̄

b(v̄, q)

‖v̄‖V̄
≥ cb|q|Q, ∀q ∈ Q.

This means that under the conditions (3.9) and (3.10) the bilinear form in (3.6)
satisfies the estimates

(3.11) |A((u,v,p), (w, z, q))| ≤ Cb‖(u,v,p)‖X̄‖(w, z, q)‖X̄ ,

and

inf
(u,v,p)∈X

sup
(w,z,q)∈X

A((u,v,p), (w, z, q))

‖(u,v,p)‖X̄‖(w, z, q)‖X̄
≥ ω,(3.12)

for the combined norm ‖(·, ·, ·)‖X̄ defined by

(3.13) ‖(w, z, q)‖2
X̄

:= ‖q‖2Q + ‖w̄‖2
V̄

on the space X = U × V × P with constants Cb and ω that do not depend on any
of the model parameters.

Before we turn to the proof of estimates (3.11) and (3.12) in Theorem 3.2 below,
we recall appropriate inf-sup conditions for the spaces U , V , P in Lemma 3.1.
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Lemma 3.1. The following conditions hold with constants βd > 0 and βs > 0:

inf
q∈Pi

sup
v∈Vi

(divv, q)

‖v‖1‖q‖
≥ βd, i = 1, . . . , n,(3.14)

inf
(q1,··· ,qn)∈P1×···×Pn

sup
u∈U

(

divu,
n
∑

i=1

qi

)

‖u‖1

∥

∥

∥

∥

n
∑

i=1

qi

∥

∥

∥

∥

≥ βs.(3.15)

Proof. See [10, 9].

Theorem 3.2. Consider problem (3.2)–(3.3) on the space X = U × V × P =
V̄ ×Q and define the combined norm ‖ · ‖X̄ via (3.13) where the fitted norms ‖ · ‖Q
and ‖ · ‖V̄ are defined by (3.7)–(3.8) with seminorms

|q|2Q = ((Λ3 + Λ4)q, q),(3.16)

|w̄|2
V̄

= a(w̄, w̄).(3.17)

Then, the continuity and stability estimates (3.11) and (3.12) hold with positive con-
stants Cb and ω that are independent of all model parameters.

Proof. To prove statement (3.11), one uses the Cauchy-Schwarz inequality and
the definition of the norms.

In order to prove (3.12) we verify the conditions of Theorem 5 in [26], i.e., con-
ditions (3.9) and (3.10). Noting that |w̄|2

V̄
= a(w̄, w̄), we find that condition (3.9)

trivially holds with ca = 1 so it remains to show (3.10). The bilinear form b is induced
by the operator B : V̄ → Q′ that is given by

B =















−α1 div −τ div 0 0 . . . 0
−α2 div 0 −τ div 0 . . . 0
−α3 div 0 0 −τ div . . . 0

...
...

...
...

. . .
...

−αn div 0 0 0 . . . −τ div















.

Thanks to Lemma 3.1, for a given (ū,p) we can choose test functions w̄ = (w, z)
such that

− divw =
1

2µ+ λ

n
∑

i=1

αipi, ‖w‖1 ≤ β−1
s

1

2µ+ λ
‖

n
∑

i=1

αipi‖,

− div zi = τRpi, ‖zi‖1 ≤ β−1
s τR‖pi‖, i = 1, . . . , n.

With these choices we find that

b(w̄,p) = −(divw,

n
∑

i=1

αipi)−

n
∑

i=1

(τ div zi, pi)

=
1

2µ+ λ

(

n
∑

i=1

αipi,

n
∑

i=1

αipi

)

+

n
∑

i=1

(τ2Rpi, pi)

= (Λ4p,p) + (Λ3p,p) = |p|2Q.
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In view of (3.8) and noting that 〈Bw̄, Q̄−1Bw̄〉Q′×Q = (Λ−1Bw̄, w̄), we obtain

‖w̄‖2
V̄

= 2µ(ε(w), ε(w)) + λ(divw, divw) +
n
∑

i=1

γi(ε(zi), ε(zi))

+

n
∑

i=1

(τK−1
i zi, zi) + (Λ−1Bw̄, Bw̄)

≤ β−2
s (2µ+ λ)

(

1

2µ+ λ

)2

‖

n
∑

i=1

αipi‖
2 +

n
∑

i=1

γiβ
−2
s τ2R2‖pi‖

2

+

n
∑

i=1

τK−1
i β−2

s τ2R2‖pi‖
2 + (Λ−1Bw̄, Bw̄)

≤ β−2
s

1

2µ+ λ
‖

n
∑

i=1

αipi‖
2 + β−2

s

n
∑

i=1

(γi + τK−1
i )τ2R2‖pi‖

2 + (Λ−1Bw̄, Bw̄)

≤ β−2
s

1

2µ+ λ
‖

n
∑

i=1

αipi‖
2 + β−2

s

n
∑

i=1

τ2R‖pi‖
2 + (Λ−1Bw̄, Bw̄)

≤ β−2
s ((Λ4p,p) + (Λ3p,p)) + ((Λ3 + Λ4)

−1Bw̄, Bw̄)

≤ (β−2
s + 1)|p|2Q,

where we have also used (Λ−1Bw̄, Bw̄) ≤ ((Λ3 + Λ4)
−1Bw̄, Bw̄) and Bw̄ = (Λ3 +

Λ4)p. Finally, (3.10) follows from

sup
v̄∈V̄

b(v̄, q)

‖v̄‖V̄
≥

b(w̄, q)

‖w̄‖V̄
≥

1
√

β−2
s + 1

|q|2Q
|q|Q

= cb|q|Q, ∀q ∈ Q.

We have now established the well-posedness of the Biot-Brinkman problem un-
der the specific combined norm ‖ · ‖X̄ of the form (3.13), specified through (3.16)
and (3.17). Next, we show that this combined norm is equivalent to the norm ‖ · ‖X
defined by

‖(w, z, q)‖2X := ‖w‖2U + ‖z‖2V + ‖q‖2P .(3.18)

The following Lemma is useful in establishing this norm equivalence, cf. [25, Lemma
2.1] where the statement has been proven for α = (1, 1, . . . , 1)T .

Lemma 3.3. For any a > 0 and b > 0 and α = (α1, . . . , αn)
T , we have that

(3.19) (aIn×n + bααT )−1 = a−1I − a−1(ab−1 +αTα)−1ααT ,

and

(3.20) αT (aIn×n + bααT )−1α =
αTα

ab−1 +αTα
b−1 ≤ b−1.

Proof. The proof follows the lines of the proof of Lemma 2.1 in [25].

Now we can establish the following norm equivalence result.

Lemma 3.4. The norm (3.18) defined in terms of (2.12) is equivalent to the com-
bined norm (3.13) based on (3.16) and (3.17).
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Proof. First, we note that

Bw̄ =











−α1divw − τ div z1
−α2divw − τ div z2

...
−αndivw − τ div zn











= −divw











α1

α2

...
αn











+ τ











− div z1
− div z2

...
− div zn











≡ −αdivw − τDivz.

Then for any 1 > ǫ > 0, by Cauchy’s inequality, we obtain

(Λ−1Bw̄, Bw̄)

=
(

Λ−1(αdivw + τDivz), (αdivw + τDivz)
)

= (Λ−1αdivw,αdivw) + 2(Λ−1αdivw, τDivz) + (Λ−1τDivz, τDivz)

≥ −(ǫ−1 − 1)(Λ−1αdivw,αdivw) + (1− ǫ)(Λ−1τDivz, τDivz)

≥ −(ǫ−1 − 1)((Λ3 + Λ4)
−1αdivw,αdivw) + (1− ǫ)(Λ−1τDivz, τDivz).

By Lemma 3.3, with a = τ2R, b = 1
2µ+λ

, we have

(Λ−1Bw̄, Bw̄)

≥ −(ǫ−1 − 1)((Λ3 + Λ4)
−1αdivw,αdivw) + (1 − ǫ)(Λ−1τDivz, τDivz)

= −(ǫ−1 − 1)(αT (Λ3 + Λ4)
−1αdivw, divw) + (1− ǫ)(Λ−1τDivz, τDivz)

≥ −(ǫ−1 − 1)(2µ+ λ)(divw, divw) + (1− ǫ)(Λ−1τDivz, τDivz).

Therefore, we get

‖w̄‖2
V̄

= 2µ(ε(w), ε(w)) + λ(divw, divw)x+
n
∑

i=1

γi(ε(zi), ε(zi))

+

n
∑

i=1

(τK−1
i zi, zi) + (Λ−1Bw̄, Bw̄)

≥ 2µ(ε(w), ε(w)) + λ(divw, divw)− (ǫ−1 − 1)(2µ+ λ)(divw, divw)

+

n
∑

i=1

γi(ε(zi), ε(zi)) +

n
∑

i=1

(τK−1
i zi, zi) + (1− ǫ)(Λ−1τDivz, τDivz).

Now, for ǫ = 2
3 , we obtain

‖w̄‖2
V̄

≥ 2µ(ε(w), ε(w)) + λ(divw, divw)−
1

2
(2µ+ λ)(divw, divw)

+

n
∑

i=1

γi(ε(zi), ε(zi)) +

n
∑

i=1

(τK−1
i zi, zi) +

1

3
(Λ−1τ2Divz,Divz)

≥
1

2
(2µ(ε(w), ε(w)) + λ(divw, divw))

+
1

3

(

n
∑

i=1

γi(ε(zi), ε(zi)) +
n
∑

i=1

(τK−1
i zi, zi) + (Λ−1τ2Divz,Divz)

)

,
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namely ‖w‖2U + ‖z‖2V . ‖w̄‖2
V̄
. On the other hand, it is obvious that

‖w̄‖2
V̄

. ‖w‖2U + ‖z‖2V .

Together, this gives ‖w̄‖2
V̄

∼= ‖w‖2U + ‖z‖2V .

In view of Theorem 3.2 and Lemma 3.4, we conclude that the Biot-Brinkman problem
is also well-posed under the norm (3.18) defined in terms of (2.12). We summarize
our results in the following theorem.

Theorem 3.5.
(i) There exists a positive constant Cb independent of the parameters λ, K−1

i ,
si, βij , i, j ∈ {1, . . . , n}, the network scale n and the time step τ such that
the inequality

|A((u,v,p), (w, z, q))| ≤ Cb(‖u|U + ‖v‖V + ‖p‖P )(‖w‖U + ‖z‖V + ‖q‖P )

holds true for any (u,v,p) ∈ U × V × P , (w, z, q) ∈ U × V × P .
(ii) There is a constant ω > 0 independent of the parameters λ,K−1

i , si, βij, i, j ∈
{1, . . . , n}, the number of networks n and the time step τ such that

inf
(u,v,p)∈X

sup
(w,z,q)∈X

A((u,v,p), (w, z, q))

(‖u‖U + ‖v‖V + ‖p‖P )(‖w‖U + ‖z‖V + ‖q‖P )
≥ ω,

where X := U × V × P .
(iii) The MPET system (3.4) has a unique solution (u,v,p) ∈ U × V × P and

the following stability estimate holds:

‖u‖U + ‖v‖V + ‖p‖P ≤ C1(‖f‖U ′ + ‖g‖P ′),

where C1 is a positive constant independent of the parameters λ,K−1
i , si,

βij , i, j ∈ {1, . . . , n}, the network scale n and the time step τ , and ‖f‖U ′ =

sup
w∈U

(f ,w)
‖w‖U

, ‖g‖P ′ = sup
q∈P

(g,q)
‖q‖P

= ‖Λ− 1

2 g‖.

4. Discrete generalized Biot-Brinkman problems. Stable and parameter-
robust discretizations for the multiple network poroelasticity equations have been
proposed based on a classical three-field formulation using a discontinuous Galerkin
(DG) [1, 29] formulation of the momentum equation resulting in strong mass conser-
vation, see [24], or based on a total pressure formulation in the setting of conforming
methods in [36]. These discrete models have been developed as generalizations of the
corresponding Biot models, see [23] in case of conservative discretizations and [35] in
case of the total pressure scheme. A hybridized version of the method in [23] has
recently been presented in [33]. For other conforming parameter-robust discretiza-
tions of the Biot model see also [15, 42] and [34], where the latter method is based
on a total pressure formulation introducing the flux as a fourth field, which then also
results in mass conservation. In this paper we extend the approach from [24, 23]
to obtain mass-conservative discretizations for the generalized Biot-Brinkman sys-
tem (3.2)–(3.3), which generalizes the MPET system.

4.1. Notation. Consider a shape-regular triangulation Th of the domain Ω into
triangles/tetrahedrons, where the subscript h indicates the mesh-size. Following the
standard notation, we first denote the set of all interior edges/faces and the set of all
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boundary edges/faces of Th by EI
h and EB

h respectively, their union by Eh and then we
define the broken Sobolev spaces

Hs(Th) = {φ ∈ L2(Ω), such that φ|T ∈ Hs(T ) for all T ∈ Th}

for s ≥ 1.
Next we introduce the notion of jumps [·] and averages {·} as follows. For any

q ∈ H1(Th), v ∈ H1(Th)
d and τ ∈ H1(Th)

d×d and any e ∈ EI
h the jumps are given as

[q] = q|∂T1∩e − q|∂T2∩e, [v] = v|∂T1∩e − v|∂T2∩e

and the averages as

{v} =
1

2
(v|∂T1∩e · n1 − v|∂T2∩e · n2), {τ} =

1

2
(τ |∂T1∩en1 − τ |∂T2∩en2),

while for e ∈ EB
h ,

[q] = q|e, [v] = v|e, {v} = v|e · n, {τ} = τ |en.

Here T1 and T2 are any two elements from the triangulation that share an edge or
face e while n1 and n2 denote the corresponding unit normal vectors to e pointing to
the exterior of T1 and T2, respectively.

4.2. Mixed finite element spaces and discrete formulation. We consider
the following finite element spaces to approximate the displacement, fluxes and pres-
sures:

Uh = {u ∈ H(div,Ω) : u|T ∈ U(T ), T ∈ Th; u · n = 0 on ∂Ω},

Vi,h = {v ∈ H(div,Ω) : v|T ∈ Vi(T ), T ∈ Th; v · n = 0 on ∂Ω}, i = 1, . . . , n,

Pi,h =

{

p ∈ L2(Ω) : p|T ∈ Pi(T ), T ∈ Th;

∫

Ω

pdx = 0

}

, i = 1, . . . , n,

where U(T )/Vi(T )/Pi(T ) = BDMl(T )/BDMl(T )/Pl−1(T ) for l ≥ 1. Note that for
each of these choices divU(T ) = divVi(T ) = Pi(T ) is fulfilled. We remark that the
tangential part of the displacement boundary condition (2.9) is enforced by a Nitsche
method, see e.g. [21]. Furthermore the orthogonality constraint for the pressures in
Pi,h is realized in the implementation by introducing (scalar) Lagrange multipliers.

Let us denote vTh = (vT1,h, . . . ,v
T
n,h), p

T
h = (p1,h, . . . , pn,h), z

T
h = (zT1,h, . . . , z

T
n,h),

qTh = (q1,h, . . . , qn,h) and

Vh = V1,h × . . .× Vn,h, Ph = P1,h × . . .× Pn,h, Xh = Uh × Vh × Ph.

The discretization of the variational problem (3.2)–(3.3) now is given as follows: find
(uh,vh,ph) ∈Xh, such that for any (wh, zh, qh) ∈ Xh and i = 1, . . . , n

ah(uh,wh) + λ(divuh, divwh) + (α · ph, divwh) = (f ,wh),(4.1a)

γiah(vi,h, zi,h) + (τK−1
i vi,h, zi,h) + (pi,h, τ div zi,h) = 0,(4.1b)

(divuh, αiqi,h) + (τ div vi,h, qi.h)− si(pi,h, qi,h)

+

n
∑

j=1

τβij(pj,h, qi,h) = (gi, qi,h),(4.1c)
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where

ah(φ,ψ) =
∑

T∈Th

∫

T

ε(φ) : ε(ψ) dx−
∑

e∈Eh

∫

e

{ε(φ)} · [ψt] ds

−
∑

e∈Eh

∫

e

{ε(ψ)} · [φt] ds+
∑

e∈Eh

∫

e

ηh−1
e [φt] · [ψt] ds,

(4.2)

and η is a stabilization parameter independent of all other problem parameters, the
network scale n and the mesh size h.

We note that the discrete variational problem (4.1) has been derived for the
weak formulation (3.4) with homogeneous boundary conditions. For general rescaled
boundary conditions with DG discretizations we refer the reader to e.g. [23].

4.3. Stability properties. For any function φ ∈H2(Th) := H2(Th)
d, consider

the following mesh dependent norms

‖φ‖2h =
∑

T∈Th

‖ε(φ)‖2T +
∑

e∈Eh

h−1
e ‖[φt]‖

2
e,

‖φ‖21,h =
∑

T∈Th

‖∇φ‖2T +
∑

e∈Eh

h−1
e ‖[φt]‖

2
e,

and

(4.3) ‖φ‖2DG =
∑

T∈Th

‖∇φ‖2T +
∑

e∈Eh

h−1
e ‖[φt]‖

2
e +

∑

T∈Th

h2
T |φ|

2
2,T .

Details about the well-posedness and approximation properties of the DG formulation
of elasticity, Stokes and Brinkman-type systems can be found in [28, 22].

Now, for u ∈ H(div,Ω) ∩H2(Th), we define the norm

(4.4) ‖u‖2Uh
= ‖u‖2DG + λ‖ divu‖2

and for v ∈ H(div,Ω) ∩H2(Th), we define the norm

(4.5) ‖v‖2Vh
=

n
∑

i=1

(

γi‖vi‖
2
DG + (τK−1

i vi,vi)
)

+ (Λ−1Div v,Div v).

The well-posedness and approximation properties of the DG formulation are detailed
in [28, 22]. Here we briefly present some important results:

• ‖ · ‖DG, ‖ · ‖h, and ‖ · ‖1,h are equivalent on Uh; that is

‖uh‖DG h ‖uh‖h h ‖uh‖1,h, for all uh ∈ Uh.

• ah from (4.2) is continuous and it holds true that

|ah(u,w)| . ‖u‖DG‖w‖DG, for all u, w ∈H2(Th).(4.6)

• The following inf-sup conditions are satisfied

inf
(q1,h,··· ,qn,h)∈P1,h×···×Pn,h

sup
uh∈Uh

(divuh,
n
∑

i=1

qi,h)

‖uh‖1,h‖
n
∑

i=1

qi,h‖
≥ βsd,

inf
qi,h∈Pi,h

sup
vi,h∈Vi,h

(div vi,h, qi,h)

‖vi,h‖1,h‖qi,h‖
≥ βdd, i = 1, . . . , n.

(4.7)
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Using the definition of the matrices Λ1 and Λ2, next we define the bilinear form

Ah((uh,vh,ph), (wh, zh, qh)) = ah(uh,wh) + λ(divuh, divwh)

+

n
∑

i=1

(αipi,h, divwh) +

n
∑

i=1

γiah(vi,h, zi,h)

+

n
∑

i=1

(τK−1
i vi,h, zi,h) + τ(ph,Div zh)

+

n
∑

i=1

(divuh, αiqi,h) + τ(Div vh, qh)− ((Λ1 + Λ2)ph, qh)

(4.8)

related to problem (4.1a)–(4.1c).
We equip Xh with the norm defined by ‖(·, ·, ·)‖2Xh

:= ‖ · ‖2Uh
+ ‖ · ‖2Vh

+ ‖ · ‖2P .
Similar to Theorem 3.5, the following uniform stability result holds:

Theorem 4.1.
(i) For any uh,wh ∈ Uh; vh, zh ∈ Vh; ph, qh ∈ Ph there exists a positive con-

stant Cbd independent of all model parameters, the network scale n and the
mesh size h such that the inequality

|Ah((uh,vh,ph), (wh, zh, qh))| ≤ Cbd‖(uh,vh,ph)‖Xh
‖(wh, zh, qh)‖Xh

holds true.
(ii) There exists a constant ωd > 0 independent of all discretization and model

parameters such that

(4.9) inf
(uh,vh,ph)∈Xh

sup
(wh,zh,qh)∈Xh

Ah((uh,vh,ph), (wh, zh, qh))

‖(uh,vh,ph)‖Xh
‖(wh, zh, qh)‖Xh

≥ ωd.

(iii) Let (uh,vh,ph) ∈ Xh solve (4.1a)-(4.1c) and

‖f‖U ′

h
= sup

wh∈Uh

(f ,wh)

‖wh‖Uh

, ‖g‖P ′ = sup
qh∈Ph

(g, qh)

‖qh‖P
.

Then the estimate

‖uh‖Uh
+ ‖vh‖V + ‖ph‖P ≤ C2(‖f‖U ′

h
+ ‖g‖P ′)

holds with a constant C2 independent of the network scale n, the mesh size h,
the time step τ and the parameters λ, K−1

i , si, βij, i, j ∈ {1, . . . , n}.

4.4. Error estimates. This subsection summarizes the error estimates that
follow from the stability results presented in Subsection 4.3.

Theorem 4.2. Assume that (u,v,p) ∈ U ∩H2(Th) × V ∩H2(Th) × P is the
unique solution of (3.2)–(3.3), and let (uh,vh,ph) be the solution of (4.1). Then the
error estimates

(4.10) ‖u− uh‖Uh
+ ‖v − vh‖Vh

. inf
wh∈Uh,zh∈Vh

(

‖u−wh‖Uh
+ ‖v − zh‖Vh

)

,

(4.11) ‖p− ph‖P . inf
wh∈Uh,zh∈Vh,qh∈Ph

(

‖u−wh‖Uh
+ ‖v − zh‖Vh

+ ‖p− qh‖P

)

,

hold true, where the inequality constants are independent of the parameters λ,K−1
i , si,

βij for i, j = 1, . . . , n, the network scale n, the mesh size h and the time step τ .



14 Q. HONG, J. KRAUS, M. KUCHTA, M. LYMBERY, K.A. MARDAL AND M.E. ROGNES

Proof. The proof of this result is analogous to the proof of Theorem 5.2 in [23].

Remark 4.3. In particular, the above theorem shows that the proposed discretiza-
tions are locking-free. Note that estimate (4.10) controls the error in u plus the error
in v by the sum of the errors of the corresponding best approximations whereas esti-
mate (4.11) requires the best approximation errors of all three vector variables u, v
and p to control the error in p.

4.5. A norm equivalent preconditioner. We consider the following block-
diagonal operator

(4.12) B :=





Bu 0 0

0 Bv 0

0 0 Bp





−1

,

where
Bu = − div ε− λ∇ div,

Bv =











−γ1div ǫ+ τK−1
1 I 0 . . . 0

0 −γ2div ǫ+ τK−1
2 I . . . 0

...
...

. . .
...

0 0 . . . −γndiv ǫ+ τK−1
n I











−











Λ̃11∇div Λ̃12∇div . . . Λ̃1n∇div

Λ̃21∇div Λ̃22∇div . . . Λ̃2n∇div
...

...
. . .

...

Λ̃n1∇div Λ̃n2∇div . . . Λ̃nn∇div











and

Bp =











Λ11I Λ12I . . . Λ1nI
Λ21I Λ22I . . . Λ2nI
...

...
. . .

...
Λn1I Λn2I . . . ΛnnI











.

Here, Λij , Λ̃ij , i, j = 1, . . . , n are the entries of Λ and Λ−1, respectively.
As substantiated in [24], the stability results for the operatorA in (3.5) imply that

the operator B is a uniform norm-equivalent (canonical) block-diagonal preconditioner
that is robust with respect to all model and discretization parameters. Note that B
defines a canonical uniform block-diagonal preconditioner on the continuous as well
as on the discrete level as long as discrete inf-sup conditions analogous to (3.14)
and (3.15) are satisfied, cf. [24].

5. Numerical experiments. In this section we present numerical experiments
whose results corroborate stability properties of the finite element discretization of the
generalized Biot-Brinkman model (see Subsection 4.4) and the preconditioner (4.12).
We shall first demonstrate parameter robustness of the exact preconditioner through
a sensitivity study of the conditioning of the preconditioned Biot-Brinkman system.
Afterwards, scalable realization of the preconditioner in terms multilevel methods for
the displacement and flux blocks is discussed. For simplicity, all the experiments
concern the domain Ω = (0, 1)2. The implementation was carried in the Firedrake
finite element framework [41].
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Fig. 5.1: Error approximation of the BDM1-BDM1-P0 discretization of the single
network Biot-Brinkman model. Parameters µ = 1, τ = 10−1, α1 = 10−3, c1 = 10−2,
ν1 = 1 and K1 = 1 are fixed. Line colors correspond to different values of λ.

2−7 2−6 2−5 2−4 2−3 2−2

10−3

10−2

h

h

‖
u
−
u
h
‖ U

h

2−7 2−6 2−5 2−4 2−3 2−2

10−6

10−5

h

h

‖
v
1
−
v
1
,h
‖
V

h

2−7 2−6 2−5 2−4 2−3 2−2

10−3

10−2

h

−9

−6

−3

0

log
10
ν1

h

‖p
1
−
p
1
,h
‖ P

h

Fig. 5.2: Error approximation of the BDM1-BDM1-P0 discretization of the single
network Biot-Brinkman model. Parameters µ = 1, τ = 10−1, α1 = 10−3, c1 = 10−2,
K1 = 1 and λ = 1 are fixed. Line colors correspond to different values of ν1.

5.1. Error estimates. We consider a single network, n = 1, case of the gen-
eralized Biot-Brinkman model (3.5), with parameters µ = 1, τ = 10−1, α1 = 10−3

and c1 = 10−2 fixed (arbitrarily) while K1, ν1 and λ shall be varied in order to test
robustness of the error estimates established in Subsection 4.4. To this end, we solve
(2.8) with the right hand side computed based on the exact solution

(5.1) u =

(

∂φ

∂y
,−

∂φ

∂x

)

, v1 = ∇φ1, p1 = sinπ(x− y),

where
φ = x2(x− 1)2y2(y − 1)2, φ1 = x4(x − 1)4y4(y − 1)4.

It can be seen that the manufactured solution satisfies the homogeneous conditions
u|∂Ω = 0, v1 · n|∂Ω = 0 for Ω = (0, 1)2.

Using discretization by BDM1 elements for Uh, V1,h and piece-wise constant
elements for the pressure space P1,h, Figure 5.1–Figure 5.3 show the errors of the
numerical approximations in the parameter-dependent norms (4.4), (4.5) and ‖·‖P
defined in (2.12c) when one of the parameters λ, K1 and ν1 is varied. In all the
cases the expected linear convergence can be observed. In particular, the rate is
independent of the parameter variations. We note that the error here is computed on
a finer mesh than the finite element solution in order to prevent aliasing.

5.2. Robustness of exact preconditioner. We verify robustness of the canon-
ical preconditioner (4.12) using a generalized Biot-Brinkman system with two net-
works. As the parameter space then counts 12 parameters in total we shall for sim-
plicity fix material properties of one of the networks (below we choose the network
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Fig. 5.3: Error approximation of the BDM1-BDM1-P0 discretization of the single
network Biot-Brinkman model. Parameters µ = 1, τ = 10−1, α1 = 10−3, c1 = 10−2,
ν1 = 1 and λ = 1 are fixed. Line colors correspond to different values of K1.

i = 1) to unity in addition to setting µ = 1, τ = 1. This choice leaves parameters
λ, c2, α2, ν2, K2 as well as the transfer coefficient β := β12 to be varied. In the
following experiments we let 1 ≤ λ ≤ 1012, 10−9 ≤ ν2,K2, α2 ≤ 1, 10−6 ≤ β ≤ 106

and c2 ∈ {0, 1} in order to perform a systematic sensitivity study. We note that we
do not vary directly the scaling parameters introduced in (3.5) but instead change the
material parameters in (1.1).

For the above choice of parameters the two-network problem is considered on the
domain Ω = (0, 1)2 with boundary conditions u = 0 on the left and right sides and
(σ +α · pI) · n = 0 on the remaining part of the boundary; similarly, the Dirichlet
conditions vi · n = 0, i = 1, 2 on the fluxes are prescribed only on the left and right
sides.

Having constructed spacesUh, V1,h V2,h with BDM1 elements and pressure spaces
P1,h P2,h in terms of piece-wise constants our results are summarized in Figure 5.4–
Figure 5.6 where slices of the explored parameter space are shown. It can be seen
that the condition numbers remain bounded. Concretely, given discrete operators
Ah, Bh that respectively discretize (3.5) and the preconditioner (4.12) the condition
number is computed based on the generalized eigenvalue problem Ahxk = λkB

−1
h xk

as maxk|λk|/mink|λk|. The higher condition numbers (of about 8.5) are typically
attained when c2 = 0, λ = 1 and β ≪ 1. We remark that with c2 = 0 and all
parameters but β set to 1 the condition number of Λ ranges from 2.64 when β = 10−6

to about 106 when β = 106.

5.3. Multigrid preconditioning. Having seen that the exact preconditioner
(4.12) yields parameter-robustness let us next discuss possible construction of a scal-
able approximation of the operator B. Here, in order to approximate Bu and Bv,
we follow [22, 2, 19] and employ vertex-star relaxation schemes as part of geometric
multigrid F (2, 2)-cycle for the elastic block and W (2, 2)-cycle for the flux block. Nu-
merical experiments documenting robustness of the cycles for their respective blocks
are reported in Appendix A.

To test performance of the multigrid-based preconditioner B we consider the two-
network system from Subsection 5.2 where we set c2 = 0, α2 = 1, β ∈

{

10−6, 106
}

while the remaining parameters are fixed to unity. We remark that for these parameter
values the highest condition numbers are attained with the exact preconditioner,
cf. Figure 5.4. Furthermore, differing from the setup of the sensitivity study, we
(strongly) enforce u · n = 0 and vi · n = 0, i = 1, 2, on the entire boundary1. As

1The reason for not prescribing the complete displacement vector as a boundary condition are
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Fig. 5.4: Performance of Biot-Brinkman preconditioner (4.12) for α2 = 1 and varying
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c2 = 1 (solid lines), c2 = 0 (dashed lines). The remaining parameters are fixed at
1. Discretization by BDM1-(BDM1)

2-(P0)
2 elements. Highest condition numbers

correspond to β ≪ 1 and c2 = 0, λ = 1.

before, the finite element discretization is based on the BDM1 and P0 elements.
In Figure 5.7 and Figure 5.8 we report the dependence on the mesh size and

parameter values of the iteration counts of the preconditioned MinRes solver where
as the preconditioner both the exact Riesz map (4.12) and the multigrid-based ap-
proximation are used. More specifically, the multigrid cycles for the displacement and
flux blocks use 3 grid levels applying the exact L2-projection as the transfer operator.
For both Bu and Bv the vertex-star relaxation uses damped Richardson smoother.
Comparing the results we observe that the use of multigrid in (4.12) translates to a
slight (about 1.5x) increase in the number of Krylov iterations compared to the exact
preconditioner. However, the iterations appear bounded in the mesh size and the
parameter variations.

We finally compare the cost of the exact and inexact Biot-Brinkman precondi-

limitations in the PCPATCH framework which was used to implement the multigrid algorithm. In
particular, the software currently lacks support for exterior facet integrals (see e.g. [3]) which are
required with BDM elements to weakly enforce conditions on the tangential displacement by the
Nitsche method.
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Fig. 5.5: Performance of Biot-Brinkman preconditioner (4.12) for α2 = 10−4 and
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fixed at 1. Discretization by BDM1-(BDM1)

2-(P0)
2 elements.

tioners for case K2 = 10−3, λ = 1, β = 10−6 which required most iterations in the
previous experiments, cf. Figure 5.8. Our results are summarized in Table 5.1. We
observe that despite requiring more iterations for convergence the solution time2 with
the multigrid-based preconditioner is noticeably faster. In addition, the resulting so-
lution algorithm appears to scale linearly in the number of unknowns. We remark
that for the sake of simple comparison the computations were done in serial using
single-threaded execution. However, the latter setting is particularly unfavorable for
the exact preconditioner B as modern LU solvers are known for their thread efficiency.
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MinRes iterations LU MinRes iterations MG

ν2

h
2−3 2−4 2−5 2−6 2−3 2−4 2−5 2−6

10−9 43 44 45 45 46 48 50 49
10−6 43 44 45 45 46 48 50 49
10−3 39 40 40 40 45 48 51 51
1 31 31 31 31 44 45 46 46

Solve time LU [s] Solve time MG [s]

ν2

h
2−3 2−4 2−5 2−6 2−3 2−4 2−5 2−6

10−9 2.50 4.64 23.18 181.00 4.47 7.05 18.22 64.29
10−6 2.51 4.65 23.12 180.36 4.59 7.15 18.21 64.47
10−3 2.50 4.64 23.06 180.34 4.57 7.05 18.24 65.45
1 2.51 4.57 22.74 178.84 4.45 6.94 17.63 62.83

Table 5.1: Performance of exact (LU) and approximate multigrid-based (MG) pre-
conditioners for the two-network generalized Biot-Brinkman model. Parameter ν2 is
varied while c2 = 0, K2 = 10−3, β = 10−6 and the remaining parameters are set to 1.
Number of unknowns in the systems ranges from 6× 103 to 362× 103. Solve time ag-
gregates setup time of the preconditioner and the run time of the Krylov solver. Com-
putations were done in serial with threading disabled by setting OMP NUM THREADS=1.
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λ
log

2
h

−3 −4 −5 −6 −7 −8
1 10 10 9 9 9 9

103 14 14 13 13 12 12
106 14 14 13 13 13 12
109 14 14 14 13 13 13
1012 14 15 14 14 15 16

Table A.1: Number of preconditioned conjugate gradient iterations for approximating
the displacement block Bu of the Biot-Brinkman preconditioner. Geometric multigrid
preconditioner uses F (2, 2)-cycle with 3 levels and a vertex-star (damped Richardson)
smoother. In all experiments µ = 1.
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Appendix A. Components of multigrid preconditioner. In this section
we report numerical experiments demonstrating robustness of geometric multigrid
preconditioners for blocks Bu and Bv of the Biot-Brinkman preconditioner (4.12).
Adapting the unit square geometry and the setup of boundary conditions from Sub-
section 5.3 we investigate performance of the preconditioners by considering bound-
edness of the (preconditioned) conjugate gradient (CG) iterations. In the following,
the initial vector is set to 0 and the convergence of the CG solver is determined by
reduction of the preconditioned residual norm by a factor 108. Finally, both systems
are discretized by BDM1 elements.

Table A.1 confirms robustness of the F (2, 2)-cycle for the displacement block of
(4.12). In particular, the iterations can be seen to be bounded in mesh size and the
Lamé parameter λ.

For the flux block Bv we limit the investigations to the two-network case and set
c2 = 0, α2 = 1 as these parameter values yielded the stiffest problems (in terms of
their condition numbers) in the robustness study of Subsection 5.2. Performance of the
geometric multigrid preconditioner using a W (2, 2)-cycle with vertex-star smoother
is then summarized in Figure A.1. We observe that the number of CG iterations is
bounded in the mesh size and variations in K2, ν2 and the exchange coefficient β.
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Fig. A.1: Number of preconditioned conjugate gradient iterations for approximating
the flux block Bv of the Biot-Brinkman preconditioner. The preconditioner uses
W (2, 2)-cycle of geometric multigrid with vertex-star (damped Richardson) smoother
and 3 grid levels. (Top) Transfer coefficient β = 106, (bottom) β = 10−6. Values of
K2, ν2 (encoded by markers) and λ (encoded by line color) are varied. In both setups
c2 = 0, α2 = 1 and the remaining problem parameters are set to 1.
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